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Abstract

This paper considers an alternative asymptotic framework to standard sequential asymptotics for nonlinear models with deterministically trending variables. The asymptotic distributions of generalized method of moments estimators and corresponding test statistics are derived using this framework. The asymptotic distributions are shown to be the same with deterministically trending variables as with non-trending variables. That is, the distributions are normal and chi-squared respectively. The asymptotic covariance matrices of the estimators, however, are found to depend on the form of the trends. These findings provide a justification for the use of standard asymptotic approximations in nonlinear models even when the variables have deterministic trends.
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1. Introduction

The purpose of this paper is to show that most of the work on nonlinear econometric models for non-trending variables done in the 1970's and 1980's can be extended to cover nonlinear models that are based on variables that have deterministic trends of quite general forms. We consider a triangular array asymptotic framework, which differs from standard sequential asymptotics. This asymptotic framework is quite tractable, since methods developed for models with non-trending variables can be applied to it.

Utilizing the triangular array asymptotics, we find that extremum estimators for nonlinear models with deterministically trending variables are approximately normal distributed and corresponding test statistics are approximately chi-square distributed under the null -- just as in models with non-trending variables. The form of the estimators' asymptotic covariance matrices, however, is found to differ when deterministic trends are present. Nevertheless, standard estimators of covariance matrices designed for the non-trending case yield consistent estimators for the deterministically trending case as well. Thus, estimation and inference for the deterministically trending case can be carried out in exactly the same fashion as in the non-trending case.

The triangular array asymptotics used here have numerous antecedents in the literature. Examples include the asymptotics used in some nonparametric regression models (e.g., see Priestley and Chao (1972)), many structural change models, some linear models with additive deterministic linear trends (see MacNeil (1978)), some linear models with additive deterministic nonlinear trends (see Phillips and Hansen (1990)), and some nonstationary models with time varying coefficients (see Dalhaus (1993)). Additional examples include the use of linear time trends and deterministically de-trended variables in nonlinear models estimated by GMM (see Eichenbaum and Hansen (1990)). In spite of these antecedents, the usefulness and generality of the method has not been fully explored nor appreciated in the nonlinear econometrics literature. For example, most review articles and treatises on nonlinear econometrics do not mention any results for models with deterministically trending variables (see Gallant (1987), Gallant and White (1988), Pötscher and Prucha (1991a, b) and Newey and McFadden (1992)). Exceptions are the review articles by Ogaki (1992) and Wooldridge (1993).
We note that Wooldridge (1986, 1993) has obtained some qualitatively similar results to those obtained here but using standard sequential asymptotics. We view the results of this paper as being complementary to those of Wooldridge. One advantage of our results is their tractability. Wooldridge’s results utilize high level assumptions that can be difficult to verify. Primitive conditions for his results have been worked out for only one simple model in which a trend enters the model nonlinearly. Further discussion of the advantages and disadvantages of triangular array asymptotics relative to standard sequential asymptotics is given below.

The usefulness of the results given here depends, obviously, on the preponderance of economic variables that exhibit deterministic trends (of one form or another). It is clear that most macroeconomic variables and many financial variables exhibit trends. What is less clear is whether these trends are better viewed as being deterministic or stochastic (where a stochastically trending variable refers to a variable that is integrated). The empirical literature on this question is extensive and its conclusions are mixed (e.g., for a variety of results using a variety of methods, see Nelson and Plosser (1982), DeJong and Whiteman (1991), Phillips (1991), Kwiatkowski, Phillips, Schmidt, and Shin (1992), and Andrews and Chen (1992)). For some variables, the evidence points to the trends being deterministic and for other variables stochastic, but in only a few cases is the evidence strong. One feature of the empirical results that is relatively clear is that the evidence for deterministic trends is stronger for real variables than for nominal variables.

The empirical results referred to above consider linear deterministic trends. There is also a literature on the question of whether macroeconomic variables are better represented as having stochastic trends or deterministic trends with a break (or several breaks), e.g., see Perron (1989) and Zivot and Andrews (1992). Again the empirical findings are mixed.

The upshot of the above discussion is that some economic variables are probably better viewed as having deterministic trends while others are better viewed as having stochastic trends. Thus, there is some range of applications for the results of this paper, but it is certainly not all inclusive (since this paper does not allow for variables with stochastic trends). Examples of papers in the literature where the results are applicable include Fair’s (1984) macroeconometric model which assumes trend stationary variables and includes nonlinear equations and time trend
regressors, Eichenbaum and Hansen's (1990) paper referred to above, and various papers that have appeared recently in the *American Economic Review* such as Fair and Dominguez (1991), Hamilton (1992), and Allen (1992). It appears that there are sufficient potential applications that the results of this paper should be of some interest for both theoretical and empirical reasons.

The remainder of the paper is organized as follows. Section 2 motivates and defines the triangular array asymptotics that are employed in the paper. Section 3 applies the asymptotic framework of Section 2 to GMM estimators and corresponding test statistics for nonlinear models based on deterministically trending rv's. An Appendix provides proofs.

Throughout the paper, all limits are taken "as $T \to \infty$" unless stated otherwise, "$P \to 0$" denotes convergence in probability, "$d \to$" denotes convergence in distribution, "wp - 1" abbreviates "with probability that goes to one as $T \to \infty$," $\Sigma_1^T$ denotes $\sum_{t=1}^{T}$, $\| \cdot \|$ denotes the Euclidean norm, $\| \cdot \|_q$ denotes the $L^q$ norm, and $A/B$ denotes the set of points that are in the set $A$ but not in the set $B$.

2. The Asymptotic Framework

Here we consider the question of how to construct a suitable asymptotic framework for handling nonlinear econometric models when the underlying random variables (rv's) may possess deterministic trends. The purpose of the asymptotics is to generate good approximations to the finite sample distributions of estimators and test statistics. It is this purpose that guides our construction of the asymptotic framework.

To achieve good asymptotic approximations, it is usually desirable to embed the finite sample problem of interest in a sequence of problems which mimic the finite sample problem as closely as possible. To implement this principle, one first has to decide what aspects of the problem should be closely mimicked. In the present case of models based on rv's with deterministic trends, there are four characteristics of the underlying rv's that we focus on. The first is the shape of the deterministic trend, the second is the magnitude of the deterministic trend relative to the stochastic component, the third is the magnitude of the deterministic trend in an absolute
sense, and the fourth is the nature of the stochastic components of the rv's. We seek an asymptotic framework in which these characteristics of the finite sample problem of interest are mimicked as closely as possible in each element of the sequence upon which the asymptotics are based.

Let the sample size of interest be denoted by \( T^* \). The observed data consist of \( T^* \) \( R^k \)-valued rv's: \( W_t, \ldots, W_{T^*} \). These rv's can be viewed as part of an infinite sequence \( W_t, t = 1, 2, \ldots \). We write the rv \( W_t \) as the composition of a stochastic component \( Z_t \) and a deterministic function \( d(t, \cdot) \) of \( Z_t \):

\[
W_t = d(t, Z_t) \quad \text{for} \quad t = 1, 2, \ldots,
\]

where \( d(\cdot, z) : (0, \infty) \to R^k \). This decomposition is not unique. For present purposes, it suffices that the decomposition is such that \( Z_t \) does not contain a deterministically trending component. For example, we want \( \{Z_t : t \geq 1\} \) to satisfy a condition such as \( \{Z_t\} \) are stationary or \( \sup_{t \geq 1} E[|Z_t|^\gamma] < \infty \) for some \( \gamma > 0 \), or \( \{Z_t\} \) is a tight sequence (i.e., \( \forall \varepsilon > 0 \exists B_\varepsilon < \infty \) such that \( \sup_{t \geq 1} P(|Z_t| > B_\varepsilon) < \varepsilon \)).

For example, \( d(t, Z_t) \) could be of the form:

\[
(2.2) \quad \text{(i) } d(t) + Z_t, \quad \text{(ii) } \text{diag}(d(t))Z_t, \quad \text{or (iii) } d_1(t) + \text{diag}(d_2(t))Z_t,
\]

where \( d(\cdot), d_1(\cdot), \) and \( d_2(\cdot) \) are functions from \( (0, \infty) \) to \( R^k \) and \( \text{diag}(d(i)) \) is a \( k \times k \) diagonal matrix with diagonal elements given by \( d(i) \). Typically, the functions \( d(\cdot), d_1(\cdot), \) and \( d_2(\cdot) \) are smooth, but they could have discontinuities. For example, \( d(\cdot) \) in (2.2) could be of the form:

\[
(2.3) \quad \text{(i) } d(t) = bt + ct^2 \quad \text{for} \quad t > 0, \quad \text{(ii) } d(t) = \exp(bt), \quad \text{or}
\]

\[
\text{(iii) } d(i) = \begin{cases} bt & \text{for } 0 < t \leq G \\ ct & \text{for } t > G 
\end{cases}
\]

for some \( 0 < G < \infty \), where \( b \) and \( c \) are constant \( k \)-vectors and \( \exp(\cdot) \) denotes the element by element exponentiation operator.

Form (i) of (2.2) plus (i) of (2.3) are commonly used as the form for the logarithms of "trend stationary" macroeconomic rv's (often with \( c = 0 \)). In levels, the same rv's are of the form (ii) of (2.2) plus (ii) of (2.3). The logarithms of trend stationary macro rv's with a change in
trend are often given by (i) of (2.2) plus (iii) of (2.3). Of course, more esoteric forms of trend functions \(d(t, z)\) than those exemplified in (2.2) and (2.3) are also possible.

At this point, we could consider "standard asymptotics" in which the sample of interest \((W_1, \ldots, W_T)\) is embedded in the sequence of samples \(\{(W_1, \ldots, W_T) : T \geq 1\}\), where \(W_t = d(t, Z_t) \forall t \geq 1\). Standard asymptotics have several advantages and several disadvantages. As an advantage, they guarantee that any approximations they generate are accurate to any given degree for samples of sufficiently large size. In addition, they allow one to identify "dominating trends" (i.e., trends that are sufficiently large that they interfere with the operation of a central limit theorem (CLT)). In such cases, normal approximations for the distributions of estimators are not appropriate.

On the other hand, standard asymptotics suffer from problems of tractability in nonlinear models with deterministically trending variables. Asymptotic distributional results using standard asymptotics either rely on high level assumptions that can be difficult and/or tedious to verify (e.g., see Crowder (1976) and Wooldridge (1986, 1993)) or they apply only to special models under restrictive assumptions, e.g., see Wu (1981).

A second potential problem with standard asymptotics is that they depend on the trend function \(d(t, z)\) for all values of \(t\) sufficiently large. In contrast, the finite sample distribution of \((W_1, \ldots, W_T)\) depends only on \(d(t, z)\) for \(t \leq T^\ast\); its values for \(t > T^\ast\) are irrelevant. A problem occurs if the shape of the trend function for \(t\) large (relative to \(T^\ast\)) does not reflect its shape for the sample size of interest.

Third, standard asymptotics typically drive the magnitude of the deterministic trend to infinity as \(T \to \infty\). For samples that exhibit small trends, this form of asymptotics does not mimic the finite sample problem of interest very well and may lead to inappropriate results. For example, for rv's \(\{W_t : t \geq 1\}\) of form (ii) of (2.2) plus (ii) of (2.3), a CLT does not apply (even if the rv's \(\{Z_t : t \geq 1\}\) are iid and bounded), because the Lindeberg condition fails. Yet, it may be appropriate to use a normal approximation for a normalized sum of such rv's \(\{W_t : t \leq T^\ast\}\) when the trend coefficient \(b\) is small (since such rv's deviate little from a sample of iid rv's).

In this paper, we consider an alternative asymptotic framework to standard asymptotics. We
embed the sample of interest \((W_1, ..., W_{T^*})\) in a triangular array of rv's in such a way that (i) only the deterministic trend function \(d(t, z)\) for \(t \leq T^*\) affects the asymptotics, (ii) the shape of the deterministic trend in the sample of interest is mimicked in the limit, (iii) the magnitude of the deterministic trend is bounded in the limit, and (iv) asymptotic distributional results for estimators and test statistics can be obtained straightforwardly using the techniques developed for nonlinear models with non-trending observations.

As with standard asymptotics, the asymptotics considered here have both advantages and disadvantages. Properties (i), (ii), and (iv) listed in the previous paragraph are advantages. Property (iii) can be an advantage or a disadvantage depending on the circumstances. It is discussed further below. A disadvantage of the triangular array asymptotics is that they do not guarantee that the approximations they generate are accurate to any given degree when the sample size \(T^*\) of interest is sufficiently large.

The triangular array asymptotics considered here are set up as follows. Let

\[(2.4) \quad W_{T_t} = d\left(T_t^* t, Z_t\right) \quad \forall t \leq T, \quad T \geq 1,\]

where \(Z_t\) and \(d(\cdot, \cdot)\) are as above. The sequence of samples upon which the asymptotics are based is given by \(\{(W_{T_1}, ..., W_{T_T}) : T \geq 1\}\). Note that this framework embeds the sample of interest, since \(W_{T_t} = W_t \quad \forall t \leq T^*\). Properties (i)-(iii) stated two paragraphs above, can be verified by inspection. (Property (iii) holds provided \(\sup_{t \in (0, T^*)} |d(t, z)| < \infty\) for all \(z\) in the supports of \(Z_t\) for \(t \leq T^*\), as is usually the case.) Property (iv) holds because the boundedness of the deterministic functions \(d\left(T_t^* t, z\right)\) over \(t \leq T\) and \(T \geq 1\) allows laws of large numbers (LLNs) and CLTs to be applied to the rv's \(\{W_{T_t} : t \leq T, T \geq 1\}\) and to functions of them. In consequence, standard proofs of the consistency and asymptotic normality of extremum estimators and of the asymptotic chi-square null distributions of corresponding test statistics go through under almost the same conditions as when the underlying rv's exhibit no deterministic trends. One only has to replace uniform LLNs and a CLT for sequences of rv's by corresponding ones for triangular arrays.

The form of the limiting covariance matrices of extremum estimators differs when the rv's are deterministically trending as in (2.4) from when they are not, as shown in the next section.
Nevertheless, consistent estimators of the limiting covariance matrices can be defined in the same way in both cases. Thus, one can use the triangular array asymptotics of (2.4) to provide a justification for using standard asymptotic approximations (i.e., normality for extremum estimators and chi-square null distributions for the corresponding test statistics) in nonlinear models with deterministically trending rv's.

The asymptotic framework of (2.4) could be referred to as one of bounded trend asymptotics or small trend asymptotics. A disadvantage of the use of such asymptotics arises when the trend in the sample of interest is dominating. For example, suppose \( W_i = \text{diag}\{\exp(bt)\} Z_t, Z_t \) are iid, and the distribution of an estimator depends on the distribution of the sum \( \Sigma_1^T W_i \). If the trend coefficient \( b \) is large, the distribution of \( \Sigma_1^T W_i \) is determined by only the last few observations in the sample and the averaging effect of the CLT does not operate to yield approximate normality. In this case, the use of bounded trend asymptotics is inappropriate, because they generate approximations based on the CLT. On the other hand, if the trend coefficient \( b \) is small, then a large number of observations in the sum \( \Sigma_1^T W_i \) determines its distribution, the CLT approximation is reasonable, and the use of bounded trend asymptotics is appropriate.

The upshot of the above discussion is that one has to be careful when using the triangular array asymptotics of (2.4). One needs to look at the rv's to which a CLT is applied (typically these rv's are functions of the rv's \( \{W_i : t \leq T^t\} \)) and decide whether a normal approximation is appropriate. If the variances of the rv's in the sum are increasing as polynomials in time, then the CLT can be applied using standard asymptotics or bounded trend asymptotics. In such cases, there is no problem using bounded trend asymptotics. If the variances are increasing exponentially, however, then the CLT does not apply with standard asymptotics, although it does with bounded trend asymptotics. In such cases, one has to decide whether the magnitude of the trend is sufficiently small that bounded trend asymptotics are suitable. For example, if one believes that the logarithms of the economic variables of concern are of the form \( bt + Z_t \), then these variables can enter a linear model in logarithmic form without trouble, but if they enter in levels then they may cause problems if \( b \) is too large. Analogous examples for nonlinear models can be constructed.
3. Generalized Method of Moments Estimators

3.1. Introduction and Definitions

In this section, we apply the triangular array asymptotics of (2.4) to the class of GMM estimators and corresponding Wald, Lagrange multiplier (LM), and likelihood ratio-like (LR) test statistics. We consider the case where the stochastic components \( \{Z_t : t \geq 1\} \) of the underlying rv's \( \{W_{T_t} : t \leq T, T \geq 1\} \) are strongly second order stationary (SSOS) (i.e., the distribution of \( (Z_s, Z_t) \) depends only on \( |s-t| \) \( \forall s, t = 1, 2, ... \)). The triangular array framework can be applied more generally, but the SSOS assumption yields relatively simple conditions and a simple expression for the asymptotic covariance matrix and should be sufficiently general to illustrate the usefulness of the approach. Asymptotically weak temporal dependence of the stochastic components \( \{Z_t : t \geq 1\} \) is governed by near epoch dependence (NED) conditions.

Let \( \theta \in \Theta \subset R^p \) be the unknown parameter to be estimated. The population orthogonality conditions that are used by the GMM estimator to estimate the true parameter \( \theta_0 \) are

\[
\frac{1}{T} \sum_{t=1}^{T} Em(W_{T_t}, \theta_0) = 0
\]

for a specified function \( m(w, \theta) \) from \( \mathcal{H} \times \Theta \) to \( R^p \), where \( \mathcal{H} \) is a Borel subset of \( R^k \) that contains all realizations of \( W_{T_t} \) \( \forall t \leq T, T \geq 1 \). The underlying rv's \( \{Z_t : t \geq 1\} \) take values in a Borel subset \( \mathcal{E} \) of \( R^d \). They are defined on a probability space \( (\Omega, \mathcal{F}, P) \). By definition, a rv is Borel measurable.

**DEFINITION:** A sequence of GMM estimators \( \{\hat{\theta} : T \geq 1\} \) is any sequence of (Borel measurable) estimators in \( \Theta \) that satisfies

\[
(3.1) \quad \bar{m}_T(\hat{\theta})' \hat{\gamma} \bar{m}_T(\hat{\theta}) = \inf_{\theta \in \Theta} m_T(\theta)' \hat{\gamma} m_T(\theta) \quad \text{wp} - 1 \, ,
\]

where \( \bar{m}_T(\theta) = \frac{1}{T} \sum_{t=1}^{T} m(W_{T_t}, \theta) \) and \( \hat{\gamma} \) is a random (Borel measurable) symmetric \( \nu \times \nu \) matrix (which depends on \( T \) in general).

As is well-known, e.g., see Hansen (1982), the class of GMM estimators is quite broad. Among others, it includes least squares, nonlinear instrumental variables, maximum likelihood (ML), and pseudo-ML estimators.

Next, we define the NED condition. It has origins as far back (at least) as Ibragimov (1962).
The NED condition can be used to obtain LLNs, CLTs, and invariance principles for sequences and triangular arrays of temporally dependent r.v.'s. It is one of the most general concepts of weak temporal dependence for nonlinear models that is available. See Bierens (1981), Gallant (1987), Gallant and White (1988), and Pötscher and Prucha (1991a) for examples of its application to particular econometric models. Note that the definition below is a slight variant (generalization), suggested by Pötscher and Prucha (1991a), of definitions in the literature.

**Definition:** For \( q \geq 0 \), a sequence of r.v.'s \( \{Z_t : t = 1, 2, \ldots\} \) is said to be \( L^q\text{-NED on the strong mixing base} \( \{Y_t : t = ... , 0, 1, ...\} \) if \( \{Y_t : t = ... , 0, 1, ...\} \) is a strong mixing (i.e., \( \alpha \)-mixing) sequence of r.v.'s and \( \lim_{T \to \infty} \frac{1}{T} \sum_{i=1}^{T} |Z_t - E(Z_t|Y_{t-m}, ..., Y_{t+m})|_q = 0 \) as \( m \to \infty \) when \( q > 0 \) or \( \lim_{T \to \infty} \frac{1}{T} \sum_{i=1}^{T} P(|Z_t - E(Z_t|Y_{t-m}, ..., Y_{t+m})| > \epsilon) = 0 \) as \( m \to \infty \) \( \forall \epsilon > 0 \) when \( q = 0 \). For \( q > 0 \), \( u > 0 \), and \( b > 0 \), \( \{Z_t : t = 1, 2, ...\} \) is said to be \( L^q\text{-NED of size} -u \) on a strong mixing base \( \{Y_t : t = ... , 0, 1, ...\} \) of size \(-b \) if \( \{v_m : m \geq 1\} \) is of size \(-u \) (i.e., \( v_m = O(m^{-\lambda}) \) for some \( \lambda > u \)), where \( v_m = \sup_{t \geq 1} |Z_t - E(Z_t|Y_{t-m}, ..., Y_{t+m})|_q \) and \( \{a_m : m \geq 1\} \) is of size \(-b \), where \( \{a_m : m \geq 1\} \) are the strong mixing numbers of \( \{Y_t\} \), as defined, e.g., in Gallant and White (1988, p. 23).

NED triangular arrays of r.v.'s are defined analogously.

### 3.2. Consistency

We now provide a set of conditions under which the GMM estimator is consistent within the context of the triangular array asymptotics of (2.4).

**Assumption 1:** (a) \( \{Z_t : t = 1, 2, ...\} \) is a sequence of identically distributed \( \mathcal{Z}\) valued r.v.'s that is \( L^0\text{-NED on a strong mixing base} \( \{Y_t : t = ... , 0, 1, ...\} \).

(b) \( d(\cdot, \cdot) \) is a function from \((0, \infty) \times \mathcal{Z}\) to \( R^k \), \( d(t, z) \) is right continuous in \( t \) almost everywhere (Lebesgue) on \((0, T^*) \) \( \forall z \in \mathcal{Z} \), \( d(t, z) \) is continuous in \( z \) uniformly over \( t \in (0, T^*) \) \( \forall z \in \mathcal{Z}, \) and \( \sup_{t \in (0, T^*)} |d(t, z)| < \infty \) \( \forall z \in \mathcal{Z} \).

(c) \( W_{Tt} = d\left(\frac{T^*}{T} t, Z_t\right) \) \( \forall t \leq T, T \geq 1 \).

(d) \( \hat{\gamma} \xrightarrow{P} \gamma \) for some nonsingular symmetric \( v \times v \) matrix \( \gamma \).

(e) \( \Theta \) is a bounded subset of \( R^p \).
(f) \( m(\omega, \theta) \) is a function from \( \mathcal{W} \times \Theta \) to \( \mathbb{R}^n \) that is continuous in \( \omega \) uniformly over \( \theta \in \Theta \) \( \forall \omega \in \mathcal{W} \) and continuous in \( \theta \) uniformly over \( \Theta \) \( \forall \omega \in \mathcal{W} \).

(g) \( \sup_{\theta \in \Theta} \sup_{s \in [0,T]} |m(d(s, Z_t), \theta)|^{1+\epsilon} < \infty \) for some \( \epsilon > 0 \).

(h) \( m(\theta_0) = 0 \) and for all neighborhoods \( \Theta_0 \) of \( \theta_0 \), \( \inf_{\theta \in \Theta_0} m(\theta)' \gamma m(\theta) > 0 \), where \( m(\theta) = \lim_{T \to -\infty} \frac{1}{T} \sum_{t=1}^{T} \text{Em}(W_{Tt}, \theta) \).

Assumption 1 is quite similar to consistency assumptions in the literature for nonlinear models with non-trending variables. In fact, if the trending function \( d(\cdot, z) \) in part (b) is set equal to \( z \), so that no trends appear, then Assumption 1 reduces to a typical set of such assumptions. When \( d(\cdot, z) \) does not equal \( z \), the only added features are in the definition of the underlying rv's (in parts (b) and (c)) and in a slight strengthening of a moment condition (i.e., the addition of \( \sup_z \) in part (g)).

Note that the function \( d(\cdot, z) \) can be discontinuous at a countable number of points for any fixed \( z \). This implies that the deterministic trends can exhibit (multiple) breaks.

The identification condition given in part (h) depends on the "asymptotic criterion function" \( m(\theta)' \gamma m(\theta) \). Given our assumptions, we can find an explicit expression for the main component of this function, viz., \( m(\theta) \).

**Lemma 1:** Under Assumptions 1(a)-(c) and 1(e)-(g),

\[
m(\theta) = \lim_{T \to -\infty} \frac{1}{T} \sum_{t=1}^{T} \text{Em}(W_{Tt}, \theta) = \frac{1}{T} \int_{0}^{T} \text{Em}(d(s, Z_t), \theta) ds
\]

(and the convergence as \( T \to -\infty \) holds uniformly over \( \theta \in \Theta \)).

Comment: The Lemma shows that \( m(\theta) \) is just the average over values of the trend component of the function that arises in the case with no deterministic trends.

Consistency is established in the following theorem.

**Theorem 1:** Under Assumption 1, every sequence of GMM estimators \( \{\hat{\theta} : T \geq 1\} \) satisfies \( \hat{\theta} \overset{P}{\to} \theta_0 \).
3.3. Asymptotic Normality

This section contains the main result. We show that the GMM estimator is asymptotically normal in nonlinear models with deterministically trending random variables under the triangular array asymptotics of (2.4). First, we define the asymptotic covariance matrix $V$ of the GMM estimator. Define

$$V = (M'\gamma M)^{-1}M'\gamma S\gamma M(M'\gamma M)^{-1},$$

where

$$M = \frac{1}{T} \int_0^T E \frac{\partial}{\partial \theta} m(d(s, Z_t), \theta_0) ds \quad \text{and}$$

$$S = \frac{1}{T} \int_0^T E m(d(s, Z_t), \theta_0) m(d(s, Z_t), \theta_0)' ds$$

(3.2)

$$+ \sum_{j=1}^{\infty} \frac{1}{T} \int_0^T E m(d(s, Z_t), \theta_0) m(d(s, Z_{t-j}), \theta_0)' ds$$

$$+ \sum_{j=1}^{\infty} \frac{1}{T} \int_0^T E m(d(s, Z_{t-j}), \theta_0) m(d(s, Z_t), \theta_0)' ds.$$

Note that when the trend function $d(t, z)$ equals $z$, so that no trends exist, the asymptotic covariance matrix $V$ simplifies to its well-known form for models with non-trending rv's as given, e.g., in Hansen (1982). As with the function $m(\theta)$, when $d(t, z)$ does not equal $z$, various components of $V$ are given by averages with respect to the trend component of the matrices that arise in the case with no time trend.

Sufficient conditions for asymptotic normality of $\hat{\theta}$ are given in the following assumption.

ASSUMPTION 2: (a) Assumptions 1(a)-(d) and 1(f) hold.

(b) $\{Z_t: t = 1, 2, \ldots\}$ is a strongly second-order stationary sequence of rv's.

(c) For some $r > 2$, $\{m(W_{Tt}, \theta_0): t \leq T, T \geq 1\}$ is a triangular array of $R^r$-valued rv's that is $L^2$-NED of size $-1$ on a strong mixing base $\{Y_t: t = \ldots, 0, 1, \ldots\}$ of size $-2r/(r-2)$ and $\text{Es}_{s \in (0, T]} \|m(d(s, Z_t), \theta_0)\|^r < \infty$.

(d) $Em(W_{Tt}, \theta_0) = 0 \quad \forall t \leq T, T \geq 1$.

(e) $\hat{\theta} \xrightarrow{P} \theta_0 \in \Theta \subset R^p$ and $\theta_0$ is in the interior of $\Theta$.

(f) $m(w, \theta)$ is partially differentiable in $\theta$ $\forall \theta \in \Theta_0$ $\forall w \in W$, where $\Theta_0$ is some neighborhood of $\theta_0$. 


\( \frac{\partial}{\partial \theta} m(w, \theta) \) is continuous in \((w, \theta)\) on \(\mathcal{W} \times \Theta_0\), and \(E \sup_{\theta \in \Theta_0} \sup_{s \in (0, T]} \left\| \frac{\partial}{\partial \theta} m(d(s, Z_t), \theta) \right\|^{1+\varepsilon} < \infty\) for some \(\varepsilon > 0\).

(g) \(M^\prime \gamma M\) and \(S\) are nonsingular.

As with Assumption 1, Assumption 2 differs very little from typical NED-based conditions for the asymptotic normality of GMM estimators with non-trending rv's, e.g., see Andrews (1993). The only differences are those referred to above in Assumptions 1(b) and 1(c), plus a slight strengthening of moment conditions (by the addition of \(\sup_s\)) in Assumptions 2(c) and 2(f). We note that if \(\{m(W_{T_t}, \theta_0) : t \leq T, T \geq 1\}\) is a martingale difference triangular array, then Assumption 2(c) can be replaced by sufficient conditions for a martingale difference CLT to hold for \(\frac{1}{\sqrt{T}} \sum_{t=1}^{T} m(W_{T_t}, \theta_0)\), e.g., see Pötscher and Prucha (1991b, Theorem 4.1). We also note that (more primitive) sufficient conditions for Assumption 2(c), which rely on NED conditions placed on the underlying rv's \(\{Z_t : t \geq 1\}\), can be obtained with some loss of generality by applying Theorem 4.2 of Gallant and White (1988) or Theorem 6.7 of Pötscher and Prucha (1991a).

The source of the matrices \(M\) and \(S\) that arise in the definition of the asymptotic covariance matrix \(V\) of \(\hat{\theta}\) is made clear in the following result.

**Lemma 2:** (a) Under Assumptions 2(a) and 2(f),

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} E \frac{\partial}{\partial \theta} m(W_{T_t}, \theta_0) = M.
\]

(b) Under Assumptions 2(a)-(d),

\[
\lim_{T \to \infty} \text{Var} \left( \frac{1}{\sqrt{T}} \sum_{t=1}^{T} m(W_{T_t}, \theta_0) \right) = S.
\]

Asymptotic normality of \(\hat{\theta}\) is established in the following result.

**Theorem 2:** Under Assumption 2, every sequence of GMM estimators \(\{\hat{\theta} : T \geq 1\}\) satisfies

\[
\sqrt{T}(\hat{\theta} - \theta_0) \xrightarrow{d} N(0, V).
\]
COMMENT: Theorem 2 relies on \( \{m(W_{T^*}, \theta_0) : t \leq T, T \geq 1\} \) satisfying a CLT. Under the bounded trend asymptotics of (2.4) and Assumption 2, such a CLT is guaranteed to hold. On the other hand, as discussed at the end of Section 2, the use of bounded trend asymptotics can be inappropriate if the deterministic trends are sufficiently dominating. In particular, what matters is whether \( \sum_1^{T^*} m(W_t, \theta_0) \) can be approximated reasonably well by a normal distribution. If this sum, suitable normalized, is asymptotically normal using both bounded-trend asymptotics and standard asymptotics (i.e., if \( \{m(W_{T^*}, \theta_0) : t \leq T, T \geq 1\} \) and \( \{m(W_t, \theta_0) : t \geq 1\} \) both satisfy CLTs using suitable normalizations), then the normal approximation is certainly valid, at least for \( T^* \) large.

If \( \{m(W_t, \theta_0) : t \geq 1\} \) does not satisfy a CLT (using standard asymptotics), however, then the normal approximation needs to be scrutinized more closely. For example, consider a linear regression model \( Y_t = X_t' \theta_0 + U_t \) and the least squares estimator \( \hat{\theta} \). Suppose \( Z_t = (U_t, X_t)' \) are iid, \( E[Z_t] = b > 0, E[U_t X_t] = 0, W_t = d(t, Z_t) = (Y_t, e^{bt}X_t) \), and \( m(W_t, \theta_0) = U_t e^{bt}X_t \). In this case, \( \{m(W_t, \theta_0) : t \geq 1\} \) does not satisfy a CLT (because the Lindeberg condition fails), even though \( \{m(W_{T^*}, \theta_0) : t \leq T, T \geq 1\} \) does. A normal approximation for \( \sum_1^{T^*} U_t e^{bt}X_t \) is appropriate in this case only if the trend coefficient \( b \) is sufficiently small that the distribution of the sum is not dominated by a relatively small number of observations. Note that if the exponentially trending regressors \( e^{bt}X_t \) are replaced by polynomially trending regressors \( \sum_{j=1}^{J_1} b_j t^j + \sum_{j=1}^{J_2} c_j t^jX_t \), in this example, then there is no problem, because the CLT holds with the latter regressors under both bounded trend asymptotics and standard asymptotics.

3.4. Covariance Matrix Estimation

The covariance matrix \( V \) of \( \hat{\theta} \) can be estimated by

\[
\hat{V} = (\hat{M}^* \hat{M}^*)^{-1} \hat{M}^* \hat{S} \hat{M} (\hat{M}^* \hat{M}^*)^{-1}, \quad \text{where}
\]

\[
\hat{M} = \frac{1}{T} \sum_1^T \frac{\partial}{\partial \theta} m(W_{T^*}, \theta_0),
\]

\( \hat{\gamma} \) is as in Assumption 1(d), and \( \hat{S} \) is some consistent estimator of \( S \). A suitable choice of \( \hat{S} \) depends on the dependence properties of \( \{m(W_{T^*}, \theta_0) : t \leq T, T \geq 1\} \). If the latter is uncor-
related across time, then

\[ \hat{S} = \frac{1}{T} \sum_{t=1}^{T} (m(W_{T_t}, \hat{\theta}) - \tilde{m}_T(\hat{\theta}))(m(W_{T_t}, \hat{\theta}) - \tilde{m}_T(\hat{\theta}))' \]

is a suitable choice, where \( \tilde{m}_T(\theta) = \frac{1}{T} \sum_{t=1}^{T} m(W_{T_t}, \theta) \). If \( \{m(W_{T_t}, \theta_0)\} \) is correlated over time, then an estimator designed for \( m \)-dependent data or a heteroskedasticity and autocorrelation consistent (HAC) estimator may be suitable. See Gallant and White (1988) for consistency results for HAC estimators under NED conditions. See Andrews (1991) and Andrews and Monahan (1992) for results concerning the choice of HAC estimator.

An important point to note is that a suitable choice of \( \hat{S} \), just as with \( \hat{M} \), is the same in models with deterministically trending variables as in models with non-trending variables.

Under Assumption 2, \( \hat{M} \xrightarrow{P} M \) and \( \hat{\gamma} \xrightarrow{P} \gamma \). (See the proof of Theorem 2 for a proof that \( \hat{M} \xrightarrow{P} M \).) If, in addition, \( \{m(W_{T_t}, \theta_0)\} \) are uncorrelated, then \( \hat{S} \) defined in (3.4) satisfies \( \hat{S} \xrightarrow{P} S \). Otherwise, for brevity, we simply assume that \( \hat{S} \) has been chosen to be consistent.

**Assumption 3:** \( \hat{S} \xrightarrow{P} S \).

In consequence, under Assumptions 2 and 3, \( \hat{V} \) is a consistent estimator of \( V \).

Note that an optimal choice of asymptotic weight matrix \( \gamma \) is \( S^{-1} \). Correspondingly, if \( \hat{\gamma} = \hat{S}^{-1} \), then \( \hat{V} \) simplifies to \( (\hat{M}'\hat{S}^{-1}\hat{M})^{-1} \).

### 3.5. Hypothesis Tests

Here we consider tests of nonlinear restrictions of the form \( H_0 : h(\theta_0) = 0 \). The upshot of the present section is that standard test statistics have asymptotic chi-square null distributions in nonlinear models with deterministically trending data using the asymptotic framework of (2.4).

The \( R^r \)-valued function \( h(\cdot) \) defining the restrictions is assumed to satisfy:

**Assumption 4:** \( h(\theta) \) is continuously differentiable in a neighborhood of \( \theta_0 \) and \( H = \frac{\partial}{\partial \theta} h(\theta_0) \) has full rank \( r \leq p \).

The Wald statistic for testing \( H_0 \) is defined to be

\[ W_T = Th(\hat{\theta})' (\hat{H}\hat{V}\hat{H})^{-1} h(\hat{\theta}) \], where \( \hat{H} = \frac{\partial}{\partial \theta} h(\hat{\theta}) \).
Next, we define the LM and LR statistics. For brevity, we do so only for the case where the weight matrix $\gamma$ is chosen optimally: $\hat{\gamma} = \hat{S}^{-1}$ and $\gamma = S^{-1}$. These test statistics depend on a restricted GMM estimator $\bar{\theta}$. By definition, a sequence of restricted GMM estimators $\{\bar{\theta} : T \geq 1\}$ minimizes $\bar{m}_T(\bar{\theta})^T \gamma \bar{m}_T(\bar{\theta})$ over $\\{\theta \in \Theta : h(\theta) = 0\} \text{ wp } 1$. Under Assumption 1, $\bar{\theta} \overset{P}{\rightarrow} \theta_0$ when the null hypotheses is true, by the proof of Theorem 1. In consequence, the second part of the following assumption is easily verifiable.

**ASSUMPTION 5:** (a) $\hat{\gamma} = \hat{S}^{-1}$ and $\gamma = S^{-1}$, (b) $\bar{\theta} \overset{P}{\rightarrow} \theta_0$.

Let $\bar{V}$, $\bar{M}$, and $\bar{S}$ be defined as in (3.3), but with $\hat{\theta}$ replaced by $\bar{\theta}$. The LM statistic is defined by

\[(3.6) \quad LM_T = T\bar{m}_T(\bar{\theta})^T \gamma \bar{M}(\bar{M}^T \bar{S}^{-1} \bar{M})^{-1} \bar{M}^T \gamma \bar{m}_T(\bar{\theta}) .\]

The LR statistic is defined by

\[(3.7) \quad LR_T = T\bar{m}_T(\bar{\theta})^T \gamma \bar{m}_T(\bar{\theta}) - T\bar{m}_T(\hat{\theta})^T \gamma \bar{m}_T(\hat{\theta}) .\]

The asymptotic null distribution of the Wald, LM, and LR statistics is shown in the following theorem to be chi-squared with $r$ degrees of freedom ($\chi^2_r$).

**THEOREM 3:** Suppose $\theta_0$ satisfies the null hypothesis $H_0 : h(\theta_0) = 0$. Then, (a) $W_T \overset{d}{\rightarrow} \chi^2_r$ under Assumptions 2-4, (b) $LM_T \overset{d}{\rightarrow} \chi^2_r$ under Assumptions 2-5 (with $\bar{S}$ in place of $\hat{S}$ in Assumption 3), and (c) $LR_T \overset{d}{\rightarrow} \chi^2_r$ under Assumptions 2, 4, and 5.

Given Theorem 2 and its proof, the proof of Theorem 3 is quite similar to proofs in the literature for nonlinear models with non-trending variables. In consequence, we omit its proof for brevity.

**COMMENT:** Theorem 3 shows that, in the case of deterministically trending rv's, one can define the Wald, LM, and LR statistics just as one would in the case of non-trending rv's and their asymptotic null distributions still are $\chi^2_r$ using the asymptotics of (2.4).
Appendix of Proofs

PROOF OF LEMMA 1: Let \( \xi_T(u, z) = d \left( \frac{T^*}{T}([Tu] + 1), z \right) \) for \( u \in [0, 1) \), \( \xi_T(1, z) = d(T^*, z) \), and \( \xi(u, z) = d(T^*u, z) \) for \( u \in [0, 1] \) and \( z \in \mathcal{Z} \). By Assumption 1(b), \( \xi_T(u, z) - \xi(u, z) \) as \( T \to \infty \) for (Lebesgue) almost all \( u \in [0, 1) \) \( \forall z \in \mathcal{Z} \). We have

\[
\lim_{T \to \infty} \sup_{\theta \in \Theta} \left\| \frac{1}{T} \sum_{t=1}^{T} m \left( d \left( \frac{T^*}{T} t, z \right), \theta \right) - \frac{1}{T} \int_0^T m(d(s, z), \theta) ds \right\| dP(z)
\leq \lim_{T \to \infty} \int_{\mathcal{Z}} \sup_{\theta \in \Theta} \left\| \frac{1}{T} \sum_{t=1}^{T} m \left( d \left( \frac{T^*}{T} t, z \right), \theta \right) - \int_0^1 m(\xi(u, z), \theta) du \right\| dP(z)
= \int_{\mathcal{Z}} \lim_{T \to \infty} \sup_{\theta \in \Theta} \left\| \frac{1}{T} \sum_{t=1}^{T} m \left( d \left( \frac{T^*}{T} t, z \right), \theta \right) - \int_0^1 m(\xi(u, z), \theta) du \right\| dP(z)
= \int_{\mathcal{Z}} \lim_{T \to \infty} \sup_{\theta \in \Theta} \left\| \int_0^1 [m(\xi_T(u, z), \theta) - m(\xi(u, z), \theta)] du \right\| dP(z)
\leq \int_{\mathcal{Z}} \int_0^1 \lim_{T \to \infty} \sup_{\theta \in \Theta} \left\| m(\xi_T(u, z), \theta) - m(\xi(u, z), \theta) \right\| du dP(z)
= 0 .
\]

The first equality holds using Assumption 1(g) by the dominated convergence theorem (DCT) with dominating function \( 2 \sup_{\theta \in \Theta} \sup_{s \in [0, T^*]} |m(d(s, z), \theta)| \). The second equality holds by the definition of \( \xi_T(u, z) \). The second inequality utilizes the DCT with dominating functions for each fixed \( z \) given by the constant function on \([0, 1]\) with value \( 2 \sup_{\theta \in \Theta} \sup_{s \in [0, T^*]} |m(d(s, z), \theta)| \). The last equality holds by Assumption 1(f) because \( \xi_T(u, z) - \xi(u, z) \) as \( T \to \infty \) for (Lebesgue) almost all \( u \in [0, 1) \) \( \forall z \in \mathcal{Z} \). \( \square \)

The proof of Theorem 1 uses the following two lemmas.

**Lemma A1:** Suppose \( \hat{\theta} \) minimizes a random real function \( Q_T(\theta) \) over \( \theta \in \Theta \subset \mathbb{R}^p \) wp - 1. If (a) \( \sup_{\theta \in \Theta} |Q_T(\theta) - Q(\theta)| \overset{L}{\to} 0 \) for some real function \( Q \) on \( \Theta \) and (b) for every neighborhood \( \Theta_0 \) \((\subset \Theta)\) of \( \theta_0 \), \( \inf_{\theta \in \Theta_0} Q(\theta) > Q(\theta_0) \), then \( \hat{\theta} \overset{L}{\to} \theta_0 \).
Lemma A2: Suppose (a) Assumptions 1(a), 1(b), and 1(c) hold, (b) $\Theta_1$ is a bounded subset of $\mathbb{R}^k$, (c) $f(w, \theta)$ is an $\mathbb{R}^n$-valued function on $\mathcal{W} \times \Theta_1$ that is continuous in $w$ for all $\theta \in \Theta_1$ and continuous in $\theta$ uniformly over $\theta \in \Theta_1$ for all $w \in \mathcal{W}$, and (d) $E \sup_{\theta \in \Theta_1} \sup_{s \in (0, T^*)} |V(d(s, Z_t, \theta))|^{1+\epsilon} < \infty$ for some $\epsilon > 0$. Then, $\sup_{\theta \in \Theta_1} \left| \frac{1}{T} \sum_{t=1}^{T} f(W_{T_t}, \theta) - Ef(W_{T_T}, \theta) \right| \xrightarrow{\mathbb{P}} 0$.

Proof of Theorem 1: We apply Lemma A1 with $Q_T(\theta) = \left( \frac{1}{T} \sum_{t=1}^{T} m(W_{T_t}, \theta) \right)$ and $Q(\theta) = m(\theta)' \gamma m(\theta)$. Condition (b) of Lemma A1 holds by Assumption 1(h). Using Assumption 1(d), condition (a) of Lemma A-1 holds if $\sup_{\theta \in \Theta_1} \left| \frac{1}{T} \sum_{t=1}^{T} m(W_{T_t}, \theta) - m(\theta) \right| \xrightarrow{\mathbb{P}} 0$. The latter holds if

$$\sup_{\theta \in \Theta_1} \left| \frac{1}{T} \sum_{t=1}^{T} \left( m(W_{T_t}, \theta) - Em(W_{T_T}, \theta) \right) \right| \xrightarrow{\mathbb{P}} 0 \quad \text{and}$$

$$\sup_{\theta \in \Theta_1} \left| \frac{1}{T} \sum_{t=1}^{T} Em(W_{T_T}, \theta) - m(\theta) \right| \rightarrow 0.$$ 

Equation (A.2) holds by Lemma A2 under Assumptions 1(a)-(c), and 1(e)-(g). Equation (A.3) holds by Lemma 1. $\square$

Proof of Lemma A-1: This lemma is well-known. For example, a proof of it is given in Andrews (1993, Lemma A-1). $\square$

Proof of Lemma A2: By Theorem 4 and Lemma 4(a) of Andrews (1992) with $(Z_t, q_t(Z_t, \theta))$ set equal to $(W_{T_t}, f(W_{T_t}, \theta))$, it suffices to verify the conditions BD, P-WLLN, DM, and TSE-1B of Andrews (1992). BD holds by Assumption (b). DM holds by Assumption (d). TSE-1B holds by Assumptions (a) and (c), because $\frac{1}{T} \sum_{t=1}^{T} P(W_{T_t} \in A) = \frac{1}{T} \int_A \mu(ds, Z_t) \in A)ds$ by an argument analogous to that given in the proof of Lemma 1. It remains to show P-WLLN.

Assumption (a) allows one to apply Theorem 6.5 of Pötscher and Prucha (1991a) to obtain that $\left\{ T_t, Z_t \right\} : t \leq T, T \geq 1$ is $L^0$-approximable by the strong mixing base $\left\{ Y_t : t = \ldots, 0, 1, \ldots \right\}$. This result and Assumptions (a), (b), and (d) allow one to apply Theorem 6.5 of Pötscher and Prucha (1991a) to obtain that $\{ f(W_{T_t}, \theta) : t \leq T, T \geq 1 \}$ is $L^0$-approximable by the base $\left\{ Y_t \right\}$ for all $\theta \in \Theta_1$. (The assumptions that $\{ Z_t : t \geq 1 \}$ are identically distributed and $\sup_{s \in (0, T]} |d(s, z)|$
< \infty \text{ guarantee that } \left\{ \left( \frac{T^*_t}{T}, Z_t \right) : t \leq T, T \geq 1 \right\} \text{ is tight, as is required for Theorem 6.5.) By}

Assumption (d) and Theorem 6.1 of Pötscher and Prucha (1991a), the approximators can be taken to be the conditional means \( \{ Ef(W_{T_0}, 0) | Y_{t-m}, \ldots, Y_{t+m} \} : t \leq T, T \geq 1, m \geq 1 \}. \) In consequence, \( \{ f(W_{T_0}, 0) : t \leq T, T \geq 1 \} \text{ is } L^0 \text{-NED on the strong mixing base } \{ Y_t \} \text{ for all } \theta \in \Theta_1. \)

The WLLN given in Lemma A-2 of Andrews (1993) with \( X_{T_1} \) equal to an element of the \( c \)-vector \( f(W_{T_0}, 0) - Ef(W_{T_0}, 0) \) now yields P-WLLN. \( \Box \)

**Proof of Lemma 2:** Part (a) holds under Assumptions 2(a) and 2(f) by an argument analogous to that used to prove Lemma 1.

To establish part (b), we make the following definitions: Let \( S_J \) equal \( S \) with the sums \( \sum_{J+1}^\infty \) replaced by the truncated sums \( \sum_{J+1}^T \). Let \( R_J = S - S_J \). Let \( S_{TT} = \text{Var}(\sqrt{T} \, \widetilde{m}_T(\theta_0)) \)

\[
= \frac{1}{T} \sum_{J+1}^T \sum_{J+1}^T Em(W_{T_0}) m(W_{T_0})', \quad \text{where } m(W_{T_0}) = m(W_{T_0}, \theta_0). \]

Let \( S_{TT} \) equal \( S_{TT} \) with the sums over \( s \) and \( t \) restricted to include only \( (s, t) \) pairs for which \( |s-t| \leq J \). Let \( R_{TT} = S_{TT} - S_{J}. \)

Below, we show that

(A.4) \( \lim_{J \to \infty} \sup_{T \geq 1} |R_{TT}| = 0 \),

(A.5) \( \lim_{J \to \infty} S_J = S \), and

(A.6) \( \lim_{T \to \infty} |S_{TT} - S_J| = 0 \).

Then, given any \( \varepsilon > 0 \), we can choose \( J^* \) sufficiently large that \( \sup_{T \geq 1} |R_{TT}^*| < \varepsilon/3 \) and \( |S_J^* - S_J| < \varepsilon/3 \). Next, we can choose \( T_\varepsilon \) sufficiently large such that \( \forall T \geq T_\varepsilon, |S_{TT}^* - S_J^*| < \varepsilon/3 \). This yields the result of Lemma 2(b): \( \forall T \geq T_\varepsilon \),

\[
|S_{TT} - S_J| = |S_{TT}^* + R_{TT}^* - S_J^* + S_J^* - S_J| \leq |S_{TT}^* - S_J^*| + \sup_{T \geq 1} |R_{TT}^*| + |S_J^* - S_J| < \varepsilon .
\]

It remains to show (A.4)-(A.6). To show (A.4), we write
\[
\sup_{T \geq 1} |R_{TJ}| \leq \sup_{T \geq 1} \frac{1}{T} \sum_{s=1}^{T} \sum_{i=1}^{T} \left| E m(W_{Ts})m(W_{Ti})' \right|
\]
\[
\leq C \sup_{T \geq 1} \frac{1}{T} \sum_{s=1}^{T} \sum_{i=1}^{T} \left( \alpha_{i}^{1/2 - 1/r} + \nu_{i} K_{i,s}^{j} \right)
\]
\[
= 2C \sup_{T \geq 1} \sum_{j=1}^{T} \left( 1 - \frac{j}{T} \right) \left( \alpha_{j}^{1/2 - 1/r} + \nu_{j} K_{s}^{j} \right)
\]
\[
= 0 \mbox{ as } J \to \infty,
\]

where the second inequality holds for some constant \( C < \infty \) by a covariance inequality for \( L^r \)-bounded \( L^2 \)-NED rv's, see p. 110 of Gallant and White (1988), and the convergence to zero holds because \( \sum_{j=1}^{\infty} \left( \alpha_{j}^{1/2 - 1/r} + \nu_{j} K_{s}^{j} \right) < \infty \) by Assumption 2(c).

To show (A.5), we write

\[
|S - S_{J}| \leq 2 \sum_{j=1}^{\infty} \frac{1}{T} \int_{0}^{T} \left| E m(d(s, Z_{i})m(d(s, Z_{i-j}))' \right| ds
\]
\[
(A.9)
\]
\[
\leq 2C \sum_{j=1}^{\infty} \left( \alpha_{j}^{1/2 - 1/r} + \nu_{j} K_{s}^{j} \right)
\]
\[
= 0 \mbox{ as } J \to \infty,
\]

where the second inequality follows by the same covariance inequality as used above.

To show (A.6), we write

\[
S_{TJ} - S_{J} = \sum_{j=0}^{J} G_{Tj} + \sum_{j=1}^{J} G'_{Tj}, \mbox{ where}
\]
\[
(A.10)
\]
\[
G_{Tj} = \frac{1}{T} \sum_{i=j+1}^{T} E m(W_{Ti})m(W_{Ti-j})' + \frac{1}{T} \int_{0}^{T} E m(d(s, Z_{i})m(d(s, Z_{i-j}))' ds.
\]

Thus, for (A.10), it suffices to show that \( \lim_{T \to \infty} |G_{Tj}| = 0 \mbox{ \forall } j = 0, 1, \ldots, J \). For notational simplicity, let \( m(t_1, t_2) \) abbreviate \( m \left( d \left( \frac{T}{T}, t_1, Z_{t_2} \right), \theta_0 \right) \). We have
\[ A_{T_j} = \left| \frac{1}{T} \sum_{t, j+1}^{T} E m(t, t) m(t, j) - \frac{1}{T} \sum_{t, j+1}^{T} E m(t, t) m(t, j) \right| \\
= \left| \frac{1}{T} \sum_{t=1}^{T-j} E m(t+j, 1+j) [m(t, 1) - m(t+j, 1)] \right| \\
\leq \sup_{t \leq T, j \geq 1} \left( E |m(t, 1+j)|^2 \right)^{1/2} \left( \frac{1}{T} \sum_{t=1}^{T-j} E |m(t, 1) - m(t+j, 1)|^2 \right)^{1/2} \\
= C_0 \int_{0}^{j \leq T} \left( E \left| m(\xi_T(u, Z_1)) - m\left( \xi_T(u + \frac{i}{T}, Z_1) \right) \right| \right)^{1/2} du, \\
\]

where \( \xi_T(u, z) \) is defined in the proof of Lemma 1 and the last inequality holds because \( \xi_T(u + \frac{i}{T}, z) = d\left( \frac{T}{i}(Tu) + 1 + j, z \right) \). We now have

\[
0 \leq \lim_{T \to \infty} A_{T_j} \leq C_0 \lim_{T \to \infty} \int_{0}^{j \leq T} \left( E \left| m(\xi_T(u, Z_1)) - m\left( \xi_T(u + \frac{i}{T}, Z_1) \right) \right| \right)^{1/2} du \\
= C_0 \int_{0}^{j \leq T} \left( E \lim_{T \to \infty} \left| m(\xi_T(u, Z_1)) - m\left( \xi_T(u + \frac{i}{T}, Z_1) \right) \right| \right)^{1/2} du \\
= 0, \\
\]

where \( \xi_T(u, z) = 0 \) by definition for \( u > 1 \), the first equality holds by the DCT applied twice, and the second equality holds because \( \xi_T(u, z) - \xi(u, z) \) and \( \xi_T(u + \frac{i}{T}, z) - \xi(u, z) \) as \( T \to \infty \) for Lebesgue almost all \( u \) \( \forall \in \mathcal{Z} \). Using (A.12), we obtain

\[
\lim_{T \to \infty} G_{T_j} = \lim_{T \to \infty} \left| \frac{1}{T} \sum_{j+1}^{j} E m(t, 1+j) m(t, 1) - \frac{1}{T} \int_{0}^{T} E m(s, Z_1) m(s, Z_1) ds \right| \\
= \lim_{T \to \infty} \left| \frac{1}{T} \int_{0}^{T} E m(\xi_T(u, Z_1)) m(\xi_T(u, Z_1)) du - \int_{0}^{T} E m(\xi(u, Z_1)) m(\xi(u, Z_1)) du \right| \\
\leq \int_{0}^{T} E \lim_{T \to \infty} \left| m(\xi_T(u, Z_1)) m(\xi_T(u, Z_1)) - m(\xi(u, Z_1)) m(\xi(u, Z_1)) \right| du \\
= 0, \\
\]
where the inequality uses the DCT and the last equality uses the facts that $\xi_T(u, z) - \xi(u, z)$ for Lebesgue almost all $u \forall z \in \mathcal{Z}$ and $m(w, \theta_0)$ is continuous in $w$. This establishes (A.6). □

**Proof of Theorem 2:** Since $\hat{\theta}$ minimizes $\tilde{m}_T(\theta) \gamma \tilde{m}_T(\theta)$ over $\Theta$ and is in the interior of $\Theta$ wp - 1 by (Assumption) 2(d), we have

\begin{equation}
(A.14) \quad \left[ \frac{\partial}{\partial \theta} \tilde{m}_T(\hat{\theta}) \right] \gamma \sqrt{T} \tilde{m}_T(\hat{\theta}) = o_p(1) .
\end{equation}

Let $\tilde{m}_{Tj}(\theta)$ denote the $j$-th element of $\tilde{m}_T(\theta)$. A mean value expansion gives

\begin{equation}
(A.15) \quad \sqrt{T} \tilde{m}_{Tj}(\hat{\theta}) = \sqrt{T} \tilde{m}_{Tj}(\theta_0) + \frac{\partial}{\partial \theta} \tilde{m}_{Tj}(\theta^*) \sqrt{T} (\hat{\theta} - \theta_0) ,
\end{equation}

where $\theta^* (= \theta^*_j)$ is a rv on the line segment joining $\hat{\theta}$ and $\theta_0$, $\forall j = 1, \ldots, v$, and hence $\theta^* \overset{d}{\rightarrow} \theta_0$.

Below we show that (i) $\frac{\partial}{\partial \theta} \tilde{m}_T(\theta^*) \overset{d}{\rightarrow} M$ and (ii) $\sqrt{T} \tilde{m}_T(\theta_0) \overset{d}{\rightarrow} N(0, \Sigma)$. Results (i) and (ii), equations (A.14) and A.15, and Assumptions 1(d) and 2(g) combine to give the desired result: $\sqrt{T} (\hat{\theta} - \theta_0) = -(M' \Sigma M)^{-1} M' \gamma \sqrt{T} \tilde{m}_T(\theta_0) + o_p(1) \overset{d}{\rightarrow} N(0, \Sigma)$.

To establish result (i), we write

\begin{equation}
(A.16) \quad \left\| \frac{\partial}{\partial \theta} \tilde{m}_T(\theta^*) - M \right\| \leq \left\| \frac{\partial}{\partial \theta} \tilde{m}_T(\theta^*) - E \frac{\partial}{\partial \theta} \tilde{m}_T(\theta) \big|_{\theta = \theta^*} \right\| + \left\| E \frac{\partial}{\partial \theta} \tilde{m}_T(\theta) \big|_{\theta = \theta^*} - E \frac{\partial}{\partial \theta} \tilde{m}_T(\theta_0) \right\| + \left\| E \frac{\partial}{\partial \theta} \tilde{m}_T(\theta_0) - M \right\| .
\end{equation}

The first summand $\overset{d}{\rightarrow} 0$ under Assumption 2 by Lemma A-2 with $f(w, \theta) = \frac{\partial}{\partial \theta} m(w, \theta)$. The third summand $\overset{d}{\rightarrow} 0$ by Lemma 2(a). The second summand $\overset{P}{\rightarrow} 0$, because

\begin{equation}
(A.17) \quad \left( \lim \sup_{\theta \to \theta_0} T \right) \left( \frac{\partial}{\partial \theta} \tilde{m}_T(\theta) - E \frac{\partial}{\partial \theta} \tilde{m}_T(\theta_0) \right) \leq \lim E \sup_{\theta \to \theta_0} \left| \frac{\partial}{\partial \theta} m(d(s, Z_\tau), \theta) - \frac{\partial}{\partial \theta} m(d(s, Z_\tau), \theta_0) \right| \nonumber
\end{equation}

\begin{equation*}
= E \lim \sup_{\theta \to \theta_0} \left| \frac{\partial}{\partial \theta} m(d(s, Z_\tau), 0) - \frac{\partial}{\partial \theta} m(d(s, Z_\tau), \theta_0) \right| = 0 ,
\end{equation*}

where the first equality holds by the DCT with dominating function.
$2 \sup_{\theta \in \theta_0} \sup_{s \in (0, T^*)} \left| \frac{\partial}{\partial \theta} m(d(s, Z_t), \theta_0) \right|$ under Assumption 2(f) and the second equality holds by the continuity of $\frac{\partial}{\partial \theta} m(w, \theta)$ in $(w, \theta)$ under Assumption 2(f).

Result (ii) holds by the Cramer-Wold device, Lemma 2(b), and a CLT of Davidson (1992, Theorem 3.6) with $X_{nt} = \alpha' m(W_{T^n}, \theta_0)/\text{Var}^{1/2}(\sqrt{T} \alpha' \tilde{m}_T(\theta_0))$ and $c_{nt} = \text{Var}^{-1/2}(\sqrt{T} \alpha' \tilde{m}_T(\theta_0))$ for arbitrary $\nu$-vector $\alpha \neq 0$, using Assumptions 2(b)-(d). (Davidson’s CLT yields $\sqrt{T} \alpha' \tilde{m}_T(\theta_0)/\text{Var}^{1/2}(\sqrt{T} \alpha' \tilde{m}_T(\theta_0)) \xrightarrow{d} N(0, 1)$.)
Footnotes
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