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0. ABSTRACT

The Kalman filter is used to derive updating equations for the Bayesian data density in
discrete time linear regression models with stochastic regressors. The implied "Bayes model"
has time varying parameters and conditionally heterogeneous error variances. A σ-finite
"Bayes model" measure is given and used to produce a new model selection criterion (PIC)
and objective posterior odds tests for sharp null hypotheses like the presence of a unit root.
This extends earlier work in Phillips-Ploberger (1991). Autoregressive-moving average
(ARMA) models are considered and a general test of trend stationarity versus difference
stationarity is developed in ARMA models allowing for automatic order selection of the
stochastic regressors and the degree of the deterministic trend. The tests are completely consis-
tent in that both type I and type II errors tend to zero as the sample size tends to infinity.

Simulation results and an empirical application are reported. The simulations show that
the new model selection criterion "PIC" works very well and is generally superior to the
Schwarz criterion BIC even in stationary systems. Empirical application of our methods to
the Nelson-Plosser (1982) series show that three series (unemployment, industrial production
and the money stock) are level or trend stationary. The other eleven series are found to be
stochastically nonstationary.
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1. INTRODUCTION

Reasons for the apparent divergence of classical and Bayesian statistical inference in time series applications have been explored in very recent work by the authors that gives attention to the role of both prior distributions and data conditioning in the practical implementation of Bayesian methods. The impact of prior distributions on Bayesian inference with time dependent data was considered in Phillips (1991), which addressed the issue of determining "impartial" or "objective" priors for the parameters in simple time series models and showed the sensitivity of Bayesian posteriors to both priors and model specification in that context. The role of data conditioning in Bayesian analysis of time series was studied in Phillips-Ploberger (1991). The operation of the likelihood principle that underlies Bayesian inference ensures that Bayesian time series analysis is conducted conditional on the realized history of the process. The Phillips-Ploberger paper examines the first order autoregressive model (AR(1)) and shows that the mathematical effect of this data conditioning in inference is to translate the model (and its reference probability measure) to what we call in that paper a "Bayes model" (and, respectively, "Bayes model" measure) in which the parameters are time varying and data dependent. Methodologically, the Bayesian approach involves no commitment to any "true" value of a parameter (unlike the classical approach). But, given a particular historical trajectory, we show in Phillips-Ploberger (1991) that the use of the likelihood principle in fact commits the investigator to a new model in which the parameters evolve according to the latest best estimate from the data available to that point on the trajectory. Phillips-Ploberger use this conceptual framework to construct a new test of one "Bayes model" against another. The test is a special type of posterior odds test and is based on the Radon Nikodym (RN) derivative of the respective "Bayes model" measures of the two models. The test can be used to test point null hypotheses (like that of a unit root), it has good finite sample performance and it has interesting asymptotic properties because both type I and type II errors tend to zero as the sample size tends to infinity.
The main purpose of the present paper is to extend the Phillips-Ploberger analysis to a general class of linear discrete time series models that includes ARMA(\(p, q\)) models with deterministic trends. Recursive least squares (or Kalman filter) methods are used to derive updating equations for the Bayesian data density. These equations determine the precise form of the "Bayes model" and "Bayes model" probability measure for this general class of time series models. The "Bayes model" measure is used to produce a new model selection criterion (which we term "PIC") that picks the model with the highest posterior density as given by the RN derivative of the "Bayes model" measure of that model with respect to a general "reference model" measure in the class of competing models. This new criterion is, in fact, a generalization of the BIC criterion due to Schwarz (1978) and, indeed, is asymptotically equivalent to BIC in stationary time series models. The PIC criterion is used to select both lag order and deterministic trend degree in the class of ARMA(\(p, q\)) models with deterministic trends. We show how to apply this procedure in the context of a recursion that is based on the one suggested originally by Durbin (1962) and Hannan-Rissanen (1982) for the consistent estimation of ARMA models. Following model selection, the posterior odds (PIC) criterion is used again to compare the selected "Bayes model" against the same model with a unit autoregressive root. The procedure provides a completely consistent test for the presence of a unit root in this general class of discrete time series models and gives an algorithm that leads to a data-coherent, parsimonious model choice within this class.

The paper is organized as follows. Section 2 studies a general class of linear discrete time models, derives the respective "Bayes models" and "Bayes model" measures in this class, and explores the martingale structure of these measures. Section 3 develops our new model selection criterion "PIC", gives its asymptotic properties, and shows how it can be used for model selection and for testing point null hypotheses like that of a unit root. Section 4 gives a general application of our methodology to the problem of testing difference versus trend stationarity and provides an algorithm that incorporates both model selection principles and tests of point null hypotheses. Programs for the implementation of this methodology have now been written in GAUSS-386i and Section 5 reports some simple simulation exercises that illus-
trate the performance of the procedure in determining the presence of a unit autoregressive root in models that include AR(p) and ARMA(p, q) models with and without deterministic trends. Overall, these results are considered by the authors to be very encouraging. Section 6 reports an empirical application of our methodology to the Nelson-Plosser data set. The empirical results are striking. Only two series (industrial production and money) are found to have a deterministic trend, only one series (unemployment) is stationary and the remaining eleven series are found to be stochastically nonstationary.

2. "BAYES MODELS" AND "BAYES MODEL" MEASURES IN DISCRETE TIME

The model we consider is a linear regression

\[(1)\quad y_i = \beta' x_i + \varepsilon_i , \quad (t = 1, 2, \ldots)\]

whose dependent variable \(y_i\), and error \(\varepsilon_i\), are real valued stochastic processes on a probability space \((\Omega, \mathcal{F}, P)\). Accompanying \(y_i\) is a filtration \(\mathcal{F}_t \subset \mathcal{F} (t = 0, 1, 2, \ldots)\) to which both \(y_i\) and \(\varepsilon_i\) are adapted. The regressors \(x_i\) \((k \times 1)\) in (1) are defined on the same space and are assumed to have the property that \(x_i\) is \(\mathcal{F}_{t-1}\)-measurable. The standard example of (1) will be the autoregression (with \(k = p\) lags) given by

\[(2)\quad y_i = \Sigma_{t=1}^p \beta_t y_{i-t} + \varepsilon_i ,\]

which it will often be more convenient to write as

\[(3)\quad \Delta y_i = h y_{i-1} + \Sigma_{t=1}^{p-1} \phi_t \Delta y_{i-t} + \varepsilon_i .\]

We will also consider an augmented version of model (3) with intercept and trend, viz.

\[(4)\quad \Delta y_i = h y_{i-1} + \Sigma_{t=1}^{p-1} \phi_t \Delta y_{i-t} + \mu + \gamma t + \varepsilon_i .\]

ARMA models also fit into the general framework of (1), although in this case the regressors are not all observable. Extending (4) by the inclusion of moving average errors we have (with \(k = p+q+2\))

\[(5)\quad \Delta y_i = h y_{i-1} + \Sigma_{t=1}^{p-1} \phi_t \Delta y_{i-t} + \Sigma_{j=1}^{q} \psi_j \varepsilon_{i-j} + \mu + \gamma t + \varepsilon_i .\]
giving an ARMA($p$, $q$) process with trend. In all these examples we will suppose that $E(\varepsilon_t|\mathcal{F}_{t-1}) = 0$. In (4) and (5) the parameterization accommodates a unit autoregressive root when $h = 0$. This parameterization is especially convenient when testing for the presence of a unit root. It is also useful in setting up Bayes model alternatives to models like (4) and (5) with a unit root. We shall be explicit about such possibilities later in our discussion.

We introduce the regression notation $Y_n' = [y_1, \ldots, y_n]$, $X_n' = [x_1, \ldots, x_n]$, and set $A_n = X_n'X_n$. Let $\varepsilon_i = \text{iid } N(0, \sigma^2)$ and let us assume for the time being that the error variance $\sigma^2$ is known. Then the inference problem presented by (1) is linear in parameters. This facilitates an exact development of our theory and the necessary extensions for $\sigma^2$ unknown will be given after this development.

Conditional on $\mathcal{F}_0$ and $\beta$ the joint density of $Y_n$ with respect to Lebesgue measure ($\nu$) is

$$
(6) \quad \text{pdf}(Y_n|\mathcal{F}_0, \beta) = dP_0^\beta/d\nu = (2\pi \sigma^2)^{-n/2}\exp\{-(1/2\sigma^2)\sum_i(y_i - \beta'x_i)^2\}
$$

$$
= (2\pi \sigma^2)^{-n/2}\exp\{-(1/2\sigma^2)[\hat{\beta}_n'\hat{A}_n + (\hat{\beta}_n - \beta)'A_n(\hat{\beta}_n - \beta)]\}
$$

where $\hat{U}_n = Y_n - X_n\hat{\beta}_n$, $\beta_n = (X_n'X_n)^{-1}X_n'Y_n$ and $P_n^\beta$ is the probability measure of $Y_n$. The corresponding measure when $\beta = 0$ will be denoted by $P_n$ and will serve as a possible reference measure in the analysis that follows. The likelihood ratio process is then the ratio of these densities, i.e.

$$
(7) \quad L_n(\beta) = dP_n^\beta/dP_n = \exp\{-(1/2\sigma^2)[-2\beta'X_n'Y_n + \beta'A_n\beta]\}
$$

$$
= \exp\{(1/2\sigma^2)[\hat{\beta}_n'A_n\hat{\beta}_n - (\hat{\beta}_n - \beta)'A_n(\hat{\beta}_n - \beta)]\}.
$$

Combining (6) with a prior density $\pi(\beta)$ for $\beta$ we have the joint density of $(\beta, Y_n)$ conditional on $\mathcal{F}_0$, i.e.

$$
(8) \quad \text{pdf}(\beta, Y_n|\mathcal{F}_0) = \pi(\beta)\text{pdf}(Y_n|\mathcal{F}_0, \beta)
$$

$$
= \left[2\pi \sigma^2 \right]^{(n+k)/2}|A_n|^{-1/2}\exp\left\{-(1/2\sigma^2)\hat{U}_n'\hat{U}_n\right\}
$$

$$
\times \left[\pi(\beta)2\pi \sigma^2 |A_n|^{1/2}\exp\left\{-(1/2\sigma^2)(\hat{\beta}_n - \beta)'A_n(\hat{\beta}_n - \beta)\right\}\right].
$$

For $\pi(\beta) = \pi_0 = \text{constant}$, this expression gives a marginal posterior density process for $\beta$ of the form
\( \Pi_n(\beta) = (2\pi \sigma^2)^{-(n-k)/2} |A_n|^{-1/2} \exp\left\{ -\frac{1}{2\sigma^2}(\hat{\beta}_n - \beta)'A_n(\hat{\beta}_n - \beta) \right\} = N(\hat{\beta}_n, \sigma^2 A_n^{-1}) \).

This is the usual Gaussian posterior density for the parameters in the linear regression model with known error variance. The density is centered on the maximum likelihood estimator \( \hat{\beta}_n \), based on the data \( Y_n \), and has variance matrix \( \sigma^2 A_n^{-1} \).

If we integrate \( \beta \) in (8) we obtain the data density for \( Y_n \), viz.

\( \text{pdf}(Y_n | \mathcal{F}_n) = \pi_0(2\pi \sigma^2)^{(n-k)/2} |A_n|^{-1/2} \exp\left\{ -\frac{1}{2\sigma^2}(\hat{\beta}_n)' \hat{U}_n \right\} . \)

Let \( Q_n \) be the (probability) measure whose density with respect to \( v \) is (10). Then

\( Q_n = \int_{\mathbb{R}^k} \pi(\beta)P_n^\beta d\beta \)

and thus

\[
\frac{dQ_n}{dP_n} = \int_{\mathbb{R}^k} \pi(\beta) \frac{dP_n^\beta}{dP_n} d\beta \\
= \int_{\mathbb{R}^k} \pi(\beta) L_n(\beta) d\beta \\
= \pi_0(2\pi \sigma^2)^{(n-k)/2} |A_n|^{-1/2} \exp\left\{ (1/2\sigma^2)(\hat{\beta}_n)' A_n \hat{\beta}_n \right\} .
\]

Next observe that (taking expectation with respect to the reference measure \( P_n \))

\[ E\left[ \frac{dQ_n}{dP_n} | \mathcal{F}_{n-1} \right] = \int_{\mathbb{R}^k} \pi(\beta) E(L_n(\beta) | \mathcal{F}_{n-1}) d\beta . \]

Using (7), we can compute the conditional expectation of the likelihood directly as

\[
E(L_n(\beta) | \mathcal{F}_{n-1}) = \exp\left\{ -\frac{1}{2\sigma^2}(\beta'X_{n-1}Y_{n-1} + \beta'A_n\beta) \right\} \exp\left\{ (1/\sigma^2)\beta'x_n'y_n \right\} \\
= \exp\left\{ -(1/\sigma^2)(\beta'X_{n-1}Y_{n-1} + \beta'A_n\beta) \right\} \exp\left\{ (1/\sigma^2)\beta'x_n'y_n \right\} \\
= \exp\left\{ -(1/\sigma^2)(\beta'X_{n-1}Y_{n-1} + \beta'A_n\beta) \right\} \\
= L_{n-1}(\beta) ,
\]

using the fact that \( y_n | \mathcal{F}_{n-1} = N(0, \sigma^2) \) under \( P_n \). Hence,

\[ E\left[ \frac{dQ_n}{dP_n} | \mathcal{F}_{n-1} \right] = \int_{\mathbb{R}^k} \pi(\beta) L_{n-1}(\beta) d\beta = \frac{dQ_{n-1}}{dP_{n-1}} , \]
and $dQ_n/dP_n$ satisfies the martingale property under the probability measure $P_n$. Notice that this conditional expectation is finite even though $E(dQ_n/dP_n)$ is not finite (and $dQ_n/dP_n$ is therefore not integrable) when $\pi(\beta) = \pi_0$ is constant.

Collecting these results together, we have:

2.1. **Theorem:** Under the uniform prior $\pi(\beta) = \pi_0 = (2\pi)^{-k/2}$, the (probability) density of the data $Y_n = [y_1, ..., y_n]$ generated by the model (1), conditional on $\mathcal{F}_n$ and taken with respect to the reference measure $P_n$ is given by

$$\frac{dQ_n}{dP_n} = \frac{1}{(1/\sigma^2)A_n} \exp \left\{ \frac{1}{2\sigma^2} \beta_n \cdot A_n^{-1} \beta_n \right\}.$$  

The density process $dQ_n/dP_n$ is a local $P_n$-martingale. Although $dQ_n/dP_n$ is not integrable it has finite conditional expectation and satisfies the martingale property

$$E \left[ \frac{dQ_n}{dP_n} \bigg| \mathcal{F}_{n-1} \right] = \frac{dQ_{n-1}}{dP_{n-1}} \text{ a.s.}$$

under the reference measure $P_n$. □

2.2. **Remarks**

(i) Expression (12) is the likelihood ratio of the measure $Q_n$ with respect to the base measure $P_n$. It may be used for both hypothesis testing and model selection purposes, as we will explain below.

(ii) The density $dQ_n/dv = \text{pdf}(Y_n | \mathcal{F}_n)$ given by (10) is not integrable over the space $\mathbb{R}^n$ which supports the variate matrix $Y_n$ and thus $Q_n$ is a $\sigma$-finite measure rather than a proper probability measure on $\mathbb{R}^n$. Hence, the use of the parentheses around the word "probability" in the statement of the theorem. This feature of $Q_n$ is the consequence of the use of an improper prior $\pi(\beta) = \pi_0$ on $\beta$ over $\mathbb{R}^k$. As we shall show below, the conditional measures based on $Q_n$ are, in contrast to $Q_n$ itself, proper probability measures and it is the sequence of conditional measures that defines the characteristics of the Bayesian solution to the problem of inference in the model (1). We shall use these conditional measures to construct a model,
which we call the "Bayes model" of the data, that Bayesian inference implicitly uses in place of (1).

(iii) The general form of the RN derivative $dQ_n/dP_n$ that is given in (12) is invariant in large samples to the use of a wide class of continuous prior densities $\pi(\cdot)$. To see this, we note that if the excitation condition (i.e. $\lambda_{\min}(A_n) \to \infty$ as $n \to \infty$) holds we may apply the Laplace approximation to the integral defining $dQ_n/dP_n$ giving

$$
\frac{dQ_n}{dP_n} = \int_{\mathbb{R}^d} \pi(\beta)L_n(\beta)d\beta - \pi(\hat{\beta}_n)(2\pi\sigma^2)^{d/2}|A_n|^{-1/2}\exp\left\{\frac{1}{2}\sigma^2\hat{\beta}_n'A_n\hat{\beta}_n\right\}.
$$

Since $\pi(\hat{\beta}_n) \to \pi(\beta)$ as $n \to \infty$ when the excitation condition applies, $dQ_n/dP_n$ is asymptotically proportional to the formula given in (12). This argument continues to hold in quite general nonlinear models, leading to the same general formula (12). A complete treatment of the general case is presently being written up and will be reported in a later paper (see Phillips-Ploberger, 1992a). □

First, it is of interest to define the model of the data for which $Q_n$ is the (probability) measure. From (11) it is apparent that this measure is actually a weighted average of the measures $P_n^{\beta}$ (whose density $dP_n^{\beta}/dv$ is given in (6)) with weights delivered by the prior density $\pi(\beta)$. The measure $Q_n$ is, as we have remarked above, a $\sigma$-finite measure for the data $Y_n$. Note that (12) becomes undefined when there is insufficient data (i.e., $n < k$) to determine $\hat{\beta}_n$ and in such cases $|A_n| = |X_n'X_n| = 0$. It is therefore appropriate to regard (12) as defining an admissible measure for the data provided a minimal amount of information has already accumulated so that $n \geq k$ and $|A_n| = |X_n'X_n| > 0$. As we shall see, conditional on the accumulation of such minimal information to initialize the process, $Q_n$ as given by (12) leads to a proper conditional probability measure and this conditional measure defines a new (Bayesian) model for the data that replaces the classical model (1).

Consider the data density $pdf(Y_n|\mathcal{F}_0)$ given by (10). An alternative way of writing this density is to employ the prediction error decomposition, viz.
\[
\text{pdf}(Y_n | \mathcal{F}_0) = \prod_{t=1}^{n} \text{pdf}(y_t | \mathcal{F}_{t-1}) \text{pdf}(Y_k | \mathcal{F}_0)
\]
(13)
\[
= (2\pi)^{-\frac{n-k+1}{2}} \prod_{t=1}^{n} f_t^{1/2} \exp\left[-\frac{1}{2} \nu_t^2 \right] \text{pdf}(Y_k | \mathcal{F}_0).
\]

In this decomposition
\[
v_t = y_t - \hat{\beta}_{t-1} = y_t - \hat{\beta}_{t-1} x_t, \quad t = k+1, \ldots, n
\]
are the prediction errors and \( \hat{\beta}_{t-1} \) is the best forecast of \( y_t \) using information available up to time \( t-1 \), i.e. information in \( \mathcal{F}_{t-1} \). The forecast error variance conditional on \( \mathcal{F}_{t-1} \) in (13) is given by
\[
f_t = \sigma^2 (1 + x_t'A_t^{-1}x_t), \quad t = k+1, \ldots, n
\]
and the conditional distribution of \( v_t \) given \( \mathcal{F}_{t-1} \) is
\[
v_t | \mathcal{F}_{t-1} \sim N(0, f_t).
\]

Expression (13) is simply derived from the formulae for recursive least squares (see Brown, Durbin and Evans (1975)). Note that
\[
|A_n| = |A_{n-1} + x_n'x_n'| = |A_{n-1}| (1 + x_n'A_{n-1}^{-1}x_n)
\]
\[
= \left[ \prod_{t=k+1}^{n} (1 + x_t'A_t^{-1}x_t) \right] |A_k|,
\]
and
\[
\hat{U}_n'\hat{U}_n = (Y_n - X_n\hat{\beta}_n)'(Y_n - X_n\hat{\beta}_n)
\]
\[
= \hat{U}_{n-1}'\hat{U}_{n-1} + (y_n - x_n'\hat{\beta}_{n-1})^2 \{ 1 - x_n'A_n^{-1}x_n \}
\]
\[
= \hat{U}_{n-1}'\hat{U}_{n-1} + (y_n - x_n'\hat{\beta}_{n-1})^2 / (f_n / \sigma^2)
\]
\[
= \hat{U}_k'\hat{U}_k + \Sigma_{t=k+1}^{n} v_t^2 / (f_t / \sigma^2)
\]
\[
= \Sigma_{t=k+1}^{n} v_t^2 / (f_t / \sigma^2),
\]
since $\hat{U}_k = Y_k - X_k \hat{\beta}_k = 0$. To establish equivalence between (10) and (13) we simply set the initial conditional density of $Y_k$ to be

$$pdf(Y_k | \mathcal{F}_0) = \pi_0 |A_k|^{-1/2},$$

which is uniform on $\mathbb{R}^k$.

Next, observe that

$$dQ_n/dv = pdf(Y_n | \mathcal{F}_0) = pdf(Y_n | \mathcal{F}_0)(2\pi)^{(n-k)/2} \prod_{i=k+1}^{n} f_i^{1/2} \exp\{-1/2 f_i \nu_i^2\},$$

so that

$$dQ_n/dQ_{n-1} = (2\pi f_n)^{-1/2} \exp\{-1/2 f_n \nu_n^2\} = N(0, f_n),$$

giving the conditional density of the data at the latest observation, $n$, using information on the trajectory up to the time period $n-1$. This conditional density is proper and holds for all $n > k$, leading to the following general statement of the result.

2.3. THEOREM: The Bayesian conditional density of the observation $y_t$ given $\mathcal{F}_{t-1}$ (i.e. information on the historical trajectory up to time $t-1$) is

$$(14) \quad dQ_t/dQ_{t-1} = pdf(Y_t | \mathcal{F}_{t-1}) = (2\pi f_t)^{-1/2} \exp\{-1/2 f_t \nu_t^2\} = N(0, f_t), \quad t = k+1, k+2, \ldots$$

The "Bayes model" corresponding to this data density is

$$(15) \quad y_t = \hat{\beta}_{t-1} x_t + \nu_t, \quad \text{where } \nu_t | \mathcal{F}_{t-1} = N(0, f_t)$$

that is,

$$(16) \quad E(\nu_t | \mathcal{F}_{t-1}) = 0, \quad E(\nu_t^2 | \mathcal{F}_{t-1}) = f_t = \sigma^2 \{1 + x_t' A_{t-1}^{-1} x_t\}$$

and $\hat{\beta}_{t-1} = (X_{t-1}' X_{t-1})^{-1} X_{t-1}' Y_{t-1}$ is the least squares estimate based on information in $\mathcal{F}_{t-1}$. $\square$

2.4. REMARKS

(i) In contrast to (1), the Bayes model (15) is a time varying parameter model where $\hat{\beta}_{t-1}$ evolves according to the best estimate of the slope coefficient that is available from the latest data. Note that the error process in (15) is conditionally heterogeneous with conditional vari-
ance \( f_n \) as given in (16), explicitly dependent on the past data. The form of the conditional heterogeneity is nonlinear in \( \{ x_t : s = t, t-1, ..., 1 \} \). As information about the process \( y_i \) accumulates (i.e., as \( \lambda_{\text{min}}(A_t) \to \infty \)), the conditional variance \( f_i \) tends to a constant value \( \sigma^2 \). This formulation of the Bayes model for the data extends the one developed in Phillips-Ploberger (1991) for the AR(1) model.

(ii) The prediction error decomposition of the density \( \text{pdf}(Y_n | \mathcal{F}_0) \), from which (14) is derived, is closely related to the traditional prediction error formulation of the likelihood function that is based on the Kalman filter (see, e.g. Harvey (1989)). There is, however, a major difference in the use of the Kalman updating algorithm in these two cases. In the traditional use of the updating algorithm, it is the likelihood function (as a function of the parameter vector \( \beta \)) that is extracted. In that case the optimal predictor of \( y_t \) from \( \mathcal{F}_{t-1} \) would be \( y_{t \mid t-1} = \beta' x_t \) and, in place of (15), we would have

\[
y_t = \beta' x_t + \nu_t, \quad \text{where} \quad \nu_t | \mathcal{F}_{t-1} = N(0, \sigma^2), \quad t = k+1, ..., n.
\]

That is, the Kalman filter produces the exact likelihood (conditional on \( \mathcal{F}_k \) and \( \beta \)) of the classical statistical model (1) that we started with. By contrast, in our use of the updating algorithm it is the Bayesian data density \( \text{pdf}(y_t | \mathcal{F}_{t-1}) \) that is generated by the algorithm. It is this data density, given by (14), that prescribes the implied "Bayes model" of the data.

(iii) The data density (14) is exact, as is the "Bayes model" (15). When we relax the Gaussian error assumption and the uniform prior assumption in (1), under both of which the density \( \text{pdf}(Y_n | \mathcal{F}_0) \) given in (10) is derived, the data density (14) holds only approximately. The same is true when the error variance \( \sigma^2 \) in (1) is treated as an unknown parameter. In these cases a large sample approximation theory for the likelihood leads to an asymptotic density and "Bayes model" that have the same form as (14) and (15). In the latter case, since it is assumed in the development of the asymptotics that \( \lambda_{\text{min}}(A_t) \to \infty \) as \( t \to \infty \), the conditional variance of the prediction error in the approximate "Bayes model" is \( E(\nu_t^2 | \mathcal{F}_{t-1}) = \sigma^2 \) rather than (15), which applies exactly in the Gaussian case. A general theory that covers these cases will be reported elsewhere (see Phillips-Ploberger (1992a)).
(iv) The "Bayes model" (15) can be interpreted as a simple "location model" in which \( \hat{\beta}_{r-1} \) provides the best estimate using data from \( T_{r-1} \) of the location of the latest observation \( y_r \). Another way to express this idea is as follows. Bayesian analysis proceeds by conditioning on the observed historical trajectory. As we move along such a trajectory, the best Bayesian estimate (delivered by the posterior mean of the conditional predictive density of \( y_i \)) given the data record in \( T_{r-1} \) is \( y_{r|y-1} = \hat{\beta}_{r-1} x_r \). Thus, Bayesian inference about \( y_i \) is centered on \( \hat{\beta}_{r-1} x_r \). Under Gaussian assumptions about the errors in the model and a uniform prior on the coefficients we get, in place of the original time series model (1), the simple location model (15) with Gaussian errors \( v_n \). The only complication is that this model evolves period by period and is conditional on the historical record to \( T_{r-1} \).

(v) We call (15) the "Bayes model" because it is the exact model for the data that is implied by the use of traditional Bayes methods under a Gaussian likelihood and (improper) uniform prior. Such methods lead to the Gaussian posterior density \( N(\hat{\beta}_n, \sigma^2 A_n^{-1}) \) given by (9) above when working with the full sample of data \( Y_n \). This density is obtained by taking the product of the prior and the likelihood (viz. \( \pi(\beta)L_n(\beta) \)) and by rescaling to achieve a proper density; i.e. the posterior density (9) is

\[
\Pi_n(\beta) = \frac{\pi(\beta)L_n(\beta)}{\int_{R^k} \pi(\beta)L_n(\beta) \, d\beta} = \frac{\pi(\beta)L_n(\beta)}{(dQ_n/dP_n)} ,
\]

where the last equality follows from (12). Noting that \( L_n(\beta) = dP_n^e/dP_n \), we deduce that

\[
\Pi_n(\beta) = \pi(\beta)dP_n^e/dQ_n .
\]

Thus, the posterior density \( \Pi_n(\beta) = N(\hat{\beta}_n, \sigma^2 A_n^{-1}) \) is the direct outcome of employing the likelihood ratio \( L_n^e(\beta) = dP_n^e/dQ_n \). This is the density of the measure \( P_n^e \) of the model (1) taken with respect to the measure \( Q_n \) of data \( Y_n \) generated by the time varying parameter model (15). Under this transformation of the measures, the reference measure \( P_n \) is replaced by the "Bayes model" measure \( Q_n \) in constructing the likelihood. With this new reference measure, associated with model (15), it is natural that inference about \( \beta \) be centered on \( \hat{\beta}_n \) when it is conducted through the posterior \( \Pi_n(\beta) \). In this respect Bayesian analysis of the time series regression model (1) is identical to Bayesian analysis on the linear regression model with fixed
regressors. The equivalence is the result of data conditioning and the implicit use of the measure \( Q \) in constructing the likelihood.

2.5. Theorem

(a) The least squares estimator \( \hat{\beta} \), is a local \( Q \)-martingale, has finite conditional expectation under the measure \( Q \), and satisfies the martingale property

\[
E_{Q_i}(\hat{\beta}_i | \mathcal{F}_{i-1}) = \hat{\beta}_{i-1}.
\]

(b) Under the Bayes measure \( Q \), the conditional distribution of \( \hat{\beta} \), given \( \mathcal{F}_{i-1} \) is normal with mean \( \hat{\beta}_{i-1} \) and covariance matrix \( \sigma^2(A_{i-1}^{-1} - A_{i-1}^{-1}) \), i.e.

\[
\hat{\beta}_i | \mathcal{F}_{i-1} = N(\hat{\beta}_{i-1}, \sigma^2(A_{i-1}^{-1} - A_{i-1}^{-1})) = N(\hat{\beta}_{i-1}, f_i A_{i-1}^{-1} x_i, x_i', A_{i-1}^{-1}).
\]

(c) Under the Bayes measure \( Q \), the posterior distribution \( \Pi_i = N(\hat{\beta}_n, \sigma^2 A_{i-1}^{-1}) \) is a local martingale, has finite conditional expectation and satisfies the martingale property

\[
E_{Q_i}[N(\hat{\beta}_n, \sigma^2 A_{i-1}^{-1}) | \mathcal{F}_{i-1}] = N(\hat{\beta}_{i-1}, \sigma^2 A_{i-1}^{-1}).
\]

2.6. Proof of Theorem 2.5

(a) From recursive least squares formulae (e.g. Brown-Durbin-Evans, 1976, lemma 2) we have

\[
\hat{\beta}_i = \hat{\beta}_{i-1} + (X_i'X_i)^{-1}x_i(y_i - x_i' \hat{\beta}_{i-1}) = \hat{\beta}_{i-1} + A_{i-1}^{-1} x_i v_i.
\]

Under \( Q \), we have \( E_{Q_i}(\hat{\beta}_i | \mathcal{F}_{i-1}) = 0 \) by Theorem 2.3 and hence

\[
E_{Q_i}(\hat{\beta}_i | \mathcal{F}_{i-1}) = \hat{\beta}_{i-1},
\]

as required. The process \( \hat{\beta}_i \) is a local \( Q \)-martingale because \( Q \) is \( \sigma \)-finite and thus \( \hat{\beta}_i \) is not \( Q \), integrable, i.e. \( E_{Q_i}(\hat{\beta}_i) \) does not exist.

(b) From Theorem 2.3 we have \( v_i | \mathcal{F}_{i-1} = N(0, f_i) \) and hence

\[
\hat{\beta}_i | \mathcal{F}_{i-1} = N(\hat{\beta}_{i-1}, f_i A_{i-1}^{-1} x_i, x_i', A_{i-1}^{-1}).
\]

Next, observe that
\[ A^{-1}_{i} = (A_{i-1} + xx_i) = A^{-1}_{i-1} - A^{-1}_{i-1} xx_i A^{-1}_{i-1}/g_i, \]

where \( g_i = 1 + x_i A^{-1}_{i-1} x_i. \) Also

\[ A^{-1}_{i-1} = (A_i - x_i x_i)^{-1} = A^{-1}_i + A^{-1}_i x_i A^{-1}_i h_i, \]

where \( h_i = 1 - x_i A^{-1}_i x_i. \) Now

\[
\begin{align*}
  h_i &= 1 - x_i A^{-1}_i x_i + (x_i A^{-1}_i x_i)^2/g_i \\
  &= (1/g_i) \{ g_i - x_i A_{i-1} x_i g_i + (x_i A_{i-1} x_i)^2 \} \\
  &= 1/g_i.
\end{align*}
\]

Hence,

\[ A^{-1}_{i-1} - A^{-1}_i = g_i A^{-1}_i x_i x_i A^{-1}_i \]

and since \( f_i = \sigma^2 g_i \), we deduce that

\[ \hat{\beta}_i|\mathcal{F}_{i-1} = \mathcal{N}(\hat{\beta}_{i-1}, \sigma^2 (A^{-1}_{i-1} - A^{-1}_i)) \]

as required.

(c) The characteristic function of the posterior distribution \( \Pi_i \) is

\[ cf_i(s) = \exp\{is \hat{\beta}_i - (1/2)\sigma^2 s^2 A^{-1}_i s \}. \]

Now

\[
\begin{align*}
  E_Q(cf_i(s)|\mathcal{F}_{i-1}) &= \exp\{is \hat{\beta}_{i-1} - (1/2)\sigma^2 s A_{i-1} s\} E_Q[\exp(is A^{-1}_i x_i v_i)|\mathcal{F}_{i-1}] \\
  &= \exp\{is \hat{\beta}_{i-1} - (1/2)\sigma^2 s A_{i-1} s\} \exp\{-\frac{1}{2} r_i s A^{-1}_i x_i x_i A^{-1}_i s\} \\
  &= \exp\{is \hat{\beta}_{i-1} - (1/2)\sigma^2 s A_{i-1} s\}.
\end{align*}
\]

This shows that under the measure \( Q \), the characteristic function \( cf_i(s) \) satisfies the martingale property. It follows that \( cf_i(s) \) and hence the posterior distribution \( \Pi_i \), are local \( Q \)-martingales.

2.7. Remarks

(i) Theorem 2.5(a) tells us that \( \hat{\beta}_i \) evolves as a martingale under the measure \( Q_i \). Part (b) of the theorem shows that \( \hat{\beta}_i \) is a Gaussian process with conditional variance matrix
\[
\text{var}(\hat{\beta}_t|\mathcal{F}_{t-1}) = \sigma^2(A_{t-1}^{-1} - A_t^{-1}) = f_t A_t^{-1} x_t x_t' A_t^{-1}.
\]

This is the conditional variance of the martingale difference \(\hat{\beta}_t - \hat{\beta}_{t-1}\). Observe that this variance matrix is singular when \(k > 1\). In the time period from \(t-1\) to \(t\) only one additional observation, viz. \(x_t\), on the regressor is available. The increase in precision with which \(\hat{\beta}_t\) is determined depends on this extra observation and is measured by \(\sigma^2(A_{t-1}^{-1} - A_t^{-1})\). As \(t \to \infty\), the variance matrix \(\sigma^2(A_{t-1}^{-1} - A_t^{-1}) \to 0\) when the excitation condition \(\lambda_{\min}(A_t) \to \infty\) holds. In this case \(\hat{\beta}_t \to_{a.s.} \beta\) and the conditional distribution \(\beta_t|\mathcal{F}_{t-1}\) converges to a point process with unit mass at \(\beta\).

(ii) Part (c) of the theorem shows that the posterior distribution \(\Pi\), also evolves like a martingale under \(Q_t\). As new information accumulates the mean and variance matrix of the Gaussian measure \(\Pi\), evolve according to the processes \((\hat{\beta}_t)\) and \((\sigma^2 A_t^{-1})\). The best estimate (under the Bayes measure \(Q_t\)) of the posterior \(\Pi\), given \(\mathcal{F}_{t-1}\) is simply \(\Pi_{t-1}\).

3. MODEL SELECTION AND HYPOTHESIS TESTING

Trajectory dependent location models like the Bayes model (15) can be expected to be hard models to beat, precisely because they rely so intimately on the existing data record. One important element in assessing how satisfactory such models are in practical applications is the dimension of the respective parameter spaces that they require. In fitting the historical time series trajectory improvements in fit are (almost) always possible by raising the dimension of the parameter space. This is certainly true in the present context where \(y_{t\mid t-1} = \hat{\beta}_{t-1} x_t\) in (15) is the best predictor of \(y_t\) given data in \(\mathcal{F}_{t-1}\).

General model selection principles introduce penalties for increasing the number of estimated parameters. Among the most popular of these in time series contexts are the order estimation criteria AIC of Akaike (1969, 1977) and BIC of Schwarz (1978) and Rissanen (1978). The statistical properties of these criteria have been intensively investigated in both stationary and nonstationary autoregressive and autoregressive-moving average models. Hannan and Deistler (1988, Ch. 5) provide a recent detailed discussion of the subject. A general treatment which is suited to the present context and which establishes strong consist-
tency of order estimates for variants of the BIC criterion applied to the regressor selection problem in stochastic regression models is given in Pötscher (1989). Applied to (1), order estimates by BIC of the dimension \( k \) of \( \beta \) are obtained by minimizing the quantity
\[
\text{BIC}_k = \ln(\hat{\sigma}^2_k) + k \ln(n)/n,
\]
where \( \hat{\sigma}^2_k \) is the maximum likelihood estimate of \( \sigma^2 \) from the model with order \( k \). Consistency of BIC order estimates have been obtained for stationary autoregressive-moving average models by Hannan (1980, 1981) and nonstationary autoregressive and stochastic regressor models by Paulsen (1984), Tsay (1984) and Pötscher (1989).

In our context a natural measure of model adequacy is provided by the data density \( dQ_n/dP_n \) given in (12). The principle we use, which seems appealing in this case, is to choose the model with the greatest data density, that is the model with the greatest likelihood ratio or posterior density in the general model class. We now proceed to develop this criterion.

Let \( Q_n^k \) be the "Bayes model" measure given by (11) for a model with \( k \) parameters (i.e. \( \beta \in \mathbb{R}^k \) in (1)). We rewrite (1) and our later notation to incorporate the index "\( k \)" signifying the number of regressors. Thus, we set
\[
(18) \quad Y_n = X_n(k)\hat{\beta}(k) + E_n, \quad A_n(k) = X_n(k)'X_n(k),
\]
\[
(19) \quad \hat{\beta}_n(k) = [X_n(k)'X_n(k)]^{-1}X_n(k)'Y_n, \quad \hat{E}_n(k) = Y_n - X_n(k)\hat{\beta}_n(k), \quad SS_k = \hat{E}_n(k)'\hat{E}_n(k).
\]
Then
\[
(20) \quad dQ_n^k/dP_n = \left|(1/\sigma^2)A_n(k)\right|^{-1/2}\exp\left\{(1/2\sigma^2)[\hat{\beta}_n(k)'A_n(k)\hat{\beta}_n(k)]\right\}
\]
\((k = 1, 2, ..., K)\) is a sequence of alternative densities for \( Y_n \) taken with respect to the reference measure \( P_n \) of the null model in which \( Y_n = E_n \). We let \( K \) be some maximum number of regressors and suppose that if \( k_0 \) is the number of regressors in the true model then \( k_0 \leq K \). Of course, if \( k_0 = \infty \) then we will need to allow \( K - \infty \) as \( n \to \infty \) to accommodate this possibility (just as in the application of AIC and BIC model selection principles).

We may proceed directly to maximize (20) over \( k \). However, in general it will be useful to employ a more relevant reference measure than \( P_n \). One such measure with nice properties
is \( Q^k_n \) since this corresponds with the "least restricted" option in the class. Multiplying the RN derivatives we obtain

\[
dQ^k_n/dQ^k_n = (dQ^k_n/dP_n)(dP_n/dQ^k_n)
\]

\[
= \left(1/\sigma^2\right)A_n(k)^{-1}(1/\sigma^2)A_n(K)^{-1} \exp\left\{(1/2\sigma^2)[\hat{\beta}_n(k)'A_n(k)\hat{\beta}_n(k) - \hat{\beta}_n(K)'A_n(K)\hat{\beta}_n(K)]\right\}.
\]

This expression is the likelihood ratio of the measures corresponding to the two "Bayes models":

\[ H(Q^k_n): \quad y_{n+1} = \hat{\beta}_n(k)'x_{n+1}(k) + v_{n+1}^k; \]

\[ H(Q^k_n): \quad y_{n+1} = \hat{\beta}_n(K)'x_{n+1}(K) + v_{n+1}^k. \]

The first model has \( k \) regressors \( x_n(k) \); the second, which is the reference model, has \( K \) regressors \( x_n(K) \). The likelihood ratio \( dQ^k_n/dQ^k_n \) measures the support in the data, as it is embodied in the data density, for the restricted model against the base model with \( K \) regressors. If we assign equal prior odds to the two models we may actually test \( H(Q^k_n) \) against \( H(Q^k_n) \) using the criterion

(C2) \( \text{Accept } H(Q^k_n) \text{ in favor of } H(Q^k_n) \text{ if } dQ^k_n/dQ^k_n > 1. \)

This criterion, as we discuss below, gives a completely consistent "Bayes model" test in that the probabilities of both types of error tend to zero as \( n \to \infty \).

The following partitioned regression notation will be helpful in formulating some alternative representations of (21).

\[ Y_n = X_n(K)\beta(K) + E_n = X_n(k)\beta(k) + X_n(\ast)\beta(\ast) + E_n, \]

\[ A_n(\ast) = X_n(\ast)'X_n(\ast), \]

\[ A_n(\ast, k) = X_n(\ast)'X_n(k), \]

\[ A_n(\ast, \ast, k) = A_n(\ast) - A_n(\ast, k)A_n(k)^{-1}A_n(\ast), \]

\[ \hat{\beta}_n(\ast) = \left[X_n(\ast)'X_n(\ast) - X_n(\ast)'X_n(k)(X_n(k)'X_n(k))^{-1}X_n(k)'X_n(\ast)\right]^{-1}
\]

\[ \times \left[X_n(\ast)'Y_n - X_n(\ast)'X_n(k)(X_n(k)'X_n(k))^{-1}X_n(k)'Y_n\right], \]
\[ \beta_n(k, K) = \begin{bmatrix} \hat{\beta}_n(k) \\ 0 \end{bmatrix}^T, \]

\[ s_{s_k} = (Y_n - X_n(k)\hat{\beta}_n(k))^T(Y_n - X_n(k)\hat{\beta}_n(k)) \]

= (Y_n - X_n(K)\hat{\beta}_n(K))^T(Y_n - X_n(K)\hat{\beta}_n(K)).

The expressions given in Lemma 3.1 below follow from standard regression manipulations.

3.1. LEMMA

\[
\frac{dQ^k_n}{dQ^k_n} = (1/o^2)A_n(\ast \ast .k) \left| \frac{1}{2} \exp\left\{ (1/2o^2)(s_{s_k} - s_{s_K}) \right\} ,
\]

\[
\frac{dQ^K_n}{dQ^K_n} = (1/o^2)A_n(\ast \ast .k) \left| \frac{1}{2} \exp\left\{ (1/2o^2)\hat{\beta}_n(\ast)^T A_n(\ast \ast .k)\hat{\beta}_n(\ast) \right\} ,
\]

\[
\frac{dQ^k_n}{dQ^K_n} = (1/o^2)A_n(\ast \ast .k) \left| \frac{1}{2} \exp\left\{ (1/2o^2)(\hat{\beta}_n(K) - \beta_n(k, K))^T A_n(K)(\hat{\beta}_n(K) - \beta_n(k, K)) \right\} . \quad \square
\]

3.2. REMARKS

(i) One advantage of using the reference measure $Q^k_n$ is that it provides a general model for the estimation of the error variance $\sigma^2$, giving

\[ \hat{\sigma}^2_k = (1/(n-K))(Y_n - X_n(K)\hat{\beta}_n(k))^T(Y_n - X_n(K)\hat{\beta}_n(K)) = s_{s_K}/(n-K) , \]

which is the least squares estimator of $\sigma^2$ in (1) when there are $K$ regressors. This estimate of $\sigma^2$ can be used in formulae (21)-(24) and leads to our model selection criterion

\[ \text{PIC}_k = \left( \frac{dQ^k_n}{dQ^k_n}(\hat{\sigma}^2_k) \right) = \left( (1/\hat{\sigma}^2_k)A_n(\ast \ast .k) \left| \frac{1}{2} \exp\left\{ (1/2\hat{\sigma}^2_k)\hat{\beta}_n(\ast)^T A_n(\ast \ast .k)\hat{\beta}_n(\ast) \right\} \right) \]

and order estimator

\[ \hat{k} = \text{argmin}_k \text{PIC}_k . \]

In minimizing PIC$^k_k$ we are maximizing the reciprocal $1/\text{PIC}_k = dQ^k_n/dQ^k_n$ and thereby choosing the model, $H(Q^k_n)$, that we favor most over $H(Q^k_n)$ according to the data density.
The properties of this new order estimator will be studied systematically in another paper. We note here that the procedure is asymptotically equivalent to BIC in stationary autoregressive and stationary autoregressive-moving average models. In models with some autoregressive unit roots, however, the PIC criterion (C3) is asymptotically different from BIC. The PIC criterion attaches a greater penalty than BIC for additional regressors in this case, and involves a penalty that is asymptotically of the form \( d(k_\eta, k_n)ln(n)/n \) where \( d(k_\eta, k_n) = k_\eta + k_n(k_n + 1) \), \( k_\eta \) is the number of stationary regressors and \( k_n \) is the number of autoregressive unit roots in the system. The BIC criterion (C1) may be regarded as a specialization of PIC to the case of stationary regressors. Both criteria produce consistent order estimates but as the simulations in Section 5 show, PIC outperforms BIC in terms of correct model choice even in stationary autoregressive systems.

(ii) An alternative version of the PIC criterion can be obtained directly from the conditional "Bayes model" measure (14). We have the density (conditional on \( \mathcal{F}_n \))

\[
dQ_n^*/d\nu = pdf(Y_n|\mathcal{F}_n) = (2\pi)^{-n/2}\exp\left\{ -\Sigma_{k=1}^n \left( v_i^2/2f_i^{k}\right) \right\}^{1/2}
\]

The idea is now to compare the "Bayes models" \( H(Q_n^\eta) \) and \( H(Q_n^\xi) \) in terms of their densities over the same subsample, viz. \( n > K \). We then have (conditional on \( \mathcal{F}_n \))

\[
dQ_n^*/dQ_n^\xi = \left( \Pi_{k=1}^n f_i^{K}/f_i^{\xi} \right)^{1/2} \exp\left\{ \Sigma_{k=1}^n \left( v_i^2/2f_i^{K} - v_i^2/2f_i^{\xi} \right) \right\}
\]

where \( f_i^{\xi} = \sigma^2 (1 + x_i(k)A_{i-1}(k)^{-1}x_i(k)) \). If we now estimate \( \sigma^2 \) using the reference model with \( K \) parameters (i.e. the most complex model), this leads us to the following alternative form of the PIC criterion.

\[
(C3') \quad PIC_n^\xi = dQ_n^\xi/dQ_n^\eta(\delta_n^{\xi}) = \left( \Pi_{k=1}^n f_i^{K}/f_i^{\xi} \right)^{1/2} \exp\left\{ \Sigma_{k=1}^n \left( v_i^2/2f_i^{K} - v_i^2/2f_i^{\xi} \right) \right\}
\]

where

\[
\hat{f}_i^{K} = \hat{\delta}_i^{K}(1 + x_i(k)A_{i-1}(k)^{-1}x_i(k)) , \quad \hat{f}_i^{\xi} = \hat{\delta}_i^{\xi}(1 + x_i(K)A_{i-1}(K)^{-1}x_i(K)) ;
\]

\[
v_i^{\eta} = y_i - \hat{\beta}_{i-1}(k)x_i(k) , \quad v_i^{\xi} = y_i - \hat{\beta}_{i-1}(K)x_i(K) .
\]
The form of $\text{PIC}'$ has the distinct advantage (over $\text{PIC}$) that it is invariant to linear transformations of the regressors $x_i(k)$ and $x_i(K)$. Since $\text{PIC}'$ is constructed from the measures of the competing Bayes models over the same subsample of data, the criterion is free from initialization differences and (implicitly) prior distributions on the parameters. The criterion is as close to an "objective" Bayes criterion as we can hope to get -- it is dependent only on the data history over the subsample from $t = K+1, ..., n$.

(iii) When this paper was in the final stages of write up we learnt of some related work on model selection by Wei (1992). Wei suggests a criterion (called "FIC") based on the use of the "Fisher information" $|A_n(k)|$ as a penalty rather than a sample parameter count. Wei's criterion is to select the model (i.e. $k$) that minimizes

$$\text{FIC}_k = n \hat{\sigma}^2_k + \hat{\sigma}^2_k \ln |A_n(k)|,$$

(see equation (5.1.1) of Wei, 1992). Using (22) and (C3) our criterion can be transformed to

$$2\ln(\text{PIC}_k) = (ss_k - ss_{**})/\hat{\sigma}^2_k - \ln( |A_n(**,k)/\hat{\sigma}^2_k|)$$

$$= \hat{\sigma}^2_k[ss_k + \hat{\sigma}^2_k \ln |A_n(k)/\hat{\sigma}^2_k|] - ss_k/\hat{\sigma}^2_k - \ln |A_n(K)/\hat{\sigma}^2_k|.$$  

The quantity in square parentheses above is asymptotically equivalent to $\text{FIC}_k$ when the penalty term $\ln |A_n(k)|$ in $\text{FIC}_k$ is replaced by the scale invariant term $\ln |A_n(k)/\hat{\sigma}^2_k|$ (as suggested in Remark 5.3 of Wei (1991)). Wei's justification for the $\text{FIC}_k$ criterion is that it is more meaningful to use statistical information that is relevant to the model (i.e. $\ln |A_n(k)|$) as a penalty rather than the dimension of the parameter space ($k$). Our justification for $\text{PIC}_k$ is that it is actually the posterior odds in favor of the model with $k$ parameters over the reference model in the given class. Our justification shows that $\text{PIC}$ (and the asymptotically equivalent FIC) are Bayesian criteria that are founded on the principle that one should choose the model that is most favored by the data $a posteriori$ (i.e. in terms of its posterior odds). Development of the respective "Bayes model" measures $Q^4_n$ and $Q^k_n$ for competing models in the class is the essential element in deriving the criterion $\text{PIC}$ and this idea is capable of substantial generalization beyond the present context.

(iv) The exponent in (C3) is one half times the quantity
\[ W_n = \hat{\beta}_n(\ast)A_n(\ast\ast.k)\hat{\beta}_n(\ast)/\delta_k^2, \]

which is the Wald statistic for testing the hypothesis that \( \beta(\ast) = 0 \) in the partitioned model

\[ Y_n = X_n(k)\beta(k) + X_n(\ast)\beta(\ast) + E_n. \]

Let us now assume that the model is autoregressive or autoregressive with trend as in (2), (3) or (4) with possibly some unit roots. Then, using the asymptotic theory developed in the Park-Phillips (1988, 1989) papers it is easy to show that \( W_n = O_p(1) \) as \( n \to \infty \) when the null hypothesis

\[ H_0(\ast) : \beta(\ast) = 0 \]

is correct. Now \( \delta_k^2 \to \sigma^2 \) and \( |A_n(\ast\ast.k)| = O_p(n^m) \) for some integer \( m \geq K-k \), again under the null. Hence

\[ (dQ_n^k/dQ_n^k)(\delta_k^2) \to 0 \]

as \( n \to \infty \) under \( H(\ast) \). On the other hand, when \( H(\ast) \) is false we have \( W_n = O_p(n^t) \) for some \( t \geq 1 \) and hence \( (dQ_n^k/dQ_n^k)(\delta_k^2) \) diverges as \( n \to \infty \). Stating this result formally we have:

3.3. THEOREM: Let the true model (1) be autoregressive or autoregressive with trend as in (2)-(4) with stable roots and possibly one or more unit roots. A "Bayes model" test of

\[ H_0(\ast) : \beta(\ast) = 0, \text{ against } H_1(\ast) : \beta(\ast) \neq 0 \]

is based on the criterion

(C4) Accept \( H_0(\ast) \) in favor of \( H_1(\ast) \) if \( (dQ_n^k/dQ_n^k)(\delta_k^2) < 1 \).

This test is completely consistent in the sense that both type I and type II errors tend to zero as \( n \to \infty \). \( \square \)

3.4. REMARK. The above theory can be applied directly to test for the presence of a unit root. For instance, in model (4) we set \( K = p+2, k = p+1, \beta(\ast) = h \) (the coefficient of \( y_{t-1} \)) and \( x(k)' = (1, t, \Delta y_{t-1}, \ldots, \Delta y_{t-p+1}) \). The criterion (C4) then determines which of the following two "Bayes models" the data favors:
\[ H(Q_n^{k+2}) : \Delta y_{n+1} = \tilde{\phi}_n y_n + \Sigma_{i=1}^{k-1} \tilde{\phi}_i \Delta y_{n+1-i} + \mu_n + \hat{\gamma}_n(n+1) + \varepsilon_{n+1} \]

or

\[ H(Q_n^{k+1}) : \Delta y_{n+1} = \Sigma_{i=1}^{k-1} \tilde{\phi}_i \Delta y_{n+1-i} + \mu_n + \gamma_n(n+1) + \varepsilon_{n+1} . \]

The second model explicitly incorporates a unit root. Both have data-determined and time-evolving coefficients. The only reason for not preferring \( H(Q_n^{k+2}) \) is that it carries the cost of an additional parameter. The criterion (C4) assesses this cost through the penalty that is incorporated in the denominator of \( (dQ_n^k/dQ_n^l)(\hat{\delta}^2) \). If this cost outweighs the gain that is measured in terms of the reduction in the error sum of squares (i.e. \((ss_k - ss_l)/\hat{\delta}^2\), as in the formulation (22)) from the inclusion of the additional regressor then the criterion favors the presence of a unit root in the model. When the cost does not outweigh the gain, then \( H(Q_n^{k+2}) \) is chosen and the unit root rejected.

4. TESTING DIFFERENCE STATIONARITY VERSUS TRENDS STATIONARITY

Bayes model tests of the form given in (C4) may be used to test any sharp null hypothesis (like that of a unit root) about a model. As our discussion makes clear, the test compares one Bayes model with another and the outcome of the test depends on the balance of the gains versus the costs of additional regressors. The testing apparatus will be employed in this section to assess evidence for trend versus difference stationarity. In such cases we must give attention to the gains and costs of including a deterministic trend as well as additional lagged variables. As pointed out in the Introduction, our approach as well as our methodology is different in this respect from existing work on this problem.

Our Bayesian model selection criteria will be used to determine not only the stochastic regressor components of the model but also the form of any deterministic polynomial trend. We therefore do not maintain the presence of a polynomial trend function in the model as in (4) but instead rely on our selection criteria to decide whether it should be included and, if so, in what form.

In addition, we wish to allow for more general stochastic regressor models than
autoregressions. The reference model we use for assessing evidence in favor of the presence of a unit root is the ARMA($p, q$) + trend model given earlier in (5) (and repeated here for convenience):

\begin{equation}
\Delta y_t = h y_{t-1} + \Sigma_{i=1}^{p-1} \psi_i \Delta y_{t-i} + \Sigma_{i=1}^{q} \psi_i \epsilon_{t-i} + \mu + \gamma t + \epsilon_t,
\end{equation}

where $\epsilon_t \sim \text{iid } N(0, \sigma^2)$. To deal with the MA error components in (5) we propose employing the first two stages of the so-called Hannan-Rissanen (1982, 1983) procedure. This involves the use of a (possibly) long first stage autoregression in place of (5) to estimate the error process $\epsilon_t$. The residuals from the first stage autoregression are then used to replace the lagged errors $\epsilon_{t-i}$ in the MA component of (5) in the second stage. In both first and second stages a consistent model selection procedure (like BIC or PIC) is used to determine the appropriate order of the regression. In addition, we apply a model selection procedure to determine the order of the accompanying trend polynomial.

The precise steps in our procedure are detailed in full in the algorithm that follows:

4.1. MODEL SELECTION ALGORITHM AND DATA-BASED UNIT ROOT TEST

STEP 1. Set maximum orders for the stochastic and deterministic components of the model as follows:

- $K =$ maximum autoregressive lag,
- $J =$ maximum moving average lag,
- $L =$ maximum degree of polynomial time trend.

STEP 2. Run a sequence of long autoregressions with a fitted time trend of the form

\begin{equation}
\Delta y_t = \delta_{0} y_{t-1} + \Sigma_{i=1}^{k-1} \delta_i \Delta y_{t-i} + \Sigma_{i=0}^{L} \beta_i t^i + \text{residual}
\end{equation}

for $k = 0, 1, ..., \tilde{K}$. Choose $\tilde{K} > K$ to be large in this step (for example, we might choose $\tilde{K} = 10$ or $15$ when the sample size $n = 100$). (When $k = 0$ the regression is $y_t = \Sigma_{i=0}^{L} \beta_i t^i + \text{residual}$ and there is no autoregressive component.) Select the order of the autoregression using the PIC or BIC criteria. If PIC is used it is helpful to run regression (26) with $k = \tilde{K}$ first to set the reference measure. Let $\hat{k}$ be the selected order of this regression.
**STEP 3.** Run a sequence of autoregressions with fitted time trends of variable degree of the form

\[ \Delta y_t = \tilde{\alpha}_0 y_{t-1} + \sum_{i=1}^{\lambda-1} \tilde{\alpha}_i \Delta y_{t-i} + \sum_{j=0}^\lambda \tilde{\beta}_j t^j + \text{residual} \]

for \( \ell = -1, 0, 1, ..., L \). (When \( \ell = -1 \), no intercept is included in (27).) Select the order of the trend polynomial using the PIC or BIC criterion. (Again, if PIC is used, run the regression (27) with \( \ell = L \) first to set the reference measure.) Let \( \hat{\ell} \) be the selected degree of the polynomial time trend from this regression. Compute the residuals from this regression and call them \( \hat{\varepsilon}_t \).

**STEP 4.** Run a double sequence (or array) of regressions with lagged residual regressors \( \hat{e}_{t-s} \) of the form

\[ \Delta y_t = \hat{\alpha}_0 y_{t-1} + \sum_{i=1}^{k-1} \hat{\alpha}_i \Delta y_{t-i} + \sum_{j=0}^q \hat{\beta}_j t^j + \sum_{s=1}^\tau \hat{\varepsilon}_{t-s} + \text{residual} \]

for \( (k = 0, 1, ..., \bar{k} = \max(\hat{k}, K); q = 0, 1, ..., \bar{q}) \). Select the orders of the moving average and autoregressive components simultaneously from this array of regressions using the PIC or BIC criterion. If PIC is used, the regression (28) can be run with \( k = \bar{k} \) and \( q = \bar{q} \) first to set the reference measure. If BIC is used it is preferable to compute the estimate of \( \sigma^2 \) that is utilized in the criterion (C1) from the second stage regression (28) by means of the recursion

\[ e_t^* = \Delta y_t - \hat{\alpha}_0 y_{t-1} - \sum_{i=1}^{\bar{k}} \hat{\alpha}_i \Delta y_{t-i} - \sum_{j=0}^q \hat{\beta}_j t^j + \sum_{s=1}^\tau \hat{\varepsilon}_{t-s} e_t^* \]

with the initialization \( e_t^* = y_t = 0 \) for \( t \leq 0 \). Kavalieris (1991) shows that this method leads to improved estimates of the autoregressive-moving average orders. Let \( \hat{\rho} \) and \( \hat{q} \) be the respective order of the autoregressive and moving average components selected from this array of regressions.

**STEP 5.** Run the regression (28) with selected orders \( \hat{\rho}, \hat{q}, \hat{\ell} \) of the autoregressive, moving average and trend components giving

\[ \Delta y_t = \hat{\alpha}_0 y_{t-1} + \sum_{i=1}^{\hat{\rho}-1} \hat{\alpha}_i \Delta y_{t-i} + \sum_{j=0}^{\hat{q}} \hat{\beta}_j t^j + \sum_{s=1}^{\hat{\ell}} \hat{\varepsilon}_{t-s} + \varepsilon_t \].
**STEP 6.** (a) If \( \hat{\beta} > 0 \), compute the "Bayes model" test criterion (C4) to assess the support for the presence of a unit root in the selected model (29). Writing (29) in the regression notation

\[
\Delta y = \sigma_0 y_{-1} + Z \delta + \tau,
\]

the test criterion has the simple form

(30) \[ BLR(\kappa) = (dQ^M_n / dQ^{M-1}_n)(\delta^2_\kappa) = \left( (1/\hat{\sigma}^2_\kappa) y_{-1} \bar{P}_Z y_{-1} \right)^{-1/2} \exp \left( \left( 1/2 \hat{\sigma}^2_\kappa \sigma^2_0 (y_{-1} \bar{P}_Z y_{-1}) \right) \right), \]

where \( M = \hat{\beta} + \hat{q} + \hat{\tau} + 1 \), \( \bar{P}_Z = I - Z(ZZ')^{-1}Z' \), and \( \delta^2_\kappa = \tau' \tau / (n - M) \). The Bayes model with a unit root is favored over (29) when \( BLR(\kappa) < 1 \).

(b) If \( \hat{\beta} = 0 \), we accept that there is no autoregressive component in the model and, hence, no autoregressive unit root. □

The order estimators (\( \hat{\beta}, \hat{q}, \hat{\tau} \)) are consistent estimators of the true orders, provided the latter are finite (see Hannan (1980), Hannan-Rissanen (1982), Hannan-Diestler (1988, Ch. 5) and Kavalieris (1991) for details in the case of the BIC criterion). Also the fitted residuals \( \hat{\varepsilon}_{-1} \) are consistent estimators of \( \varepsilon_{-1} \) in (29). (If the true model has an MA component the residuals are still consistently estimated in the first stage regression (26) with \( k = K \) because \( K \) is selected to be large and allowed to tend to infinity with \( n \), so that the selected AR order \( \hat{k} \to \infty \) in this case.) It follows that (29) is asymptotically correctly specified and \( (\kappa_0 - \kappa_0^2)(y_{-1} \bar{P}_Z y_{-1}) = O_p(1) \) where \( \kappa_0 \) is the true value of \( \kappa_0 \). Furthermore, \( y_{-1} \bar{P}_Z y_{-1} \) diverges as \( n \to \infty \) so that the statistic \( BLR(\kappa_0) \to 0 \) as \( n \to \infty \) when \( \kappa_0 = 0 \), whereas \( BLR(\kappa_0) \) diverges to infinity when \( \kappa_0 \neq 0 \). We have:

4.2. **Theorem.** The Bayes model likelihood ratio criterion \( BLR(\kappa_0) \) given by (30) provides a completely consistent test of the hypothesis of a unit root in the class of finite parameter ARMAX(\( p, q, \ell \)) models with trend polynomials as exogenous regressors.

4.3. **Remarks.** (i) The sequence of model selecting regressions in Algorithm 4.1 can be used for a variety of ultimate purposes. Here we have focussed on obtaining a data-based unit root test using our "Bayes model" test criterion (C4). This relies on the \( BLR(\kappa_0) \) statistic given in
(30). We could also use the algorithm to extract a Dickey-Fuller type $t$-test for a unit root as Said-Dickey (1984) do in terms of a long autoregression (leading to the so-called ADF or augmented Dickey-Fuller test); but in our procedure a general ARMAX system would be considered and our order selection methods would be employed to determine the best model before attempting to test for the presence of a unit root. Work on this alternative procedure is now proceeding and will be explored in a later paper.

(ii) A major difference between our procedure and the ADF procedure as it is used in practice is that we allow the data to select the order of the trend polynomial. As a result, our test procedure is not invariant to the presence of trend or the trend coefficients themselves. We view this as an advantage. Indeed, the stronger is the trend the more likely is our procedure to find a trend to be present in the data in finite samples. Moreover, if the true model has a unit root with drift then our procedure will asymptotically select a model with a unit root and intercept i.e. model (29) with $a_0 = 0$ and $\hat{\beta} = 0$. In this sense, our statistical procedure will be economical on the number of parameters and, unlike the Dickey-Fuller procedure, will not always include parameters and variables that are unnecessary under the null hypothesis.

(iii) We may also be interested in the "Bayes model" produced by 4.1, for example, if we wish to use the model for forecasting. In such cases we may wish to proceed with the third stage of the Hannan-Rissanen procedure (see Hannan-Rissanen (1982) and Hannan-Deistler (1988, Ch. 5)) in order to obtain asymptotically efficient estimates of the coefficients. □

All of the procedures outlined in this section of the paper have been programmed in GAUSS-386i (Version 2.2). When $n = 100$, $\bar{K} = 10$, $K = 3$, $J = 3$, $L = 1$ the computation time taken by the algorithm on a 486-33 PC is approximately 0.85 seconds.
5. SIMULATION EVIDENCE

Simulations were conducted to evaluate the performance of our model selection criterion PIC and our data-based algorithm for detecting the presence of a unit root. We shall discuss these experiments in turn.

(a) Model selection by PIC

The model chosen for this experiment was the AR(p) given by (2) with $p = 3$ and $\varepsilon_i \sim \text{iid } N(0, 1)$. In the PIC criterion the reference model used in the construction of PIC$_k$ in (C3) was an AR(K) with $K = 10$. The BIC criterion given in (C1) and the AIC criterion of Akaike (1969) were also used for comparative purposes. A sample size of $n = 100$ was used and a large grid of autoregressive coefficients were considered giving a range of models from three unit roots to a nearly iid process. In terms of the roots $(\lambda_i, i = 1, 2, 3)$ of the characteristic equation of the autoregression we took a grid of values in increments of 0.20 for each root $\lambda_i$ in the interval $[-0.8, 1]$.

--- Figure 1 about here ---

The results are graphed in Figure 1, which gives a surface that displays the difference between the estimated probability (based on 10,000 replications) of a correct model choice by PIC and BIC, respectively. The surface shows that PIC outperforms BIC almost uniformly over the parameter space considered here. The probability of a correct model choice by PIC exceeds that of BIC by over 0.06 in some cases and on average by more than 0.02. Observe that PIC improves BIC not only in the nonstationary and near-nonstationary region but also in the stationary region of the parameter space.

Table 1 gives detailed model choice statistics for AIC, BIC and PIC for eight specific parameter configurations of $(\lambda_1, \lambda_2, \lambda_3)$ including stationary and nonstationary cases. Only in the case where $(\lambda_1, \lambda_2, \lambda_3) = (0.4, 0.4, 0.4)$ does BIC choose the correct model more times than PIC and then the estimated difference $P(\text{correct model choice by BIC}) - P(\text{correct model choice by PIC}) = 0.005$. In this case all the criteria favor the more parsimonious AR(2) over
### TABLE 1: MODEL SELECTION BY AIC, BIC AND PIC IN AN AR(3)

<table>
<thead>
<tr>
<th>Lag order chosen in AR(p)</th>
<th>$\lambda_1 = \lambda_2 = \lambda_3 = 1.00$</th>
<th>$\lambda_1 = \lambda_2 = \lambda_3 = 0.80$</th>
<th>$\lambda_1 = \lambda_2 = \lambda_3 = 0.60$</th>
<th>$\lambda_1 = \lambda_2 = \lambda_3 = 0.40$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AIC</td>
<td>BIC</td>
<td>PIC</td>
<td>AIC</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td>3</td>
<td>7904</td>
<td>9537</td>
<td>9630</td>
<td>8014</td>
</tr>
<tr>
<td>4</td>
<td>1123</td>
<td>387</td>
<td>303</td>
<td>1123</td>
</tr>
<tr>
<td>5</td>
<td>464</td>
<td>57</td>
<td>54</td>
<td>394</td>
</tr>
<tr>
<td>6</td>
<td>218</td>
<td>13</td>
<td>8</td>
<td>229</td>
</tr>
<tr>
<td>7</td>
<td>117</td>
<td>6</td>
<td>3</td>
<td>105</td>
</tr>
<tr>
<td>8</td>
<td>82</td>
<td>0</td>
<td>0</td>
<td>55</td>
</tr>
<tr>
<td>9</td>
<td>60</td>
<td>0</td>
<td>2</td>
<td>41</td>
</tr>
<tr>
<td>10</td>
<td>32</td>
<td>0</td>
<td>0</td>
<td>22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda_1 = 1.00, \lambda_2 = 0.60, \lambda_3 = 0.40$</th>
<th>$\lambda_1 = 1.00, \lambda_2 = 0.60, \lambda_3 = 0.20$</th>
<th>$\lambda_1 = 1.00, \lambda_2 = 0.60, \lambda_3 = 0.00$</th>
<th>$\lambda_1 = 0.80, \lambda_2 = 0.80, \lambda_3 = 0.40$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>BIC</td>
<td>PIC</td>
<td>AIC</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2650</td>
<td>5163</td>
<td>4770</td>
</tr>
<tr>
<td>3</td>
<td>5621</td>
<td>4543</td>
<td>4992</td>
</tr>
<tr>
<td>4</td>
<td>940</td>
<td>242</td>
<td>186</td>
</tr>
<tr>
<td>5</td>
<td>377</td>
<td>41</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td>172</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>107</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>60</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>44</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>29</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Notes: Number of replications = 10,000; sample size $n = 100$

an AR(3) and BIC underestimates the order by choosing an AR(1) more frequently than PIC. For the other parameter values PIC clearly dominates BIC in terms of correct model choice by as much as 10% in some instances (e.g. $\lambda_1 = 0.80, \lambda_2 = 0.80, \lambda_3 = 0.40$). The tendency towards overestimation of model order by AIC is evident in all cases.

(b) Posterior odds data-based tests for a unit root

Tables 2(a) and 2(b) show estimated rejection probabilities for the data-based unit root test described in the algorithm of Section 4.1. An ARMA($\tilde{\rho}, \tilde{\eta}$) + trend ($\hat{\tau}$) model is constructed with estimated orders $\tilde{\rho}, \tilde{\eta}$ and $\hat{\tau}$ using Steps 1-6 of the algorithm. The estimated rejection probabilities given in these tables are obtained from 1,000 replications. The unit root test is based on the posterior odds ratio given by (30) when $\tilde{\rho} > 0$. The odds favor the presence of a unit root when the statistic satisfies BLR($\Pi_0$) < 1. When $\tilde{\rho} = 0$, a unit root model is automatically rejected as there is no autoregressive component in the selected model.
TABLE 2(a): SIMULATION ESTIMATES OF UNIT ROOT REJECTION PROBABILITIES

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>ARMA(1,1) model: $y_t = \varphi y_{t-1} + \varepsilon_t + \theta \varepsilon_{t-1}$</th>
<th>AR(2) model: $y_t = \varphi y_{t-1} + \psi y_{t-2} + \varepsilon_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta$</td>
<td>1.00</td>
</tr>
<tr>
<td>$n=100$</td>
<td>-0.80</td>
<td>0.173</td>
</tr>
<tr>
<td></td>
<td>-0.60</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>-0.40</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>-0.20</td>
<td>0.040</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>0.042</td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.076</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.095</td>
</tr>
</tbody>
</table>

Number of replications = 1,000

TABLE 2(b): SIMULATION ESTIMATES OF UNIT ROOT REJECTION PROBABILITIES

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>ARMA(1,1) + trend model: $y_t = \delta t + x_t$, $d = 0.025$, $x_t = \varphi y_{t-1} + \varepsilon_t + \theta \varepsilon_{t-1}$</th>
<th>AR(2) + trend model: $y_t = \delta t + x_t$, $d = 0.025$, $x_t = \varphi y_{t-1} + \psi y_{t-2} + \varepsilon_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta$</td>
<td>1.00</td>
</tr>
<tr>
<td>$n=100$</td>
<td>-0.80</td>
<td>0.804</td>
</tr>
<tr>
<td></td>
<td>-0.60</td>
<td>0.371</td>
</tr>
<tr>
<td></td>
<td>-0.40</td>
<td>0.325</td>
</tr>
<tr>
<td></td>
<td>-0.20</td>
<td>0.289</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.147</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>0.162</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>0.226</td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.279</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.310</td>
</tr>
</tbody>
</table>

Number of replications = 1,000
For the first case, given in Table 2(a), we considered models with no trend and the maximum degree of the polynomial trend was set at \( L = -1 \) in Step 1 of the algorithm. Results for both ARMA(1,1) and AR(2) models are shown in the table. For the ARMA (1,1) model and \( n = 100 \) the rejection probability under the null (when \( a = 1.00 \)) is in the range 0.06-0.09 for all values of the MA coefficient \( \theta \) except \( \theta = -0.8 \). At \( \theta = -0.8 \) the rejection probability is 0.173 and in this case the algorithm more frequently selects a model with no autoregressive (and moving average) component giving \( \beta = 0 \). The rejection probabilities rise rapidly for all values of \( \theta \) as \( a \) departs from unity. When \( n = 150 \), the rejection probabilities at the null are noticeably smaller than when \( n = 100 \), corresponding to the fact that the type I error for this test goes to zero as \( n \) increases. Again, rejection probabilities (or power) increase rapidly for \( a \neq 1 \). Similar observations apply to the AR(2) model. In this case the size characteristics of the test are more stable at \( n = 100 \), although rejection under the null decreases as the second AR coefficient \( \rho = 1.00 \), as would be expected since there are now almost two unit roots in the model. The power in this case is substantial for all parameter values except \( \rho = 0.80 \) (again, since the second root is near to unity). Size decreases and power increases when \( n \) increases to 150, as in the ARMA(1,1) case.

Table 2(b) shows corresponding results for the same models and parameter values but has a linear trend in the generating mechanism and allows the algorithm to select the trend degree as well as the lag orders. In this case, the rejection probabilities under the null are much higher than in Table 2(a), as would be expected. In finding the best model for the data, the algorithm frequently favors a Bayes model with evolving trend and transient dynamic coefficients even when there is a unit root. When \( n \) increase from 100 to 150 the probability of rejecting the presence of a unit root under the null falls and the procedure clearly has more discriminating power for samples of this size. For the AR(2) + trend model the rejection probabilities under the null are lower and more uniform than for the ARMA(1,1) + trend model. Power increases rapidly in this case except when \( \rho = 0.80 \), in which case the presence of the two positive and large autoregressive roots leads to somewhat lower rejection probabilities (e.g. 0.46 for \( a = \rho = 0.8 \) when \( n = 150 \)).
Overall, the authors find the results of these simulation exercises to be quite encouraging. Even for cases where classical unit root tests have serious size distortion, like the ARMA(1,1) model with a strong negative moving average effect, the data-based procedure seems to work quite well. As in the case of classical tests, the presence of trends generally reduces discriminatory power but when $n = 150$ the data-based procedure gives results that we find very acceptable, especially given the complexity of this problem and the disappointing performance of other methods. For AR models with trend the procedure seems to work rather well.

6. EMPIRICAL ILLUSTRATION

The methods of Sections 3 and 4 were applied to the fourteen historical US time series studied by Nelson-Plosser (1982). For each of the fourteen series we applied the algorithm described in Section 4. We set the maximum polynomial time trend degree at $L = 1$ in Step 1, the long autoregressive lag parameter in Step 2 at $\bar{K} = 10$ and the maximum ARMA lag lengths in Step 4 at $K = J = 3$. Both ARMA + trend and AR + trend models were employed. We used our model selection criterion PIC to choose the trend degree and AR order and the BIC criterion to choose the ARMA lag lengths in Step 4. The BIC criterion was used in the latter step as it was simpler to program. In later work we plan to use the PIC criterion throughout, once the software is written to accommodate ARMA specifications.

The empirical results are shown in Table 3. Real GNP, nominal GNP and per capita GNP are all found to have AR(2) specifications with no deterministic trend but with a unit autoregressive root. The posterior odds in favor of the unit root for these series ranges from 60:1 to 400:1. Note that these are odds in favor of the "Bayes model" with a unit root against the corresponding "Bayes model" without the unit root -- see Remark 3.4 above. This result provides strong Bayesian confirmation of the earlier classical results of Nelson-Plosser.

Only two series (money stock and industrial production) are found to have linear deterministic trends. For these two series the odds against the presence of a unit root in the "Bayes models" are around 6:1 and 3:1 respectively. Unemployment is found to be stationary with a nonzero mean (i.e. the model with fitted intercept is selected in favor of a model with a
linear trend and a model with no trend and no intercept.

### Table 3: Empirical Results for Nelson-Plosser Data

<table>
<thead>
<tr>
<th>Series</th>
<th>Block A Model class = ARMA(p, q) + linear trend</th>
<th>Block B Model class = AR(p) + linear trend</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model selected</td>
<td>Long-run autoregressive coefficient</td>
</tr>
<tr>
<td></td>
<td>Dynamics</td>
<td>Deterministic trend degree*</td>
</tr>
<tr>
<td>Real GNP</td>
<td>AR(2)</td>
<td>-1</td>
</tr>
<tr>
<td>Nominal GNP</td>
<td>AR(2)</td>
<td>-1</td>
</tr>
<tr>
<td>Real p.c. GNP</td>
<td>AR(2)</td>
<td>-1</td>
</tr>
<tr>
<td>Industrial production</td>
<td>AR(1)</td>
<td>1</td>
</tr>
<tr>
<td>Employment</td>
<td>AR(2)</td>
<td>-1</td>
</tr>
<tr>
<td>Unemployment</td>
<td>ARMA(1,1)</td>
<td>0</td>
</tr>
<tr>
<td>GNP deflator</td>
<td>AR(2)</td>
<td>-1</td>
</tr>
<tr>
<td>Consumer prices</td>
<td>ARMA(2,1)</td>
<td>-1</td>
</tr>
<tr>
<td>Nominal wages</td>
<td>ARMA(1,1)</td>
<td>-1</td>
</tr>
<tr>
<td>Real wages</td>
<td>AR(1)</td>
<td>-1</td>
</tr>
<tr>
<td>Money Stock</td>
<td>AR(2)</td>
<td>1</td>
</tr>
<tr>
<td>Velocity</td>
<td>AR(1)</td>
<td>-1</td>
</tr>
<tr>
<td>Bond yields</td>
<td>AR(1)</td>
<td>-1</td>
</tr>
<tr>
<td>Stock prices</td>
<td>AR(1)</td>
<td>-1</td>
</tr>
</tbody>
</table>

*Legend: deterministic trend degree p = -1 (no trend or intercept), p = 0 (intercept only), p = 1 (intercept + linear trend)

All of the remaining series are found to be stochastically nonstationary. The nominal wage series provides a very interesting case where a "Bayes model" with a mildly explosive long run autoregressive coefficient of 1.0054 is selected over a model with a unit root. The nonstationary models selected for all of the other series have unit roots. Note that in the case of the stock price series the odds in favor of the presence of a unit root are close to 100:1.

Table 3 also details the models and the lag orders selected. We note that eleven of the series are found to be autoregressive, either AR(2) (6 series) or AR(1) (5 series). Three of the series are autoregressive moving average, either ARMA(1,1) (unemployment and the nominal wage) or ARMA(2,1) (the consumer prices).

Results obtained by restricting the model class to be purely autoregressive are given in Block B of Table 3. All of the conclusions concerning stochastic nonstationarity are the same. The only important change from restricting the class of models to be autoregressive is for the nominal wage series. In this case an AR(1) model with no deterministic trend is selected (as distinct from an ARMA(1,1)) and the posterior odds are in favor of the presence of a unit root as compared with a mildly explosive autoregressive root when the wider model class is used for model selection.
7. CONCLUSION

This paper puts forward what we believe is a new paradigm for Bayesian inference in time series. As we have shown in Theorem 2.3, the effect of data conditioning in a time series model is to alter the context of statistical inference from the original model to a location model, like (15), where $\hat{\beta}_{n+1}$ is the best estimate of the location of $y_{n+1}$ given the historical trajectory (i.e. information in $\mathcal{F}_n$). In such a context, a Gaussian (or asymptotically Gaussian) posterior density for the parameter vector $\beta$ that is centered on the maximum likelihood estimate $\hat{\beta}_n$ seems eminently reasonable, whereas it is much less reasonable in the context of the original time series model because of the poor sampling properties of $\hat{\beta}_n$. We call location models such as (15) "Bayes models" because they arise naturally in the passage to the posterior density due to data conditioning. Associated with these models are probability measures that we call "Bayes model" measures. Our new paradigm for Bayesian inference works explicitly with these "Bayes model" measures. The measures allow us to compare models and to conduct tests, almost as we do in classical theory, by using likelihood ratios. What is especially powerful in the new paradigm is that problems that have been separately treated before in time series analysis (like model selection and hypothesis testing) are now treated simply as different aspects of the same common theory. Thus, a model is selected when its density under these new measures is the largest in a given class. And a point null hypothesis is favored by the data when the likelihood ratio of the "Bayes model" densities exceeds given prior odds, which we typically set to unity. In other words, the likelihood ratio or RN derivative of the respective "Bayes model" measures allows us to discriminate statistically equally well among models and among sharp hypotheses about parameters in those models.

The empirical results of Section 6 provide support for the earlier conclusions of Nelson-Plosser (1982) concerning the presence of stochastic trends in US historical time series. Especially interesting in these results is the fact that deterministic trends receive support from model selection methods for only two series (the money stock and industrial production). These series and the unemployment rate are the only series found to be trend or level stationary.
We emphasize that our approach to inference is very different from both classical and Bayesian methods that have heretofore been adopted in studies relating to the presence or absence of unit roots in economic time series. Since our methods are data-based and integrally involve model selection we allow the data to choose the most appropriate model. As more data accumulates, this approach recognizes the potential need for the model itself to evolve. And when the model changes, so too may the conclusions concerning the presence or absence of stochastic nonstationarity. We view this flexibility and updating as an inherent advantage of our approach.

This approach to Bayesian inference in time series models has many applications beyond those presented here. The authors plan to report on analytical extensions of the theory to nonlinear models, multivariate models and models with cointegrated processes in later work.
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Difference in $P$ (correct model choice) between PIC & BIC

(a) first root = 1.00

(b) first root = 0.60

Figure 1: PIC − BIC Difference