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COMPARISON OF k-CLASS ESTIMATORS WHEN
THE DISTURBANCES ARE SMALL

by
Joseph B. Kadane*

1. Introduction

The study of simultaneous equation econometric models has led to many estimators alternative to ordinary least squares: single-equation limited information maximum likelihood and two-stage least squares, for example. However, the behavior of these estimators has been difficult to describe, and it has been difficult to choose among these estimators. The work described in this paper explores this problem in the case in which lagged dependent variables are not permitted.

To be most useful for normative purposes, a description must be detailed enough to give a good approximation and expose differences between estimators, and yet be simple enough to strengthen intuition and yield easily-described comparisons. Since detail and simplicity are in conflict, approaches may differ in this respect.

One important approach used in the past is large-sample asymptotic theory. This reveals a persistent bias in ordinary least squares, and a large-sample asymptotic equivalence between two-stage least squares and single-equation limited information maximum likelihood. Additionally, Nagar [12] found the $\frac{1}{T}$ term in the large-sample asymptotic bias and the
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Economists have been uneasy, however, about application of large sample theory to samples which may not be "large" in the relevant sense. Additionally large sample asymptotic results often depend on an assumption about the asymptotic behavior of the moment matrix of exogenous variables which is difficult to justify.

Monte Carlo experiments [17, 13, 14, 7, 8], a second approach to the problem, have only rarely been used to explore the domain of validity of large sample approximations to the mean and variance of an estimator. They have provided some insights into the behavior of estimators under a variety of circumstances, but hypotheses generated by Monte Carlo experiments are difficult to place in a general theory unless they have analytic confirmation of some kind. The parameter space is so large that Monte Carlo results often fail to provide a reasonably comprehensive picture. Corollary 1 below gives an example of a result which is true for small models, like those used in most Monte Carlo work, but which appears to be reversed in large models, which are often encountered in practice.

A third approach, introduced by Basmann [2], finds fixed sample exact densities and moments. More recent work on this line has been done by Basmann [3, 4], Bergstrom [5], Kabe [9, 10], Richardson [15], Takeuchi [18] and Sawa [16]. All of these papers have been limited to the case of two endogenous variables in the equation being estimated. An important result of this work has been the finding (in a special case by Basmann [2], in a more general form by Takeuchi [18] and Sawa [16]) that for two-stage least squares, moments of order less than \( K \) exist, and those larger do not, where \( K \) is the number of exogenous variables in the system. However, the method is difficult, as it involves integrating a noncentral Wishart distribution, and the results for the exact moments and densities have been so complicated as not be be very illuminating.

The paper introduces a fourth approach, based on asymptotic series in a scalar multiple, \( \sigma \), of the variance of the disturbance in the model.
As $\sigma \to 0$ the regression function is an increasingly good description of the random variables generated. Intuitively this is suggested by Gauss's "Theory of Errors"—the errors were never intended to be so large as to swamp the regression function.

The major results of this paper are the computation of the bias (to order $\sigma^2$) and matrices of second moments about the true values (to order $\sigma^4$) for all $k$-class estimators (for fixed $k$) and for single-equation limited information maximum likelihood. These results are given in section 2, and proved in the appendix. They provide the basis for a number of interesting corollaries.

One corollary is that for equations in which the degree of over-identification is less than or equal to six, two-stage least squares uniformly dominates the limited information maximum likelihood estimators (in the sense that the difference between the moment matrices of these estimators is asymptotically (as $\sigma \to 0$) positive semi-definite regardless of the values taken by parameters or exogenous variables). This is unexpected on the basis of the considerations introduced by Chow [6]. Interpreted in this context, this result means that allowing the data to choose the direction of minimization (limited information maximum likelihood) introduces too much variability into the estimator compared to the benefit gained by fixing an arbitrary direction (two-stage least squares). There are some indications that this preference for two-stage least squares is reversed as the degree of over-identification gets large.

A second corollary shows that for sufficiently small sample sizes and degree of over-identification, ordinary least squares dominate two-stage least squares in the same sense. This had been suspected by econometricians for some time, I believe. Finally, and a surprise, a third corollary shows that the $k$-class estimator with smallest asymptotic variance occurs when $k$ is negative (of course, this takes no account of the bias, which can be considerable). These are examples of the usefulness of reasonably simple approximations.
The results obtained bear an interesting relationship to each of the three other approaches. Since the sample size, \( T \), is a parameter in small-\( \sigma \) asymptotics, a natural way to compare large-sample and small-\( \sigma \) results is to allow \( T \to \infty \) in the latter. Remarkably, in each case in which large-sample results are available, the limit of the small-\( \sigma \) expression (as \( T \to \infty \)) is the large sample asymptotic expression. Thus the results of Nagar [12] are obtained for the special case \( k = 1 + \alpha \) (for constant \( \alpha \)) in the computation of the bias and moment-matrix (theorems 2 and 3). Also the results of Anderson and Rubín [1] are obtained on the distribution of the root , \( \lambda \), of the determinental equation appearing in the theory of limited information maximum likelihood. (See also [11].) Thus small-\( \sigma \) asymptotics can be thought of as a reasonably good approximation to the behavior of \( k \)-class estimators whenever some combination of large sample (i.e. large \( T \)) and low phenomenon variability (small \( \sigma \)) ought to lead to reasonably good estimation. Small-\( \sigma \) asymptotics have the important advantage over large-sample theory of being able to "correct" for sample size. Therefore whenever an econometrician is prepared to trust large-sample theory, he should be willing to trust small-\( \sigma \) theory more.

In conclusion, small-\( \sigma \) asymptotics have the following advantages:

(i) They are as simple as, and a generalization of, large-sample theory,
(ii) They can provide definite answers to normative choice of estimator questions.

The ability of small-\( \sigma \) asymptotic expansions to explain Monte-Carlo studies, and the light this sheds on various past Monte-Carlo studies, is to be considered in a separate paper. Whether ultimately this small-\( \sigma \) asymptotics prove to be the best compromise between simplicity and detail remains to be seen. However, it is interesting to note that this approach can be applied to many other econometric and statistical questions [11].
2. Statement of Results

Let the complete system

\[ YB + Z\gamma + \sigma U = 0 \]

have a first equation

\[ y = Y_1^1 \beta + Z_1^1 \gamma + \sigma u \]

where \( Y \) is a \( T \times G \) matrix of endogenous variables, partitioned \( Y = (y, Y_1, Y_2) \) where \( y \) is \( T \times 1 \), \( Y_1 \) is \( T \times G_1 \) and \( Y_2 \) is \( T \times G_2 \) \( (G = G_1 + G_2 + 1) \); \( Z \) is a \( T \times K \) matrix of exogenous variables, partitioned \( Z = (Z_1, Z_2) \) where \( Z_1 \) is \( T \times K_1 \) and \( Z_2 \) is \( T \times K_2 \) \( (K = K_1 + K_2) \), \( Z \) is assumed to have rank \( K \); \( B \) is a non-singular \( G \times G \) matrix of parameters with first column \((-1, \beta', 0')')\) where \(-1\) is a scalar, \( \beta \) is \( G_1 \times 1 \) and \( 0 \) is a \( G_2 \times 1 \) vector of zeros; \( \Gamma \) is a \( K \times G \) matrix of parameters with first column \((\gamma', 0')')\), where \( \gamma \) is \( K_1 \times 1 \) and \( 0 \) is a \( K_2 \times 1 \) vector of zeros; \( U \) is a \( T \times G \) matrix of jointly normal residuals with zero means and covariances \( E u_t u_t' j = \sigma_{ij} \delta_{tt} \) and with first column \( u \); \( \sigma_{11} = 1 \) and \( \sigma \) is a (small) positive number. The general \( k \)-class estimator of \( (\beta, \gamma) \) is

\[ \frac{\hat{\beta}}{\hat{\gamma}}_k = \begin{bmatrix} Y_1'Y_1 - kV^*v' & Y_1'Z_1 \\ Z_1'Y_1 & Z_1'Z_1 \end{bmatrix}^{-1} \begin{bmatrix} (Y_1 - kV*)' \nu \\ Z_1' \nu \end{bmatrix} y \]

where \( V^* = P Z_1 \) and where for any matrix \( X \), \( \bar{P}_{X} = I - X(X'X)^{-1}X' \) is the projection onto the space orthogonal to the columns of \( X \). As is well-known, the two stage least squares estimate corresponds to \( k = 1 \), ordinary least squares corresponds to \( k = 0 \), and limited information (single equation) maximum likelihood corresponds to \( k = \lambda \), where
\[
\lambda = \min_{\beta_*} \frac{\beta_*^\prime Y_*^\prime Z_1 \beta_*}{\beta_*^\prime Y_*^\prime P_* Y_* \beta_*} = \frac{\beta_*^\prime Y_*^\prime P_* Y_* \hat{\beta}_*}{\beta_*^\prime Y_*^\prime P_* Y_* \beta_*}
\]
and \( Y_* = (y, y_1) \).
\( \hat{\beta}_*^i \) in (4), when normalized, can be written as \((-1, \hat{\beta}_\lambda^i)\) where \( \hat{\beta}_\lambda \) is limited information maximum likelihood estimator of \( \beta \).

To write the reduced form of the system, partition \( B^{-1} \) conformably with \( Y = (y, y_1, y_2) \) as \( B^{-1} = (b, B_1, B_2) \) where \( b \) is \( G \times 1 \), \( B_1 \) is \( G \times G_1 \) and \( B_2 \) is \( G \times G_2 \). Then
\[
\begin{align*}
y &= -2Z\Gamma b - \sigma Ub \\
y_1 &= -2Z\Gamma B_1 - \sigma UB_1 \\
y_2 &= -2Z\Gamma B_2 - \sigma UB_2
\end{align*}
\]
From (5), write
\[
[Y_1, Z_1] = [-2Z\Gamma B_1, Z_1] + \sigma [-UB_1, 0] = \chi + \sigma V,
\]
and let \( Q = (\chi'\chi)^{-1} \). Also let the first column of \( \Sigma \) be \( \sigma_1 \). Then, following Nagar [12], define
\[
q = \text{Cov} (V, u) = E(V'u) = \begin{bmatrix} -B_1' \sigma_1 \\ \vdots \end{bmatrix}, \text{ a } G \times 1 \text{ vector,}
\]
\[
C_1 = qq'
\]
\[
C_2 = \begin{pmatrix} B_1' (\Sigma \cdot \sigma_1 \sigma_1') B_1 & 0 \\ 0 & 0 \end{pmatrix}, \text{ a } G \times G \text{ matrix.}
\]
Finally, let \( r_k = (1-k)T + kK - G_1 - K_1 - 1 \), so that, for ordinary least squares,
\[
r_0 = T - G_1 - K_1 - 1
\]
for the two-stage least squares
\[
r_1 = K - G_1 - K_1 - 1 = K_2 - G_1 - 1 = L - 1
\]
where \( L = K_2 - G_1 \) is the degree of overidentification.
Theorem 1 (asymptotic bias)

(6) \( E(e_k) = \sigma^2 r_k Q q + O(\sigma^4) \) for fixed \( k \), and

\[
E(e_{\lambda}) = -\sigma^2 Q q + O(\sigma^4)
\]

for limited-information maximum likelihood, where

\[
e_k = \begin{pmatrix} \beta \\ \gamma \end{pmatrix}_k = \begin{pmatrix} \beta \\ \gamma \end{pmatrix}.
\]

Substituting \( k = 1 + \alpha/T \) in (6) yields Nagar's [12] bias result as \( T \to \infty \). Also notice that

\[
k = \frac{T - G_1 - K_1 - 1}{T - K} = 1 + \frac{L-1}{T-K}
\]

yields a small-\( \sigma \) asymptotically unbiased estimator. However lack of bias is not a very attractive property for econometric problems, so this is not recommended as an estimator. (The small-\( \sigma \) asymptotic bias of Nagar's "large-sample unbiased" estimator can be evaluated using (6).).

Theorem 2. Let \( s_k = k(k-1)(T-K) \). Then

(7) \( E(e_k e_k') = \sigma^2 Q + \sigma^4 \left[ \left( (1-2r_k) \text{tr} (C_1 Q) + \text{tr} (C_2 Q) \right) Q + (r_k^2 - 2s_k + 2) QC_1 Q + (s_k - r_k + 1) QC_2 Q \right] + O(\sigma^6) \)

for fixed \( k \), and, provided \( T > K + 2 \),

\[
E(e_{\lambda} e_{\lambda}') = \sigma^2 Q + \sigma^4 \left[ \left( 3 \text{tr} (C_1 Q) + \text{tr} (C_2 Q) \right) Q \right. \\
+ \left. 6 QC_1 Q + 3 \left( \frac{(L+2) (T-K + L-2)}{T-K-2} \right) QC_2 Q \right] + 0(\sigma^5).
\]

Again notice that substituting \( k = 1 + \alpha/T \) in (7) yields the same expression as Nagar [12] found as \( T \to \infty \).
In order to compare moment matrices, a strong criterion is adopted: $A \geq B$ if and only if $A - B$ is non-negative definite (since $A$ and $B$ are loss functions, this implies that $B$ is preferred). The following lemma is useful:

**Lemma:** If $A \geq 0$, then
\[
(tr \ A) I \geq A.
\]

**Proof:**

Let $H$ be an orthogonal matrix which diagonalizes $A$. Then
\[
e_i H[tr \ A] I - A \ H^e \mathbf{e}^e = \sum_{j=1}^{n} \lambda_j - \lambda_i = \sum_{j \neq i} \lambda_j \geq 0
\]
where $\{\lambda_i\}$ are the eigenvalues of $A$ and $e_i$ is a unit vector.

**Corollary 1.**
\[
E(e_{\lambda} e_{\lambda}^{'}) \geq E(e_1 e_1^{'}) \quad \text{if} \quad L \leq 6.
\]

**Proof:**
\[
E(e_{\lambda} e_{\lambda}^{'}) - E(e_1 e_1^{'}) = \sigma^4 \left[ 2L(tr(C_1Q)Q + (4-L)LQ \ C_1Q + L \left(2 + \frac{L + 2}{T-K+2}\right)QC_2Q \right]
\]
\[
+ 0(\sigma^5)
\]
\[
\geq \sigma^4 \left(-L^2 + 6L\right)QC_1Q + L \left(2 + \frac{L + 2}{T-K+2}\right)QC_2Q
\]
\[
+ 0(\sigma^5)
\]
\[
\geq 0 + 0(\sigma^5) \quad \text{if} \quad L \leq 6
\]
since
\[
QC_1Q = Q^{1/2}(Q^{1/2}C_1Q^{1/2})Q^{1/2} \leq Q^{1/2}(tr(Q^{1/2}C_1Q^{1/2}))Q^{1/2}
\]
\[
= (tr(C_1Q))Q \quad \text{using the Lemma.}
\]

This means that the expected mean squared error of any linear combination of parameters is smaller (for $L \leq 6$) estimated by two stage least squares than by limited information maximum likelihood. Also it
suggests that for really large systems the reverse might be true; Monte Carlo results from small systems, where two-stage least squares is better, may mislead when applied to large systems.

**Corollary 2.**

\[ E(e_0 e_0') \leq E(e_1 e_1') \text{ if } 0 \leq T-K \leq 2(3-L) \]

**Proof:**

\[
E(e_1 e_1') - E(e_0 e_0') = \sigma^4 (r_0 - r_1) \{ 2 \text{tr} \ (C_1 Q) + (2 - r_0 - r_1) Q C_1 Q \\
+ QC_2 Q \} + O(\sigma^5) \\
\geq \sigma^4 (r_0 - r_1) \{ (4-r_0-r_1) Q C_1 Q + QC_2 Q \} + O(\sigma^5) \\
\geq 0 + O(\sigma^5)
\]

if the above condition is satisfied \[\text{QED}\]

**Corollary 3.**

\[
\frac{d}{dk} \{ E(e_k e_k') - (E e_k')(E e_k') \} = 2(T-K)\sigma^4 \{ \text{tr} \ (C_1 Q) + k(2Q C_1 Q + QC_2 Q) \} + O(\sigma^5)
\]

Therefore the minimum variance \(k\)-class estimator occurs when \(k\) is negative.
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Appendix A: Proof of Theorems

Throughout these proofs it is important to distinguish the cases when \( k \) is fixed from those when it may be random. When \( k \) can be either, it is denoted \( k^{*} \); when fixed, it is denoted \( k \).

Some additional notation is useful here: for any matrix \( X \),

\[
P_{X} = X(X^{\prime}X)^{-1}X^{\prime}
\]

is the projection onto the space spanned by \( X \).

\[
\bar{P}_{X} = I - P_{X},
\]

which was introduced in Section 2 just under equation (3), is the projection onto the space orthogonal to the space spanned by \( X \).

Finally, let

\[
S = V^{i}X + X^{i}V.
\]

**Lemma 1.** If \( k^{*} = 0 \pmb{1} \), then

\[
e_{k^{*}} = \sigma QX^{\prime}u + \sigma^{2}Q(V^{\prime}N^{\ast}u - SQX^{\prime}u)
\]

\[
+ \sigma^{3}Q(SQSQX^{\prime}u - V^{\prime}N^{\ast}VQX^{\prime}u - SQV^{\prime}N^{\ast}u) + O_{p}(\sigma^{4})
\]

where \( N^{\ast} = I - k^{*}\bar{P}_{Z} \).

**Proof:**

\[
e_{k^{*}} = \begin{bmatrix}
Y_{1}^{\prime}Y_{1} & k^{\ast}V^{\prime}V^{\ast} & Y_{1}^{\prime}Z_{1} \\
Z_{1}^{\prime}Y_{1} & Z_{1}^{\prime}Z_{1} & \end{bmatrix}^{-1} \begin{bmatrix}
(Y_{1} - k^{\ast}V^{\ast})^{\prime} \\
Z_{1}^{\prime}
\end{bmatrix}
\]

\[
= \sigma(\sigma^{2}X^{\prime}X + \sigma S + \sigma^{2}V^{\prime}N^{\ast}V)^{-1}(X^{\prime} + \sigma V^{\prime}N^{\ast}u)
\]

\[
= \sigma[I + Q(\sigma S + \sigma^{2}V^{\prime}N^{\ast}V)]^{-1}Q(X^{\prime} + \sigma V^{\prime}N^{\ast}u).
\]

Use of the standard geometric expansion for the inverse of a matrix:

\[
(I + h\Delta)^{-1} = I - h\Delta + h^{2}\Delta^{2} - h^{3}\Delta^{3} + ...
\]

yields
\[ e_{X^*} = \sigma Q(X^2 + \sigma V^\prime N^\prime u) - \sigma Q[\sigma S + \sigma^2 V^\prime V N^\prime N^\prime u] Q(X^2 + \sigma V^\prime N^\prime u) + \ldots \]
\[ = \sigma Q X^2 u + \sigma^2 Q(V^\prime N^\prime u - SQX^2 u) + \sigma^3 Q(SQX^2 u) \]
\[ = V^\prime N^\prime u - SQV^\prime N^\prime u + O_p(\sigma^4) \]

QED

Lemma 2. \( \lambda = 0 \)


\[ \lambda = \frac{1}{\| P^\prime u \|^2} \left\{ \begin{array}{c}
(\bar{u}^\prime \chi Q V^\prime \bar{u})
(\bar{u}^\prime \chi Q V^\prime \bar{P}^\prime u)
(\bar{u}^\prime \chi Q V^\prime \bar{Q}^\prime u)
(\bar{u}^\prime \chi Q V^\prime \bar{Q}^\prime u)
\end{array} \right\} \]
\[ + O_p(\sigma^2) . \]

(The first order term of Lemma 3 is derived for models possibly including lagged endogenous variables, and is discussed in relation to the previous literature in [11].)

Proof.

Let \( \chi^* \) be the first \( G_1 \) rows of \( Q \) and \( \chi^{**} \) the last \( K_1 \) rows, so that
\[ Q = \begin{bmatrix} \chi^* \\ \chi^{**} \end{bmatrix} . \]

Then
\[ \bar{P}^\prime Z_1 Y^\prime \beta = \bar{P}^\prime Z_1 (y, Y_1) \begin{bmatrix}
-1 + \sigma(0) \\
\beta
\end{bmatrix} \chi^\prime u + \sigma^2 \chi^\prime u (V^\prime N^\prime u - SQX^\prime u) + O_p(\sigma^3) \]
\[ = \bar{P}^\prime Z_1 \begin{bmatrix}
\gamma + Y_1 \beta + \sigma Y_1 \chi^\prime u \\
\gamma + Y_1 \beta + \sigma Y_1 \chi^\prime u \end{bmatrix} \chi^{**} u (V^\prime N^\prime u - SQX^\prime u) + O_p(\sigma^3) \]
\[ = \bar{P}^\prime Z_1 \begin{bmatrix}
Z_1 \gamma + \sigma Z_1 \chi^{**} u \\
Z_1 \gamma + \sigma Z_1 \chi^{**} u \end{bmatrix} \chi^\prime u (V^\prime N^\prime u - SQX^\prime u) + O_p(\sigma^3) \]
\[
\begin{align*}
\hat{P}_Z & \left[ -\sigma \hat{P}_X u + \sigma^2 \hat{P}_X VQ_X^1 u + \sigma^2 \chi Q \sigma (N^*_X - P_X) u + O_p(\sigma^3) \right] \\
= & -\sigma \hat{P}_X u + \sigma^2 \hat{P}_X VQ_X^1 u + \sigma^2 \hat{P}_Z \chi Q \sigma (N^*_X - P_X) u + O_p(\sigma^3)
\end{align*}
\]

Writing

\[
\lambda = \frac{N}{D} = \frac{\frac{\sigma^2 N_2 + \sigma^3 N_3 + \ldots}{\sigma^2 D_2 + \sigma^3 D_3 + \ldots}}
\]

\[
= \frac{N_2}{D_2} + \sigma \left( \frac{N_3 D_2 - D_3 N_2}{D_2^2} \right) + O_p(\sigma^2)
\]

\[
N = \beta^* Y_1^* \hat{P}_Z Y_2^* \beta^* = (\beta^* Y_1^* \hat{P}_Z Y_2^*) (\hat{P}_Z Y_2^* \beta^*)
\]

\[
= \{ -\sigma u^i \hat{P}_X + \sigma^2 u^i \chi Q \sigma \hat{P}_X + \sigma^2 \sigma^2 \chi Q \sigma (N^*_X - P_X) VQ_X^1 + O_p(\sigma^3) \}
\]

\[
= \{ -\sigma \hat{P}_X u + \sigma^2 \hat{P}_X VQ_X^1 u + \sigma^2 \hat{P}_Z \chi Q \sigma (N^*_X - P_X) u + O_p(\sigma^3) \}
\]

\[
= \sigma^2 u^i \hat{P}_X u - 2\sigma^3 u^i \hat{P}_X VQ_X^1 u + O_p(\sigma^4)
\]

Therefore \( N_2 = u^i \hat{P}_X u \) and \( N_3 = -2 u^i \hat{P}_X VQ_X^1 u \)

Similarly \( D = \beta^* Y_1^* \hat{P}_Z Y_2^* \beta^* = (\beta^* Y_1^* \hat{P}_Z Y_2^*) (\hat{P}_Z Y_2^* \beta^*) \)

\[
= \{ -\sigma u^i \hat{P}_X + \sigma^2 u^i \chi Q \sigma \hat{P}_X + \sigma^2 u^i (N^*_X - P_X) VQ_X^1 \hat{P}_Z + O_p(\sigma^3) \hat{P}_Z \}
\]

\[
= \{ -\sigma \hat{P}_X u + \sigma^2 \hat{P}_X VQ_X^1 u + \sigma^2 \sigma^2 \hat{P}_Z \chi Q \sigma (N^*_X - P_X) u + O_p(\sigma^3) \}
\]

\[
= \sigma^2 u^i \hat{P}_Z u - 2\sigma^3 u^i \hat{P}_Z VQ_X^1 u + O_p(\sigma^4)
\]
Hence $D_2 = u^T \bar{P}_Z u$ and $D_3 = -\sigma i \bar{P}_Z V \sigma i \chi u$, and

$$
\lambda = \frac{u^T \bar{P}_Z u}{u^T \bar{P}_Z u} + 2\sigma \left[ \frac{(u^T \chi V Q i \bar{P}_Z u)(u^T \bar{P}_Z u) - (u^T \chi V Q i \bar{P}_Z u)(u^T \bar{P}_Z u)}{(u^T \bar{P}_Z u)^2} \right] + O_p(\sigma^2)
$$

QED

The following numbers are useful in the proofs of theorems 1 and 2:

$$
a = \text{tr} \bar{P}_Z = T - K
$$

$$
b = \text{tr}(\bar{P}_X - \bar{P}_Z) = \text{tr}(P_X - P_Z) = K_2 - G_1 = L
$$

$$
c = \text{tr} P_X = K_1 + G_1 = T - a - b
$$

Also the notation $[\ldots]^*$ is used to denote a single expression, valid for both $k^* = k$ and $k^* = \lambda$, the upper part referring to $k$, the lower part to $\lambda$. For example

$$
N^* = I - k^* \bar{P}_Z = I - \left[ \begin{array}{c} k \\ \lambda \end{array} \right]^* \bar{P}_Z = \left[ \begin{array}{c} (I-k)I + k P_Z \\ I - \lambda \bar{P}_Z \end{array} \right]^*
$$

The lemmas on expectation in Appendix B are used without special comment in the proofs to follow.

**Proof of Theorem 1.**

Recalling Lemma 1,

(A1) $E(e_{k^*}) = \sigma EQX'u + \sigma^2 E(QV^i N^* u - Q(V^i X + X^i V)QX^i u) + O(\sigma^2)$

(A2) $E(QX'u) = QX^i E(u) = 0$.

Let $W^i = V^i - qu^i$. $W^i$ is obviously independent of $u^i$, by construction. Then
\[ (A3) \quad E(QV'N^*u) = E(QV'(I - k^*\bar{P}_Z)u) \]
\[ = QE(w'(I - k^*\bar{P}_Z)u) + Qq\bar{u}'(I - k^*\bar{P}_Z)u \]
\[ = Qq(T - E(k^*\bar{u}'\bar{P}_Zu)) \]
\[ = \zeta q \left( T - \begin{bmatrix} \kappa a \\ \alpha + \beta + 0(\sigma) \end{bmatrix}^* \right). \]

\[ (A4) \quad E(QV'QX'X'u) = QE(w'XQX'u + qu'XQXi'u) = Qq \text{tr } P_X = cQq \]

\[ (A5) \quad E(QX'VQX'u) = QX'E(WQX'u + uq'XQ'i'u) = QX'Euu'XQ = Qq \]

Substitution of \((A2), (A3), (A4)\) and \((A5)\) in \((A1)\) yields Theorem 1.

To prove Theorem 2, again return to Lemma 1.

\[ (A6) \quad Q^{-1}e_{k^*e_{k^*}}Q^{-1} = B_1 + B_2 + B_3 + B_4 + B_5 + B_6 \]

where

\[ B_1 = \sigma^2 (X'uu'X) \]
\[ B_2 = \sigma^3 (X'u(u'N^*V - u'XQS)) \]

\[ (A7) \quad B_3 = \sigma^4 (V'N^*u - SQX'u)(u'N^*V - u'XQS) \]
\[ B_4 = \sigma^4 (SQSQX'u - V'N^*VQX'u - SQV'N^*u)(u'X) \]

The expectation of each of the above terms is evaluated below.

\[ (A8) \quad E(B_1) = \sigma^2 X'\bar{u}u'X = \sigma^2 X'X = \sigma^2 Q^{-1}cQq. \]

For \(B_2\), since expectations of products with an odd number of factors of any variables with zero mean are zero, the only possible non-zero contribution may come from \(N^*\) when \(k^* = \lambda\).

\[ (A9) \quad EX'uu'(I - \lambda \bar{P}_Z)V = -E\lambda X'uu'i\bar{P}_ZV \]
Because the computation of $e_{k^*} e_{k^*}^*$ is sought in this proof to order $\sigma^4$, both $\sigma^0$ and $\sigma^1$ order terms of $\lambda$ are relevant here. Hence

\[ (A10) \quad - \mathbb{E} \chi^t u u^t \tilde{P}_Z V = - \mathbb{E} \frac{X^t u u^t \tilde{P}_Z V}{u^t \tilde{P}_Z u} \]

\[ + 2\sigma \mathbb{E} \left[ \frac{(u^t X Q V^t \tilde{P}_X u) (u^t \tilde{P}_Z u) - (u^t X Q V^t \tilde{P}_Z u) (u^t \tilde{P}_X u)}{(u^t \tilde{P}_Z u)^2} \right] X^t u u^t \tilde{P}_Z V \]

\[ + O(\sigma^2) \]

Again using the independence of $W = V - u q^t$ and $u$,

\[ (A11) \quad \mathbb{E} \left[ \frac{u^t \tilde{P}_Z u}{u^t \tilde{P}_Z u} \right] V = \mathbb{E} \left[ \frac{u^t \tilde{P}_Z u}{u^t \tilde{P}_Z u} \right] X^t u u^t \tilde{P}_Z u q^t = \mathbb{E} u^t \tilde{P}_Z u X^t u q^t = 0 \]

\[ 2\sigma \mathbb{E} \left[ \frac{(u^t X Q V^t \tilde{P}_X u)(u^t \tilde{P}_Z u) - (u^t X Q V^t \tilde{P}_Z u)(u^t \tilde{P}_X u)}{(u^t \tilde{P}_Z u)^2} \right] u^t \tilde{P}_Z V = \]

\[ 2\sigma \mathbb{E} \left[ \frac{(u^t X Q V^t \tilde{P}_X u)(u^t \tilde{P}_Z u) - (u^t X Q V^t \tilde{P}_Z u)(u^t \tilde{P}_X u)}{(u^t \tilde{P}_Z u)^2} \right] u^t \tilde{P}_Z u q^t \]

\[ + 2\sigma \mathbb{E} \left[ \frac{(u^t X Q V^t \tilde{P}_X u)(u^t \tilde{P}_Z u) - (u^t X Q V^t \tilde{P}_Z u)(u^t \tilde{P}_X u)}{(u^t \tilde{P}_Z u)^2} \right] u^t \tilde{P}_Z W \]

\[ = 2\sigma \mathbb{E} \left[ \frac{u^t X Q u^t \tilde{P}_Z u u^t \tilde{P}_Z u - u^t X Q u^t \tilde{P}_Z u u^t \tilde{P}_Z u}{(u^t \tilde{P}_Z u)^2} \right] q^t \]

\[ + 2\sigma \mathbb{E} \left[ \frac{(u^t X Q V^t \tilde{P}_X u)(u^t \tilde{P}_Z u) - (u^t X Q V^t \tilde{P}_Z u)(u^t \tilde{P}_X u)}{(u^t \tilde{P}_Z u)^2} \right] u^t \tilde{P}_Z W \]
\[ = 2\sigma X'Eu \left[ \frac{(u'Z'u)u'XQW'u - (u'XQW'u)^2}{(u'Z'u)^2} \right] u'Z'W \]

\[ = 2\sigma X'Eu \left[ \frac{(u'Z'u)u'XQ \text{ tr} (\bar{P}_Z u u'\bar{P}_Z) - (u'XQ)^2 \text{ tr} (\bar{P}_Z u u'\bar{P}_Z)}{(u'Z'u)^2} \right] c_2 \]

\[ = 2\sigma X'Eu \left[ u'XQ - \frac{(u'Z'u)u'XQ}{u'Z'u} \right] c_2 \]

\[ = -2\sigma X'Eu \left[ \frac{u'XQC_2}{u'Z'u} \right] c_2 \]

\[ = -2\sigma X' \left[ \frac{b + 2}{a - 2} (\bar{P}_X - \bar{P}_Z) + \frac{b}{a - 2} \bar{P}_X \right] XQC_2 = -2\sigma \frac{b}{a - 2} c_2 \]

(A12) \[ \begin{bmatrix} 0 & \ast \\ \ast & 0 \end{bmatrix} \]

using (A9), (A10) and (A11).

Moving now to \( E_3 \),

(A13) \[ E(V'N^*u - SQX'u)(u'N^*V - u'XQS) = \]

\[ E[V'N^*uu'N^*V] - E[V'N^*uu'XQS] - E[SQX'u] + E[SQX'u] \]

\[ + E[SQX'u] \]

(A14) \[ E[V'N^*uu'N^*V] = E[W'N^*uu'N^*W] + E[qu'N^*uu'N^*qu'] \]

\[ = E(u'(N^*)^2u) c_2 + E(u'N^*)^2 c_1 \]

\[ u'(N^*)^2u = u'[I - k*\bar{P}_Z][I - k*\bar{P}_Z]u \]

\[ = u'[(P_Z) + (k* - 1)^2\bar{P}_Z]u \]
\[ E[u'N^2u] = T - a + (k - 1)^2a \]

\[ E[u'(P_Z + (\lambda - 1)^2\bar{P}_Z)u] = T - a + E\frac{(u'(\bar{P}_X - \bar{P}_Z)u)^2}{u'\bar{P}_Zu} + O(\sigma) \]

\[ = T - a + \frac{b(b + 2)}{a - 2} + O(\sigma) \]

\[ u'N^*u = u'(P_Z + (1 - k^*)\bar{P}_Z)u = u'P_Zu + (1 - k^*)u'\bar{P}_Zu \]

\[ E(u'u^*Nu) = (T - a)(T - a + 2) + 2(1 - k)(T - a)a \]

\[ + (1 - k)^2a(a + 2) \]

\[ E(u'(I - \lambda\bar{P}_Z)u)^2 = E(u'P_Zu)^2 + O(\sigma) = c(c + 2) + O(\sigma) \]

Summarizing, from (A14),

\[ (A15) \quad E[V'N^*uu^*N^*V] = \begin{bmatrix} (T - a)(T - a + 2) + 2(1 - k)(T - a)a + (1 - k)^2a(a + 2) \\ c(c + 2) + O(\sigma) \\ T - a + (k - 1)^2a \\ T - a + \frac{b(b + 2)}{a - 2} + O(\sigma) \end{bmatrix} \]

\[ C_1 \]

\[ + \begin{bmatrix} \end{bmatrix} \]

\[ C_2 \]

Next, from (A13),

\[ (A16) \quad E[S^*X'u'u^*N^*V] = E[(V'X + X'V)QX'u'u^*N^*V] \]

\[ = E[(W'X + X'W)QX'u'u^*N^*W] + E[(qu'X + X'qu') QX'u'u^*N^*uq'] \]

\[ = E[u'N^*XQX'u]C_2 + E[X'u'^*uu^*XQ]C_2 + Eu'(P_X)u'u^*N^*uC_1 \]

\[ + [X'u'u^*N^*uu^*XQC_1] \]

(since \( N^*X = X \))
= (c + 1) C_2 + \left[ \frac{T + 2 - ka}{c(c + 2) + 0(\sigma)} \right]^* C_1 + \left[ \frac{T + 2 - ka}{c + 2 + 0(\sigma)} \right]^* C_1

= (c + 1) C_2 + (c + 1) \left[ \frac{T + 2 - ka}{c + 2 + 0(\sigma)} \right]^* C_1

Finally, the last term from (A13),

(A17) \quad ESQ X^i u u^t X Q S = E(V^t X + X^t V) Q X^i u u^t X Q (V^t X + X^t V)

= E(V^t X + X^t W) Q X^i u u^t X Q (W^t X + X^t W)

+ E\{qu^t X + X' u q^t\} Q X^i u u^t X Q (qu^t X + X' u q^t)\}

= C_2 [Q X^i I Q X^t I X] + X^t (Q X^i I X) C_2

+ tr (Q X^i I X) C_2 + X^t (tr (Q X^i I X) C_2) X

+ E\{qu^t X Q X^i u u^t X Q u q^t\} + E\{X^t u q^t X Q X^i u u^t X Q u q^t\}

+ E X^t u q^t X X^i u u^t X Q u q^t + E X^t u q^t X X^i u u^t X Q u q^t X

= 2 C_2 + tr (P X) C_2 + tr (Q C_2) Q^{-1} + E(u^t P X u)^2 C_1

+ X^t E (u u^t X Q C_1 X Q u u^t X C_1)

+ C_1 Q X^i u u^t P X u u^t X

= (c + 2) C_2 + tr (Q C_2) Q^{-1} + c(c + 2) C_1 + tr (Q C_1) Q^{-1}

+ 2(c + 2) C_1 + 2 C_1

= (c + 2) C_2 + tr (Q C_2) Q^{-1} + ((c + 2)^2 + 2) C_1 + tr (Q C_1) Q^{-1}

Returning to (A13) and using (A15), (A16) and (A17),

E(B_3) = \sigma^4 \left[ \frac{b + (1 - k)a}{2 + 0(\sigma)} \right]^* C_1 + tr (Q C_1) Q^{-1}
(A18) \[
\left( b + \begin{pmatrix}
\frac{b(b + 2)}{a - 2} + 0(\sigma) \\
\end{pmatrix} \right) C_2 + (\text{tr } QC_2) Q^{-1}
\]

Finally, \( B_4 \) must be computed.

(A19) \[
E(\text{SQSQ}^t u - \text{V}^t \text{N}^* \text{VQX}^t u - \text{SQV}^t \text{N}^* u)(u^t X)
\]
\[
= E(\text{SQSQ}^t uu^t X) - E(\text{V}^t \text{N}^* \text{VQX}^t uu^t X) - E(\text{SQV}^t \text{N}^* uu^t X)
\]

(A20) \[
E(\text{SQSQ}^t uu^t X) = E(\text{V}^t X + X^t V) Q(\text{V}^t X + X^t V) Q^t uu^t X
\]
\[
= E(\text{W}^t X + X^t W) Q(\text{W}^t X + X^t W) Q^t uu^t X
\]
\[
+ E(\text{qu}^t X + X^t qu^t) Q(\text{qu}^t X + X^t qu^t) Q^t uu^t X
\]
\[
= E(\text{W}^t \text{XW}^t X) + E(\text{W}^t \text{XQX}^t W) + E(\text{X}^t \text{WX}^t X) + E(\text{X}^t \text{WX}^t W)
\]
\[
+ E(\text{qu}^t \text{Xqu}^t \text{XQX}^t uu^t X) + E(\text{qu}^t \text{XQX}^t uu^t X)
\]
\[
+ E(\text{X}^t uu^t \text{Xqu}^t \text{XQX}^t uu^t X) + E(\text{X}^t uu^t \text{QX}^t uu^t \text{QX}^t uu^t X)
\]
\[
= C_2 Q^t X^t + \text{tr } (P_X) C_2 + \text{tr } (C_2 Q)^{-1} + X^t X Q C_2
\]
\[
+ E(\text{qu}^t QX^t uu^t P_X uu^t X) + E(\text{QX}^t uu^t P_X uu^t X)
\]
\[
+ E(\text{tr } (C_1 Q) X^t uu^t P_X uu^t X) + E(\text{X}^t uu^t \text{Xqu}^t \text{QX}^t uu^t X)
\]
\[
= (c + 2) C_2 + \text{tr } (C_2 Q)^{-1} + 2 (c + 2) C_1 + (c + 2) \text{tr } (C_1 Q)^{-1}
\]
\[
+ \text{tr } (C_1 Q)^{-1} + 2 C_1
\]
\[
= (c + 2) C_2 + \text{tr } (C_2 Q)^{-1} + 2 (c + 3) C_1 + (c + 3) \text{tr } (C_1 Q)^{-1}
\]

\[E[\text{V}^t \text{N}^* \text{VQX}^t uu^t X] = E[\text{W}^t \text{N}^* \text{WX}^t uu^t X] + E[\text{qu}^t \text{N}^* uu^t \text{QX}^t uu^t X]
\]
\[
= E(\text{tr } N^*) C_2 Q^t X^t uu^t X + E(\text{QX}^t uu^t N^* uu^t X
\]
\[
= E \left[ \begin{pmatrix}
T - ka \\
X u^t P_X \\
T - \frac{a}{u^t P_Z u} + 0(\sigma)
\end{pmatrix} \right]^* C_2 Q^t uu^t X + \left[ \begin{pmatrix}
T + 2 - ka \\
c + 2 + 0(\sigma)
\end{pmatrix} \right] C_1
Now
\[ \begin{align*}
EC_2QX'u & \left( T - \frac{u^i\tilde{P}_Xu}{u^i\tilde{P}_Zu}a \right) u'X = TC_2 - aEC_2QX'uu'X - EaC_2QX'u \left( \frac{u^i(\tilde{P}_X - \tilde{P}_Z)u}{u^i\tilde{P}_Zu} \right) u'X \\
& = (T - a)C_2 - \frac{abc_2}{a - 2} = \left( T - a - \frac{ab}{a - 2} \right) c_2.
\end{align*} \]

Then
\[ \begin{align*}
(A21) \quad E[V^iN^iVQX'uu'X] &= \begin{bmatrix}
T + 2 - ka \\
c + 2 + O(\sigma)
\end{bmatrix}^* c_1 + \begin{bmatrix}
T - ka \\
T - a - \frac{ab}{a - 2} + O(\sigma)
\end{bmatrix}^* c_2
\end{align*} \]

Finally,
\[ \begin{align*}
(A22) \quad E(SQV^iN^iuu'X) &= E(W'X + X'iV)QX'N^iuu'X \\
& = E(W'X + X'iW)QW'N^iuu'X + Equ'XQqu'N^iuu'X \\
& \quad + EX'uq'Qqu'N^iuu'X \\
& = EC_2QX'N^iuu'X + E(\text{tr } C_2Q)X'N^iuu'X \\
& \quad + c_1QX'Euu'N^iuu'X + \text{tr } (C_1Q)X'Euu'N^iuu'X \\
& = c_2 + \text{tr } (C_2Q)^{-1} + \begin{bmatrix}
T + 2 - ka \\
c + 2 + O(\sigma)
\end{bmatrix}^* c_1 + \begin{bmatrix}
T + 2 - ka \\
c + 2 + O(\sigma)
\end{bmatrix}^* \text{tr } (C_1Q)^{-1}
\] 

\[ \begin{align*}
(A23) \quad EB_4 &= \sigma^4 \begin{bmatrix}
2(a(k - 1) - b + 1) \\
2 + O(\sigma)
\end{bmatrix}^* c_1 + \begin{bmatrix}
(k - 1)a - b + 1 \\
- b + \frac{ab}{a - 2} + 1 + O(\sigma)
\end{bmatrix}^* c_2 \\
& \quad + \begin{bmatrix}
a(k - 1) - b + 1 \\
1 + O(\sigma)
\end{bmatrix}^* \text{tr } (C_1Q)^{-1}
\end{align*} \]

Finally, Theorem 2 follows using (A6), (A8), (A12), (A18) and (A23).
Appendix B: Certain Expectations

Lemma B1: Let $A$ be a $T \times T$ constant matrix. Then
\[ E(W'AW) = (\text{tr} \ A)C_2. \]

Proof:
\[
(EW'AW)_{ij} = E \sum_{t,t'} w_{it} a_{tt} w_{t'i} = E \sum_{t,t'} w_{it} w_{t'i} a_{tt}
= (C_2)_{ij} \sum_{t} a_{tt} = (\text{tr} \ A)(C_2)_{ij}.
\]

Lemma B2: Let $A$ be a $c \times c$ constant matrix. Then
\[ E(WAW') = \text{tr} \ (C_2A)I. \]

Proof:
\[
[E(WAW')]_{tt'} = E \sum_{j,j'} w_{tj} a_{jj'} w_{t'j'} = E \sum_j (C_2)_{jj'} \delta_{tt'} a_{jj'}
= \text{tr} \ (C_2A) \delta_{tt'}.
\]

Lemma B3: Let $A$ be a $c \times T$ constant matrix. Then
\[ E(WAW) = A'C_2. \]

Proof:
\[
E(WAW)_{tj} = E w_{tk} A_{kt} w_{tj} = A_{kj} E w_{tk} w_{tj} = (A'C_2)_{tj}.
\]

Lemma B4: Let $P_1$ and $P_2$ be projections such that $P_1 P_2 = 0$. Then
\[ E u^t P_1 u \frac{1}{u^t P_2 u} u' = \left( \frac{\text{tr} \ P_1 + 2}{\text{tr} \ P_2 - 2} \right) P_1 + \left( \frac{\text{tr} \ P_1}{\text{tr} \ P_2} \right) P_2 + \left( \frac{\text{tr} \ P_1}{\text{tr} \ P_2 - 2} \right) [I - P_1 - P_2]. \]

Proof: Since $P_1$ and $P_2$ commute, let $\Gamma$ (orthogonal) simultaneously diagonalize them.
\[
\Gamma P_1 \Gamma' = \begin{bmatrix} I & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} = I_1 \quad \Gamma P_2 \Gamma' = \begin{bmatrix} 0 & 0 & 0 \\ 0 & I & 0 \\ 0 & 0 & 0 \end{bmatrix} = I_2.
\]
Also let $v' = u' \Gamma$, and $v = (v_1, v_2, v_3)$ partitioned conformably with $I_1$ and $I_2$. Then

$$E u \frac{u'P_1 u}{u'P_2 u} u' = \Gamma E \begin{bmatrix} v_1 & v_1' \\ v_2 & v_2' \\ v_3 & v_3' \end{bmatrix} \Gamma'$$

$$= \Gamma \begin{bmatrix} \frac{\text{tr} P_1 + 2}{\text{tr} P_2 - 2} I_1 + \frac{\text{tr} P_1}{\text{tr} P_2} I_2 + \frac{\text{tr} P_1}{\text{tr} P_2 - 2} (I - (I_1 + I_2)) \end{bmatrix} \Gamma'$$

$$= \frac{\text{tr} P_1 + 2}{\text{tr} P_2 - 2} P_1 + \frac{\text{tr} P_1}{\text{tr} P_2} P_2 + \frac{\text{tr} P_1}{\text{tr} P_2 - 2} (I - P_1 - P_2) \text{ QED.}$$

In particular,

$$E u \frac{u'(\bar{P}_X - \bar{P}_Z)u}{u'\bar{P}_Z u} u' = \frac{b + 2}{a - 2} (\bar{P}_X - \bar{P}_Z) + \frac{b}{a - 2} \bar{P}_Z + \frac{b}{a - 2} P_1 X.$$

**Lemma B6:** Let $R$ be a symmetric, constant matrix

$$E u u' R u u' = (\text{tr} R) I + 2R.$$

**Proof:**

Diagonalize $R$:

$$\Gamma R \Gamma' = D_{\lambda}, \quad v = \Gamma u \quad v \sim N(0, I)$$

$$E u u' R u u' = \Gamma' E (v v' D_{\lambda} v v') \Gamma$$

$$= \Gamma' (E v \Sigma_{\lambda} v^2 v') \Gamma$$

has the jth diagonal element

$$E (\Sigma_{\lambda} v^2) v_j^2 = E \{ \sum_{i \neq j} \lambda_i v_i^2 v_j^2 + \lambda_j v_j^4 \}$$

$$= \sum_{i \neq j} \lambda_i + 3 \lambda_j = \sum_{i \neq j} \lambda_i + 2 \lambda_j \quad (i.e. \ (\text{tr} (R) I + 2D_{\lambda})).$$

So the whole expectation is $\ (\text{tr} R) I + 2R$.

QED.
Corollary. Let $R_1$ be a symmetric, constant matrix and $R_2$ a constant matrix, then

$$E u^T R_1 u u^T R_2 u = (\text{tr } R_1)(\text{tr } R_2) + 2 \text{ tr } (R_1 R_2).$$

Proof:

$$E u^T R_1 u u^T R_2 u = E[\text{tr } u^T R_1 u u^T R_2 u]$$

$$= E \text{ tr } u u^T R_1 u u^T R_2 = \text{ tr } ([E u u^T R_1 u u^T] R_2)$$

$$= \text{ tr } ((\text{tr } R_1) I + 2 R_1) R_2) = \text{ tr } R_1 \text{ tr } R_2 + 2 \text{ tr } R_1 R_2. \quad \text{QED.}$$

$$E u u^T N^k u u^T = \begin{bmatrix} (T + 2 - ka) I - 2kP_Z^* \\ (c + 2) I - 2P_X^* + O(\sigma) \end{bmatrix}$$

$$E u^T R u u^T N^k u = \begin{bmatrix} (T + 2 - ka) \text{ tr } R - 2k \text{ tr } (P_Z^*)^* \\ (c + 2) \text{ tr } R - 2 \text{ tr } (P_X^*) + O(\sigma) \end{bmatrix}.$$