COULES GOIDISSI0H DILCUISIOY PAlERs SYATISTICS: MO, 325
COLPUTATION OF JMAXINMUI! LIKFLIHOOD ISTIVATRG OF THE PARAETERS
OF LIMEAR STOCHASTIC DIFTERINCE BOUATIOQHS IN THE CASE OF
SERTALLY CORRISLATED DISTURBANCES

Herman Chernoff

1. Resume of the Case of Independent Disturbances. Suppose that our

model is given by the structural equations
) X, x:. z e t= 4,2, , 7
where Ye = vector of observations on the endogenous variables in year €
2, = 0w " predetermined ’ "o
e = (Ye, Eu) .
The osubscripts of a matrix indicate its transformation cépabilﬁitios ang
similtaneously the vecbors and matrices which may be multiplied by it, e.g. |
Ay Bix Cxa Az Z.
makes sense. It is to be noticed that 4, and ¢, ave corpatible; ﬁhgt is,
they have the same number of components, also Auz < [— Aug Au% ]
In the past the case has been treated where 4; is norﬁzally distributed with
mean O, and Uy, g are independent for t %S5 and E'(m e ') 4 Z;@,
t=1 3 ..)_, 7. Yo conditions were imposed on ., o  but linear homoge-
nous restrictions were imposed on the coefficients of My y
It was shown that in this case the log of the likelihood function is

given, except for an additive constant; by
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Tt is in turn seen that ~ L is maximized for wg - Aux , Z,_,A - SAL{.
where / ~
. L ,
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and Aq b3 naximizes
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subject to the above mentioned linear homogeneous restrictions. The method
of obtaining ‘dux is computationally tied in with the expansion of
L*(Aur. th qu)
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The validity of this expansion depends on the fact that Suw F Auz M 1Z Amc
and in no way on the fact that these are the maximizing values or that there
are restrictions on Au-g. Computational Tacility was obtained in calculating
A w% by considering Qp = Vel A 4 = vector obtained by laying out the
rows of Aux . The restrictions can then be considered as
) I., =0
b =

Gp tap =S

_ _ - 3.
Thus, lhere exists a matrix orthogenal to $ e 3 }. d {

%F.
is square and & p can be expressed Dy
7) Gp = Oy ¥ "

vhere CL,‘ are the independeat variables involved in Aux. Once % s 1is

given G is uniquely determined by, . For any vector b, there is a
[ < r ,

unique partition
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The followirg lemmas were very useful,
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where RBaw = M b‘J 0. ! Bun@ g = L ; -
b‘.'r”"“ tet bre e |
tiowr the E‘tr are actually dependent in thal there is no unique meximum without

nornalizing on one element in each row. Once this normalization is carried

out; and the conditions sufTicicnt for identification are valid, there is a

unique naximam. Tet us normalize a% = (&:c&' , a-%" ) where a%-
- &« — —
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is fixed. Thu °] X [ i%-u where i Q'p ) 4 '

are orthogonal and T
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(This method essentially permits us to treat the case where the original

linear restrictions on Nu.z were not necessarily honogeneous.) Thus it

is not necessary to consider general Pux 4n the above expression. It
suffices to consider [ ¢ such tha’

’a) C{P - GT%-I ér%-l'b
Froo the above lemmas we have
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where L % '¢”’ can be caleculated in & strzightforward fashion using the lermas

liborelly. This is' so because A .’6"' terns occur only quadratically in the sccond
-
order terns. ‘L‘lf' gives the asymptotnc covariance nabtrix of the estimates if

it is caleulated at Au..li

2. Dependent Disturbsnces. Suppose that our disturbances are independ-

ent. In fact, let us suppose thal they satisfy a simple Markoff process.
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where 'V, and V, are independont for t #£ S  and A:(u-;u;) =G,

Ez1,2, .. T . ( T.‘,u.will be used as an estimate of ew- ané¢ should not De

confused with T = size of sample.) .iith no restrictions on i3, .- we have
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From (2) we have —
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which as in (2) must give
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and where
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Maxinizing with respect to B,
In Zubints thesis there is a lexna which estavlishes that the value of
O, which minimizes et Ty is
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This may also be established by expanding E"ﬁl it T . with respect to B e

First let
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low our pro’olem reduces to maximizing

= fogldikAuy | "L by dk T

as a function of the "unrestricted" pararetersof A’ux . Though expansion(5)
is applicavle we will {ind it convenient to redo the part with

A v T:;ua ‘.’-fe
shall use the following expansions:
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and 3..*2'_Ch.,uL is symmetric
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Consider the effect of a change of L.D;x on , -P‘,,‘_, FLET N -
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An evaluation of the L::s-'%" matrix here is considerably more difficult than in
the case of serially uncorrelated disturbances for there are L5 terms here to
evaluate compared to lj in the other case. A1l the terms require about the
sane amount of work and some savings is obtained in that the work for some

terns is used in others. A typiecal term is of the form
] { b . f4 T e i
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In the case where E‘f,f" consists of diagonal blocks;
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The portion the above tern contribules to L-.,, '-LJ'-' I Lo '~ { is
2. b b : T' “J ya i b ¢ "'_},_ « It is to be noted that since
™, L — —— . . . .
dp= g f*’g,"f’ it is only necessary to consider L 57g" .

There are a few redeening features., The linear tems involve only
about 2 to 3 times as much 1labor as in the ser‘ia]ly.uncorrelated case, Thus
a convergence methiod like the P 1w nethod would be guite convenient. Also
a convergence method using, instead of L"}.’& for the gradient, zn exnression
which is agymptotically equivalent to L?::‘D would p;'obably be quite cheap

anc efficient. In this case Lc‘% need be computed only once.

The questions of identification and consistency of the estimates arise.

They should he treated in detail. In the meantine it can be said that if the

! t
equations Au X xg—tflt are identified without considering the lagred varigbles

appearing, then the equations Aux, r 4 ; * 5}_ -rA«z 2}/ = V'é are iden-
tified md furthermore the cstimates are then consistent. This latter state-
nent follows from an argument in which use is nade of the fact that the esti-
nmates of the equations would be consistent with no restrictions on /4; .
and that putting extra restrictions on A - does not affect consistency.



