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Abstract

We consider the quasi maximum likelihood estimator obtained by replacing each transition density in the correct likelihood for a non-Markovian, stationary process by a transition density with a fixed number of lags. This estimator is of interest because it is asymptotically equivalent to the efficient method of moments estimator as typically implemented in dynamic macro and finance applications. Under standard regularity conditions we derive a necessary and sufficient condition for the existence of a score vector defined over the infinite past. Upon imposing this condition, we show that the asymptotic variance of the finite lag quasi maximum likelihood estimator tends to the asymptotic variance of the maximum likelihood estimator as the number of lags tends to infinity.
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1 Introduction

We consider a stationary process

$$\left\{ y_t \in \mathbb{R}^M : t = 0, \pm 1, \pm 2, \ldots \right\}$$

defined on a probability space $$(\Omega, \mathcal{F}, P)$$ whose finite dimensional density functions are presumed to be in the family

$$\mathcal{P}_\rho = \{ p(y_s, \ldots, y_t; \rho) : s \leq t = 0, \pm 1, \pm 2, \ldots \}$$

for some $$\rho^* \in \mathcal{R}$$. We assume that the process $$\{y_t\}$$ is not Markovian, in the sense that for some Borel set $$A \in \mathbb{R}^M$$,

$$P \left[ \mathcal{E} \left( I_A(y_t) | \mathcal{F}_{t-1}^L \right) = \mathcal{E} \left( I_A(y_t) | \mathcal{F}_{t-L}^t \right) \right] < 1$$

for all finite $$L$$, where $$\mathcal{F}_s^t$$ denotes the smallest sub-$$\sigma$$-algebra of $$\mathcal{F}$$ such that the random variables $$\{y_s, \ldots, y_t\}$$ are measurable.

Such processes can arise in a variety of ways, e.g., a linear system with moving average errors, but we are primarily interested in parameterized processes that are well suited to estimation by efficient method of moments (EMM) implemented by means of a seminonparametric (SNP) score generator. A leading example is a process obtained by discretely sampling a subset of the state variables of a continuous time process that evolves according to a system of nonlinear stochastic differential equations (Gallant and Long, 1997). Other examples are in Gallant and Tauchen (1996).

Although other simulation estimators are applicable in this situation (Ingram and Lee, 1991; Smith, 1993; Gourieroux, Monfort, and Renault, 1993; Duffie and Singleton, 1993), the distinguishing characteristic of the EMM/SNP estimator is that, as shown by Gallant and Long (1997), it is asymptotically equivalent to the quasi maximum likelihood estimator $$\hat{\rho}_n$$ that is obtained by replacing each transition density in the correct likelihood by a transition density on $$L$$ lags. Specifically, the objective function

$$Q_n(\rho) = p(y_0, \ldots, y_{L-1}, \rho) \prod_{t=L}^n p(y_t | y_t - L, \ldots, y_{t-1}, \rho)$$
replaces the standard likelihood
\[ L_n(\rho) = p(y_0, \rho) \prod_{t=1}^{n} p(y_t | y_0, \ldots, y_{t-1}, \rho), \]
and the estimator is
\[ \hat{\rho}_n = \arg\max_{\rho \in \mathbb{R}} Q_n(\rho). \]

Note that \( p(y_t | y_{t-L}, \ldots, y_{t-1}, \rho^0) \) is the correct density for \( y_t \) given \( y_{t-L}, \ldots, y_{t-1} \); the error in the approximation of \( L_n \) by \( Q_n \) is due to truncation, not to misspecified functional form. A salient effect of this truncation is that for finite \( L \), the truncated scores \((\partial/\partial \rho) \log p(y_t | y_0, \ldots, y_{t-1}, \rho^0)\) do not necessarily form a martingale difference sequence.

Because the EMM estimator implemented by means of SNP is asymptotically equivalent to \( \hat{\rho}_n \), a high level assumption that the quasi maximum likelihood estimator is asymptotically equivalent to the maximum likelihood estimator as \( L \) tends to infinity implies that EMM is as efficient as maximum likelihood in the limit. Gallant and Long (1997) obtained their efficiency result by imposing this assumption.

While a high level assumption that the quasi maximum likelihood estimator is asymptotically equivalent to the maximum likelihood estimator is plausible, one would prefer a result that was deduced from more standard and more primitive assumptions. That is our goal here. We show that the Gallant-Long assumption is implied by standard assumptions for maximum likelihood estimation of the parameters of a non-Markovian, stationary system.

Our proof strategy is to construct the score vector for the case when data extend to the infinite past. The construction of the score on the infinite past and its properties are of some interest in their own right. Further, from these properties, one can deduce that these three estimators are asymptotically equivalent: quasi maximum likelihood with an objective function formed from \( n \) transition densities that condition on the infinite past, quasi maximum likelihood with an objective function formed from \( n \) transition densities that condition on \( L \) lags (in the limit as \( L \) tends to infinity), and maximum likelihood with an objective function formed from \( n \) transition densities that condition back to the first observation. This equivalence implies our main result.

The plan of the paper is as follows. In Section 2, we discuss the standard assumptions of nonlinear dynamic modeling in a setting applicable to the case of maximum likelihood
estimation for non-Markovian data. In Section 3, we construct a notion of a score on the infinite past. In Section 4, we deduce some properties of this score and use them to obtain our main result. Although our results are motivated by the EMM/SNP application, they are more general in that they apply to any non-Markovian, stationary process that satisfies standard regularity conditions.

2 Maximum Likelihood Estimation

We begin by formalizing the conventions of Section 1.

**ASSUMPTION 1** Let \( \{y_t\}_{t=-\infty}^{\infty} \) with \( y_t: \Omega \rightarrow \mathbb{R}^M \) be a stationary process defined on a complete probability space \((\Omega, \mathcal{F}, P)\).

For contiguous subsequences \((y_s, \ldots, y_t)\) from \(\{y_t\}\), \(s \leq t = 0, \pm 1, \pm 2, \ldots\), define

\[
\mathcal{F}^t_s = \sigma(y_s, \ldots, y_t),
\]

where \(\sigma(y_s, \ldots, y_t)\) denotes the smallest complete sub-\(\sigma\)-algebra of \(\mathcal{F}\) such that the random variables \((y_s, \ldots, y_t)\) are measurable. Throughout, for \(\mathcal{F}\)-measurable integrable \(g\), \(\mathcal{E}(g) = \int g(\omega) \, dP(\omega), \|g\|_r = (\mathcal{E}[|g|^r])^{1/r}\), and \(\|g\| = \|g\|_2\).

**ASSUMPTION 2** For each \(\rho\) in a parameter space \(\mathcal{R} \subset \mathbb{R}^\rho\) and for each \(L = 1, 2, \ldots\), \(p_L(\cdot, \rho): \mathbb{R}^{M(L+1)} \rightarrow \mathbb{R}^+\) is a probability density function with respect to Lebesque measure on \(\mathbb{R}^{M(L+1)}\). For \(x \in \mathcal{R}^ML\) and \(y \in \mathcal{R}^M\), define

\[
\begin{align*}
p_L(x, \rho) &= \int_{\mathbb{R}^M} p_L(x, y, \rho) \, dy \\
p_L(y|x, \rho) &= \frac{p_L(x, y, \rho)}{p_L(x, \rho)} I_{[p_L(x, \rho) > 0]}.
\end{align*}
\]

We assume that for each \(\rho \in \mathcal{R}\), \((x, y) \rightarrow p_L(x, y, \rho)\) satisfies the consistency condition

\[
p_L(x, y, \rho) = \int_{\mathbb{R}^M} p_{L+1}[(u, x), y, \rho] \, du.
\]

Further, for each \((x, y) \in \mathbb{R}^{M(L+1)}\), \(p_L(x, y, \cdot): \mathcal{R} \rightarrow \mathbb{R}^+, p_L(x, \cdot): \mathcal{R} \rightarrow \mathbb{R}^+, \) and \(p_L(y|x, \cdot): \mathcal{R} \rightarrow \mathbb{R}^+\) are continuous on \(\mathcal{R}\), \(L = 1, 2, \ldots\).
Throughout, \( x_{t-1} = (y_{t-L}, \ldots, y_{t-1}) \). We shall drop the subscript \( L \) when all arguments are given explicitly; e.g., \( p(y_t|y_0, \ldots, y_{t-1}, \rho) \) or \( p(y_s, \ldots, y_t, \rho) \). With these conventions,

\[
\mathcal{P}_\rho = \{ p(y_s, \ldots, y_t, \rho) : s \leq t = 0, \pm 1, \pm 2, \ldots \} = \{ p_L(x_{t-1}, y_t, \rho) : t = 0, \pm 1, \pm 2, \ldots ; L = 1, 2, \ldots \}.
\]

**PROPOSITION 1** (a) Given assumptions 1 and 2, there exists a function \( \hat{\rho}_n : \Omega \to \mathcal{R} \) measurable – \( \mathcal{F} \) such that

\[
\hat{\rho}_n = \arg\max_{\rho \in \mathcal{R}} Q_n(\rho),
\]

where

\[
Q_n(\rho) = p_L(x_{t-1}, \rho) \prod_{t=L}^n p_L(y_t|x_{t-1}, \rho).
\]

We call \( \hat{\rho}_n \) the quasi-maximum likelihood estimator (qmle).

(b) Given assumptions 1 and 2, there exists a function \( \tilde{\rho}_n : \Omega \to \mathcal{R} \) measurable – \( \mathcal{F} \) such that

\[
\tilde{\rho}_n = \arg\max_{\rho \in \mathcal{R}} L_n(\rho),
\]

where

\[
L_n(\rho) = p(y_0, \rho) \prod_{t=1}^n p(y_t|y_0, \ldots, y_{t-1}, \rho).
\]

We call \( \tilde{\rho}_n \) the maximum likelihood estimator (mle).

We assume that the model \( \{ \mathcal{P}_\rho, \rho \in \mathcal{R} \} \) is correctly specified in the following sense.

**ASSUMPTION 3** The finite dimensional densities of \( \{ y_t \}_{t=-\infty}^{\infty} \) are in the family \( \mathcal{P}_\rho^* \) for some \( \rho^* \) in \( \mathcal{R} \). For each \( L \), the parameter space \( \mathcal{R} \) contains the closure \( \bar{\mathcal{R}}_L^0 \) of an open ball \( \mathcal{R}_L^0 \) containing \( \rho^* \), and the Kullback-Leibler discrepancy

\[
\bar{q}_L(\rho) = \int \int \log p_L(y|x, \rho) p_L(x, y, \rho^*) dy dx
\]

has an isolated minimum over \( \bar{\mathcal{R}}_L^0 \) at \( \rho^* \).

Regularity conditions for consistent estimation of the parameters \( \rho^* \) of a dynamic model by quasi maximum likelihood and by maximum likelihood are stated in Gallant and White
(1988), Gallant (1987), Davidson (1994), Levine (1982), Pötscher and Prucha (1996) and White (1987, 1994) and do not differ substantively among authors. Under additional standard regularity conditions the qmle and the mle are asymptotically normal. Among other things, these conditions ensure that \( \log p(y_k|y_0, \ldots, y_{k-1}, \rho) \) is continuously differentiable of order two in \( \rho \) over \( \mathcal{R}_L^0 \), and that its first and second partial derivatives with respect \( \rho \), are dominated by a function \( d_L(x, y) \) suitably integrable with respect to \( p_L(x, y, \rho^*) \). In this literature, mixing conditions such as the following are standard.

**ASSUMPTION 4** The process \( \{y_t\}_{t=-\infty}^{\infty} \) is strong mixing of size \(-4r/(r-4)\) for some \( r > 4 \) with respect to the filtration \( \{\mathcal{F}_{t-}\}_{t=-\infty}^{\infty} \).

The expression for the asymptotic variance of the maximum likelihood estimator simplifies through elimination of quantities involving second derivatives when integration and differentiation interchange, and it is customary to impose these interchange conditions when deriving the asymptotics of the qmle and the mle. For the qmle these conditions are

**ASSUMPTION 5**

\[
\int \frac{\partial}{\partial \rho} p_L(x, \rho) \, dx \bigg|_{\rho=\rho^*} = \frac{\partial}{\partial \rho} \int p_L(x, \rho) \, dx \bigg|_{\rho=\rho^*}
\]

\[
\int \frac{\partial^2}{\partial \rho \partial \rho'} p_L(x, \rho) \, dx \bigg|_{\rho=\rho^*} = \frac{\partial}{\partial \rho} \int \frac{\partial}{\partial \rho'} p_L(x, \rho) \, dx \bigg|_{\rho=\rho^*}
\]

To define the asymptotic variances of the quasi maximum likelihood estimators, we define

\[
S_{t,L} = \frac{\partial}{\partial \rho} \log p_L(y_k|x_{t-1}, \rho^*)
\]

\[
\mathcal{V}_{L,\tau} = \mathcal{E} \left( S_{t,L}, S_{t-\tau,L} \right)
\]

\[
\mathcal{V}_L^\circ = \mathcal{V}_{L,0} + \sum_{\tau=1}^{\infty} \mathcal{V}_{L,\tau} + \left( \sum_{\tau=1}^{\infty} \mathcal{V}_{L,\tau} \right)'.
\]

The matrix \( \mathcal{V}_L^\circ \) given by (2) is assumed to be nonsingular. Under appropriate regularity conditions and with application of the interchange assumption, which eliminates quantities involving second derivatives from the asymptotic variance of the qmle, it can be shown that

\[
\sqrt{n} (\hat{\rho}_n - \rho^*) \overset{\mathcal{L}}{\rightarrow} N \left[ 0, (\mathcal{V}_{L,0}^\circ)^{-1} (\mathcal{V}_L^\circ) (\mathcal{V}_{L,0}^\circ)^{-1} \right]
\]

For the mle the correct specification assumption is stated as follows:
ASSUMPTION 6 The finite dimensional densities of \( \{ y_t \}_{t=-\infty}^{\infty} \) are in the family \( \mathcal{P}_{\rho^*} \) for some \( \rho^* \) in \( \mathcal{R} \). The parameter space \( \mathcal{R} \) contains the closure \( \bar{\mathcal{R}}^{\alpha} \) of an open ball \( \mathcal{R}^{\alpha} \) centered at \( \rho^* \) and
\[
\bar{l}(\rho) = \lim_{n \to \infty} \frac{1}{n} \sum_{t=1}^{n} \mathcal{E} \log p(y_t | y_0, \ldots, y_{t-1}, \rho),
\]
has an isolated minimum over \( \mathcal{R}^{\alpha} \) at \( \rho^* \).

Standard regularity conditions that deliver asymptotic normality ensure that the log density \( \log p(y_t | y_0, \ldots, y_{t-1}; \rho) \) is continuously differentiable over \( \bar{\mathcal{R}}^{\alpha} \) and that its first and second partial derivatives with respect to \( \rho \) are dominated by a function \( d_t(y_0, \ldots, y_t) \) suitably integrable with respect to \( p(y_0, \ldots, y_t) \).

As for the qml, the asymptotic covariance of the mle simplifies under conditions permitting interchange of integral and derivative. Specifically,

ASSUMPTION 7
\[
\begin{align*}
\int \frac{\partial}{\partial \rho} p(y_0, \ldots, y_t; \rho) \, dy_0 \cdots dy_t \bigg|_{\rho=\rho^*} &= \frac{\partial}{\partial \rho} \int p(y_0, \ldots, y_t; \rho) \, dy_0 \cdots dy_t \bigg|_{\rho=\rho^*}, \\
\int \frac{\partial^2}{\partial \rho \partial \hat{\rho}} p(y_0, \ldots, y_t; \rho) \, dy_0 \cdots dy_t \bigg|_{\rho=\rho^*} &= \frac{\partial^2}{\partial \rho \partial \hat{\rho}} \int p(y_0, \ldots, y_t; \rho) \, dy_0 \cdots dy_t \bigg|_{\rho=\rho^*}.
\end{align*}
\]

To define the asymptotic covariance matrix for the mle, we define
\[
\begin{align*}
S_{t,t} &= \frac{\partial}{\partial \rho} \log p(y_t | y_0, \ldots, y_{t-1}, \rho^*), \\
\mathcal{V} &= \lim_{n \to \infty} \frac{1}{n} \sum_{t=1}^{n} \mathcal{E} \left( S_{t,t} S_{t,t}^t \right)
\end{align*}
\]
(3)

The matrix \( \mathcal{V} \) given by (3) is assumed to be nonsingular. For the mle, appropriate regularity conditions ensure that
\[
\sqrt{n}(\hat{\rho}_n - \rho^*) \xrightarrow{D} N \left( 0, (\mathcal{V})^{-1} \right).
\]

3 A Score Vector on the Infinite Past

In this section we construct a score vector on the infinite past for the family \( \mathcal{P}_{\rho^*} \).
LEMMA 1 Assumption 5 implies
\[
\mathcal{E} \left[ \frac{\partial}{\partial \rho} \log p(y_s, \ldots, y_t, \rho^0) \mid \mathcal{F}_s^t \right] = \frac{\partial}{\partial \rho} \log p(y_s, \ldots, y_t, \rho^0)
\]
for every \( \sigma \leq s \leq t \leq \tau \).

Proof Let \( u = (y_s, \ldots, y_{s-1}) \), \( v = (y_s, \ldots, y_t) \), and \( w = (y_{t+1}, \ldots, y_{\tau}) \).

\[
\begin{align*}
\mathcal{E} \left[ \frac{\partial}{\partial \rho} \log p(y_s, \ldots, y_t, \rho^0) \mid \mathcal{F}_s^t \right] \\
= \int \int \frac{\partial}{\partial \rho} \log p(u, v, w, \rho) \frac{p(u, v, w, \rho^0)}{p(v, \rho^0)} dudw \bigg|_{\rho = \rho^0} \\
= \int \int \frac{\partial}{\partial \rho} p(u, v, w, \rho) \frac{p(u, v, w, \rho^0)}{p(u, v, w, \rho^0) p(v, \rho^0)} dudw \bigg|_{\rho = \rho^0} \\
= \frac{\partial}{\partial \rho} \int \int p(u, v, w, \rho) \frac{p(v, \rho)}{p(v, \rho^0)} dudw \bigg|_{\rho = \rho^0} \\
= \frac{(\partial/\partial \rho) p(v, \rho)}{p(v, \rho^0)} \bigg|_{\rho = \rho^0} \\
= \frac{\partial}{\partial \rho} \log p(v, \rho^0).
\end{align*}
\]

\[ \Box \]

LEMMA 2 Let Assumptions 3, 5, and 6 hold. Then there exists
\[
S_{t,\infty} \in L_2(\Omega, \mathcal{F}, P)
\]
such that
\[
\lim_{L \to \infty} \|S_{t,L} - S_{t,\infty}\| = 0 \quad (4)
\]
if and only if
\[
\limsup_{I \to \infty} \sup_{J \geq I} \mathcal{E} \left[ \mathcal{E} \left( \lambda' \frac{\partial}{\partial \rho} \log p_J(x_{t-1}, \rho^0) \mid \mathcal{F}_{t-1}^t \right) - \lambda' \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, \rho^0) \right]^2 = 0 \quad (5)
\]
for every \( \lambda \neq 0 \).

Proof Let \( \lambda \neq 0 \) be given and for \( J \geq I \geq L \) let
\[
Z_{t,I,J} = \mathcal{E} \left( \frac{\partial}{\partial \rho} \log p_J(x_{t-1}, \rho^0) \mid \mathcal{F}_{t-1}^t \right) - \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, \rho^0).
\]
Using the law of iterated expectations and Lemma 1,

\[ \mathbb{E}[(\lambda S_{t,t}) (\lambda' S_{t,t} - \lambda S_{t,t})] \]

\[ = \mathbb{E} \left\{ (\lambda' S_{t,t}) \left[ \lambda' \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, y_t, \rho^o) - \lambda \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, y_t, \rho^o) \right] \right\} 
- \mathbb{E} \left\{ (\lambda' S_{t,t}) \left[ \lambda' \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, \rho^o) - \lambda \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, \rho^o) \right] \right\} 
\]

\[ = \mathbb{E} \left\{ (\lambda' S_{t,t}) \left[ \mathbb{E} \left( \lambda' \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, y_t, \rho^o) \mid F_{t-1}^t \right) \right] - \mathbb{E} \left( \lambda \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, y_t, \rho^o) \mid F_{t-1}^t \right) \right\} 
- \mathbb{E} \left\{ (\lambda' S_{t,t}) \left[ \mathbb{E} \left( \lambda' \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, \rho^o) \mid F_{t-1}^t \right) \right] - \mathbb{E} \left( \lambda \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, \rho^o) \mid F_{t-1}^t \right) \right\} 
\]

\[ = - \mathbb{E} \left\{ (\lambda' S_{t,t}) \left[ \mathbb{E} \left( \lambda' \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, \rho^o) \mid F_{t-1}^t \right) \right] - \lambda \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, \rho^o) \right\} 
\]

\[ = - \mathbb{E}[(\lambda' S_{t,t}) (\lambda' Z_{t,t})] \]

Then

\[ 0 \leq \| \lambda S_{t,t} - \lambda S_{t,t} \|^2 = \mathbb{E}(\lambda S_{t,t})^2 - \mathbb{E}(\lambda' S_{t,t})^2 + 2 \mathbb{E}[(\lambda' S_{t,t}) (\lambda' Z_{t,t})]. \]

Suppose that Equation 5 holds. By Assumption 6 the sequence \( \{\mathbb{E}(\lambda' S_{t,L})^2\}_{L=1}^\infty \) is bounded. Therefore Equation 5 implies

\[ \lim_{I \to \infty} \sup_{J \geq I} 2 \mathbb{E}[(\lambda' S_{t,I}) (\lambda' Z_{t,I})] = 0. \]

The positive, bounded sequence \( \{\mathbb{E}(\lambda' S_{t,L})^2\}_{L=1}^\infty \) has at least one limit point. If there are more than one, let \( a < b \) denote two of them and choose subsequences \( L_i \leq I_i < J_i \) such that \( \lim_{i \to \infty} L_i = \infty, \lim_{i \to \infty} \mathbb{E}(\lambda' S_{t,I_i})^2 = b, \) and \( \lim_{i \to \infty} \mathbb{E}(\lambda' S_{t,J_i})^2 = a. \) From Equation 6 we would then have

\[ b = \lim_{i \to \infty} \mathbb{E}(\lambda' S_{t,I_i})^2 - \lim_{i \to \infty} 2 \mathbb{E}[(\lambda' S_{t,I_i}) (\lambda' Z_{t,I_i})] \leq \lim_{i \to \infty} \mathbb{E}(\lambda' S_{t,J_i})^2 = a \]

which is a contradiction. Therefore \( \lim_{L \to \infty} \mathbb{E}(\lambda' S_{t,L})^2 \) exists and given \( \epsilon > 0 \) we may choose \( L \) large enough that \( I, J > L \) implies

\[ 0 \leq \| \lambda S_{t,I} - \lambda S_{t,J} \|^2 = \mathbb{E}(\lambda S_{t,J})^2 - \mathbb{E}(\lambda S_{t,I})^2 + 2 \mathbb{E}[(\lambda' S_{t,I}) (\lambda' Z_{t,I})] < \epsilon. \]

Equation 7 implies \( \{\lambda S_{t,L}\}_{L=1}^\infty \) is Cauchy. Therefore \( \{\lambda S_{t,L}\}_{L=1}^\infty \) has an \( L_2(\Omega, \mathcal{F}, P) \) limit.
Now suppose that $\{X_{S_{t,L}}\}_{L=1}^{\infty}$ has an $L_2(\Omega, \mathcal{F}, P)$ limit. Then $\{X_{S_{t,L}}\}_{L=1}^{\infty}$ is a Cauchy sequence and we have from Jensen’s inequality, the law of iterated expectations, and Lemma 1, that

$$E[(X_{S_{t,J}} - X_{S_{t,I}})^2]$$

$$\geq E[E(X_{S_{t,J}} - X_{S_{t,I}}|\mathcal{F}_{t-I})]^2$$

$$= E[E\left(\chi' \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, y_t, \rho^o)|\mathcal{F}_{t-I}\right) - E\left(\chi' \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, y_t, \rho^o)|\mathcal{F}_{t-I}\right)]^2$$

$$= E\left[E\left(E\left(\chi' \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, \rho^o)|\mathcal{F}_{t-I}\right) - E\left(\chi' \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, \rho^o)|\mathcal{F}_{t-I}\right)\right]^2\right]$$

$$\quad = E\left[E\left(\chi' \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, \rho^o)|\mathcal{F}_{t-I}\right) - \chi' \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, \rho^o)\right]^2$$

$\square$

**REMARK 1** Let $(\mathbb{R}^\infty, \mathcal{A}, P_\rho)$ denote the probability space induced on $\mathbb{R}^\infty = X_{t=-\infty}^{\infty} \mathbb{R}$ by the finite dimensional densities $P_\rho$ via the Daniel-Kolmogorov construction (Tucker, 1967, p. 30). Inspection of the proof of Lemma 2 reveals that $S_{t,\infty}$ can be viewed as a random variable defined on the probability space $(\mathbb{R}^\infty, \mathcal{A}, P_\rho)$ with infinite dimensional argument $(y_t, y_{t-1}, \ldots)$. Because $(\mathbb{R}^\infty, \mathcal{A}, P_\rho)$ is the range space of the random variables $\{y_t(\omega)\}_{t=-\infty}^{\infty}$ defined on the probability space $(\Omega, \mathcal{F}, P)$, $S_{t,\infty}$ is a composite function that is ultimately defined on $(\Omega, \mathcal{F}, P)$.

$\square$

In view of Lemma 2, we consider the following

**ASSUMPTION 8**

$$\lim_{t \to \infty} \sup_{j > I} E\left[E\left(\chi' \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, \rho^o)|\mathcal{F}_{t-I}\right) - \chi' \frac{\partial}{\partial \rho} \log p_I(x_{t-1}, \rho^o)\right]^2 = 0$$

for every $\lambda \neq 0$.

4 Asymptotic Efficiency

In this section we deduce some properties of the score and then prove our main result.
REMARK 2 Throughout we use these facts: If $X_L \rightarrow X$ and $Y_L \rightarrow Y$ in $L_2(\Omega, \mathcal{F}, P)$, then $X_L Y_L \rightarrow XY$ in $L_1(\Omega, \mathcal{F}, P)$ (Chung, 1974, p. 70). Because $\int |X_L Y_L - XY| dP \rightarrow 0$ implies $\int (X_L Y_L - XY) dP \rightarrow 0$ and $X_L Y_L$ and $XY$ in $L_1(\Omega, \mathcal{F}, P)$ implies $\int X_L Y_L dP$ and $\int XY dP$ exist, we have $X_L \rightarrow X$ and $Y_L \rightarrow Y$ in $L_2(\Omega, \mathcal{F}, P)$ implies $\mathcal{E}X_L Y_L \rightarrow \mathcal{E}XY$. By putting $Y_L = Y$, we have $X_L \rightarrow X$ in $L_2$ implies $\mathcal{E}X_L Y \rightarrow \mathcal{E}XY$. By putting $Y_L = Y = 1$, we have $X_L \rightarrow X$ in $L_2$ implies $\mathcal{E}X_L \rightarrow \mathcal{E}X$. □

**Lemma 3** Let Assumptions 3, 5, 6 and 8 hold. If $s < t$, then

\[
\mathcal{E}(S_{t,\infty}) = 0
\]

\[
\mathcal{E}(S_{s,\infty} S'_{t,\infty}) = 0
\]

\[
\mathcal{E}(S_{s,\infty} S'_{t,\infty}) = \mathcal{E}(S_{t,\infty} S'_{t,\infty}).
\]

**Proof** A standard result from the theory of maximum likelihood estimation is

\[
\mathcal{E}(S_{t,L} | \mathcal{F}^{t-1}_{t-L}) = \int \frac{\partial}{\partial \rho} \log p_L(y|x_{t-1}, \rho) p_L(y|x_{t-1}, \rho^0) dy \bigg|_{\rho = \rho^0} = 0,
\]

whence $\mathcal{E}(S_{t,L}) = 0$ for every $L$. Because $S_{t,L} \rightarrow S_{t,\infty}$ in $L_2$, we have that

\[
0 = \lim_{L \rightarrow \infty} \mathcal{E}(S_{t,L}) = \mathcal{E}(S_{t,\infty}).
\]

For $s < t$ and large $J$,

\[
\mathcal{E}(S_{s,L} S'_{t,J} | \mathcal{F}^{t-1}_{t-J}) = S_{s,L} \mathcal{E}(S'_{t,J} | \mathcal{F}^{t-1}_{t-J}) = 0,
\]

whence $\mathcal{E}(S_{s,L} S'_{t,J}) = 0$. Because $S_{t,J} \rightarrow S_{t,\infty}$ in $L_2$, we have that

\[
0 = \lim_{J \rightarrow \infty} \mathcal{E}(S_{s,L} S'_{t,J}) = \mathcal{E}(S_{s,L} S'_{t,\infty}).
\]

Because $\mathcal{E}(S_{s,L} S'_{t,\infty}) = 0$ for all $L$ and $S_{t,L} \rightarrow S_{t,\infty}$ in $L_2$, we have that

\[
0 = \lim_{L \rightarrow \infty} \mathcal{E}(S_{s,L} S'_{t,\infty}) = \mathcal{E}(S_{s,\infty} S'_{t,\infty}).
\]

Lastly, $S_{s,L} \rightarrow S_{s,\infty}$ and $S_{t,L} \rightarrow S_{t,\infty}$ in $L_2$ together with $\mathcal{E}(S_{s,L} S'_{s,L}) = \mathcal{E}(S_{t,L} S'_{t,L})$ because of stationarity imply

\[
\mathcal{E}(S_{s,\infty} S'_{s,\infty}) = \lim_{L \rightarrow \infty} \mathcal{E}(S_{s,L} S'_{s,L}) = \lim_{L \rightarrow \infty} \mathcal{E}(S_{t,L} S'_{t,L}) = \mathcal{E}(S_{t,\infty} S'_{t,\infty}).
\]
Lemma 3 implies

$$
\text{Var} \left( \frac{1}{\sqrt{n}} \sum_{t=1}^{n} S_{t,\infty} \right) = \frac{1}{n} \sum_{t=1}^{n} \mathcal{E}(S_{t,\infty} S'_{t,\infty}) = \mathcal{E}(S_{0,\infty} S'_{0,\infty}),
$$

which permits the following definition.

**DEFINITION 1**

$$
\nu_{\infty} = \mathcal{E}(S_{0,\infty} S'_{0,\infty}) = \text{Var} \left( \frac{1}{\sqrt{n}} \sum_{t=1}^{n} S_{t,\infty} \right).
$$

**LEMMA 4** If Assumptions 4, 3, 5, 6 and 8 hold, then

$$
\lim_{L \to \infty} \sum_{\tau=1}^{\infty} \lambda' \mathcal{E}(S_{t+\tau,L} S'_{t,L}) \lambda = 0.
$$

for every $\lambda \in \mathbb{R}^p$.

**Proof** A standard mixing inequality is

$$
\left\| \mathcal{E}(\lambda' S_{t+\tau,L} | \mathcal{F}_t^x) \right\| \leq 2(2^{1/2} + 1) \left\| \lambda' S_{t+\tau,L} \right\|_4 \left[ \alpha(\mathcal{F}_t^\infty, \mathcal{F}_t^x) \right]^{1/2 - 1/4},
$$

see, e.g., Gallant (1987, p. 507) or Davidson (1994, p. 211). Assumption 4 implies

$$
\sup_{-\infty < t < \infty} \alpha(\mathcal{F}_t^\infty, \mathcal{F}_t^x) = \mathcal{O} \left( \tau^{-d(r-1)} \right),
$$

which is uniform in $t$ by stationarity.

Assumption 6 bounds $\left\| \lambda' S_{t+\tau,L} \right\|_4$ uniformly in $t$. Applying Cauchy-Schwarz and the above, there is a $\delta > 0$ such that

$$
\left| \mathcal{E}(\lambda' S_{t,L} | \mathcal{F}_t^\infty) \right| \leq \left\| \lambda' S_{t+\tau,L} \right\|_2 \left\| \mathcal{E}(\lambda' S_{t+\tau,L} | \mathcal{F}_t^x) \right\|_2 \leq \mathcal{O} \left( \tau^{-1-\delta} \right),
$$

where $\mathcal{O} \left( \tau^{-1-\delta} \right)$ does not depend upon $L$ or $t$. Therefore

$$
\sum_{\tau=1}^{\infty} \lambda' \mathcal{E}(S_{t+\tau,L} S'_{t,L}) \lambda = \sum_{\tau=1}^{T} \lambda' \mathcal{E}(S_{t+\tau,L} S'_{t,L}) \lambda + \mathcal{O} \left( T^{-\delta} \right),
$$

where $\mathcal{O} \left( T^{-\delta} \right)$ does not depend on $L$. By the same arguments as in the proof of Lemma 3 we have $\lim_{L \to \infty} \mathcal{E}(S_{t+\tau,L} S'_{t,L}) = \mathcal{E}(S_{t+\tau,\infty} S'_{t,\infty}) = 0$. Therefore,

$$
\lim_{L \to \infty} \sum_{\tau=1}^{\infty} \lambda' \mathcal{E}(S_{t+\tau,L} S'_{t,L}) \lambda = \mathcal{O} \left( T^{-\delta} \right),
$$

where $T$ is arbitrary. \qed
THEOREM 1 Assumptions 4, 3, 5, 6 and 8 imply

$$V^o = \lim_{L \to \infty} V^o_L = V^o,$$

where the variance matrices are given by (3), (2), and (8), respectively.

Proof Recall that

$$V^o_L = V^o_{L,0} + \sum_{\tau=1}^{\infty} V^o_{L,\tau} + \left(\sum_{\tau=1}^{\infty} V^o_{L,\tau}\right)^\prime,$$

where $V^o_{L,\tau} = \mathcal{E}\left(S_{t,L} S'_{t-L,L}\right)$. Lemma 4 implies $\lim_{L \to \infty} \sum_{\tau=1}^{\infty} V^o_{L,\tau} = 0$. Further, $S_{t,L} \to S_{t,\infty}$ in $L_2$ implies

$$\lim_{L \to \infty} V^o_{L,0} = \lim_{L \to \infty} \mathcal{E}\left(S_{t,L} S'_{t,L}\right) = \mathcal{E}\left(S_{t,\infty} S'_{t,\infty}\right) = V^o.$$

Therefore, $\lim_{L \to \infty} V^o_L = V^o$. By stationarity,

$$\lim_{t \to \infty} \mathcal{E}\left(S_{t,t} S'_{t,t}\right) = \lim_{t \to \infty} \mathcal{E}\left(S_{0,t} S'_{0,t}\right) = \lim_{L \to \infty} V^o_L = V^o,$$

whence

$$\lim_{n \to \infty} \frac{1}{n} \sum_{t=1}^{n} \mathcal{E}\left(S_{t,t} S'_{t,t}\right) = V^o.$$

\[\square\]

5 Conclusion

In this paper, we have constructed a score vector $S_{t,\infty}$ defined over the infinite past for a non-Markovian stationary process $\{y_t\}_{t=-\infty}^{\infty}$. We have shown that its variance does not depend on $t$ and that this variance is the same as the asymptotic variance of the maximum likelihood estimator. It is also the limit, as the number of lags $L$ goes to infinity, of the asymptotic variance of the quasi maximum likelihood estimator on $L$ lags. The regularity conditions used to obtain these results are the standard regularity conditions for the asymptotics of the quasi maximum likelihood estimator and the maximum likelihood estimator in nonlinear dynamic models plus and additional condition that we show to be necessary and sufficient.

Of particular interest in these derivations are Lemmas 1, 2, and 3. Lemma 1 gives an explicit expression for the conditional expectation of the derivative of a log density when the conditioning variables are a subset of its arguments. Using this result, Lemma 2 provides
a necessary and sufficient condition for the existence of a score defined on the infinite past, which is the $L_2$ limit of the finite dimensional score. Lemma 3 derives some useful properties of this score.
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