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Abstract

We characterize the extreme points of multidimensional monotone functions from

r0,1sn to r0,1s, as well as the extreme points of the set of one-dimensional marginals

of these functions. These characterizations lead to new results in various mecha-

nism design and information design problems, including public good provision with

interdependent values; interim efficient bilateral trade mechanisms; asymmetric re-

duced form auctions; and optimal private private information structure. As another

application, we also present a mechanism anti-equivalence theorem for two-agent,

two-alternative social choice problems: A mechanism is payoff-equivalent to a deter-

ministic DIC mechanism if and only if they are ex-post equivalent.
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1 Introduction

Many important economic problems involve the design of the allocation or information

among multiple agents. In this paper, we show that a common structure behind these

problems involves selecting a multidimensional monotone function that satisfies certain

properties. We systematically study the extreme points of the set of multidimensional

monotone functions from r0,1sn to r0,1], as well as the set of their one-dimensional

marginals. We show that our results immediately lead to various new results in well-

known mechanism design problems — including public good provision, bilateral trade,

reduced form auctions, and mechanism equivalence — as well as in recent information

design problems.

Abstract Results. We start by describing our abstract results before discussing the eco-

nomic applications in detail. Recall that a function f : r0,1sn Ñ r0,1s is monotone if

f pxq ď f pyq for all x ď y where the partial order ď is defined in the usual sense. The set of

monotone functions is a convex set and hence admits extreme points. An elegant result

of Choquet (1954) identifies the extreme points of this set: They are given by 1A where

AĎ r0,1sn is an upward-closed set (henceforth, an up-set), i.e., for any x ď y, if x P A, then

y P A (see Figure 1a). In the one-dimensional case, these extreme points are exactly the

one-jump step functions t1rk,1sukPr0,1s. Combined with Choquet’s integral representation

theorem, this implies that any monotone function can be represented as a mixture over

such up-set functions
␣

1A : A is an up-set
(

.

Our first result (Proposition 1) refines Choquet’s representation of monotone func-

tions: We show that any monotone function can be in fact represented as a mixture over

a collection of nested up-set functions, i.e., these up-sets are totally ordered by set inclu-

sion. This nested up-set representation is very useful as it allows us to equivalently view

a multidimensional monotone function as a totally ordered chain of up-sets coupled with

a one-dimensional probability distribution. Our second result (Theorem 1) exploits this

structure and well-known results on one-dimensional distributions to characterize the

extreme points of multidimensional monotone functions subject to m linear constraints:

they can always be represented as a mixture of m` 1 nested up-sets (see Figure 1b).

Building on these characterizations, our next set of results studies what we call ra-

tionalizable monotone functions. For any integrable function f : r0,1sn Ñ r0,1s, recall

that its marginal in dimension i is simply xi ÞÑ fipxiq :“
ş

f pxqdx´i . We say that a col-

lection of one-dimensional monotone functions q :“ pqiqi“1,...n is rationalizable if there

exists some function f : r0,1sn Ñ r0,1s such that qi ’s are exactly the marginals of f . Note
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(a) An up-set function 1A (b) Mixture of two nested up-set functions

(c) Nested up-sets differ by a rectangle (d) Truncation of up-set for one marginal

Figure 1: Illustration of extreme points for different sets of functions

that this definition does not require the function f to be monotone. However, an ele-

gant result by Gutmann et al. (1991) shows that any such q that is rationalizable by some

function must also be rationalizable by a monotone function. We exploit this connection

and our characterizations of multidimensional monotone functions to also characterize

the extreme points of the set of rationalizable monotone functions q. In particular, we

show that (Theorem 2) every extreme point of the set of rationalizable monotone func-

tions must be the one-dimensional marginals of an up-set function 1A, and every extreme

point of rationalizable monotone functions subject to m linear constraints must also be

the one-dimensional marginals of m` 1 mixture of 1Ak where Ak’s are nested up-sets.

In the case of rationalizable pairs q :“ pq1,q2q, we sharpen Theorem 2 to a necessary

and sufficient characterization of the extreme points. Without any linear constraint, we

show that (Theorem 3) the one-dimensional marginals of the up-set functions 1A are

exactly the extreme points of the rationalizable pairs, and these extreme points must be

uniquely rationalized. With one linear constraint, we show that (Theorem 4) the extreme

points of rationalizable pairs are characterized by a mixture of 1A1
and 1A2

where A1 and

A2 are nested up-sets that differ by a single rectangle (see Figure 1c), and they must be

uniquely rationalized among all monotone functions.
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In the case of rationalizable pairs, it is also known that a pair of monotone functions

pq1,q2q is rationalizable if and only if q1 is majorized by the conjugate of q2 (Gutmann

et al. 1991).1 Building on this connection, our characterization immediately gives the

extreme points of this joint majorization set — they are exactly the pairs where the ma-

jorization constraint binds everywhere (Proposition 4). This structure is very different

from the one-dimensional case (Kleiner, Moldovanu, and Strack 2021), precisely because

these majorization constraints are imposed on a pair of monotone functions, linking them

between the original space q1 and the inverse space q´1
2 . Using this logic, we also charac-

terize the extreme points of the joint majorization set under a linear constraint (Proposi-

tion 5), and the extreme points of the weak joint majorization set (Proposition 6) where

the majorization relation is replaced by weak majorization. For weak joint majorization,

any extreme point pq1,q2q has the structure that q2 is the marginal of an up-set function

1A and q1 is the marginal of another up-set function 1Ã where Ã is a truncation of A (see

Figure 1d).

Economic Applications. We now discuss the economic applications of our results (see

Section 4 for details). We apply our abstract results to obtain new results in four well-

known mechanism design problems and one recent information design problem.

Our first application studies the classical problem of public good provision, where

a designer decides whether to implement a public project subject to an ex-ante budget

constraint for financing the project. Almost all existing studies of this problem focus on

the case of independent private values (see e.g. Güth and Hellwig 1986). In practice, the

values of the agents for a public good seem likely to be interdependent and correlated.

However, under Bayesian incentive compatibility, it is well known that the designer can

generically achieve the first best by constructing bets á la Crémer and McLean (1988) as

long as there are correlated signals. This may not be satisfying because of the fragility of

such mechanisms and calls for other approaches to this problem (Brooks and Du 2023). A

natural candidate is to study the design of ex-post incentive-compatible and individually

rational mechanisms. By a standard argument, an allocation rule is ex-post IC if and only

if it is monotone in each agent’s signal. Because the objective is a linear functional, our

extreme point results (recall Figure 1b) immediately imply that the optimal ex-post IC

mechanism is simply a two-threshold policy, where the designer aggregates the signals of

each agent into a score and if the score is higher than the high threshold, then the project

is implemented for sure, and if it is lower than the high threshold but higher than the

low threshold, the project is implemented with some positive probability (and otherwise

1That is, q1pzq is majorized by q̂2pzq :“ 1 ´ q´1
2 p1 ´ zq.
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abandoned). The specifics of the scoring rule and the two thresholds will depend on

the correlation structure of the agents’ signals, but the optimal mechanism turns out to

always have this simple structure regardless of the correlation structure.

Our second application studies another well-known mechanism design problem, bi-

lateral trade á la Myerson and Satterthwaite (1983). An important question in bilateral

trade is to understand its interim-efficient frontier (Myerson 1984). It has been shown

that in some special cases depending on the welfare weights and type distributions, the

interim-efficient mechanism takes a familiar form of trading if and only if the suitably de-

fined virtual value is above the virtual cost (Ledyard and Palfrey 1999, 2007). However,

to understand the frontier, we have to characterize the optimal mechanism for arbitrary

welfare weights and type distributions. Because any interim-efficient mechanism must

maximize a linear functional over the pair of interim allocation rules for the buyer and

seller, and the ex-post budget constraint can be represented as a linear constraint, our

extreme point results (recall Figure 1c) immediately yield a new class of trading mecha-

nisms that can attain the optimal welfare for any welfare weights and type distributions.

We call these trading mechanisms markup-pooling mechanisms: In such a mechanism,

trade is implemented if and only if the value v is above a monotone transformation of

the cost φpcq (the markup function), with the exception that when c falls into a single

interval I (the pooling interval), we resample the cost from the two ends of the interval

and execute the trade if the buyer’s value v is above the marked up, resampled cost φpc̃q.

Our third application studies the question of interim equivalence between mecha-

nisms initiated by Manelli and Vincent (2010). Two mechanisms are payoff-equivalent if

they yield the same interim expected utilities for all agents and the same ex-ante expected

surplus. From a series of fundamental contributions (Manelli and Vincent 2010; Ger-

shkov et al. 2013; Chen et al. 2019), it is known that (i) for any Bayesian incentive com-

patible (BIC) mechanism, there exists a payoff-equivalent dominant strategy incentive

compatible (DIC) mechanism (BIC-DIC equivalence); and (ii) for any stochastic mecha-

nism, there exists a payoff-equivalent deterministic mechanism (stochastic-deterministic

equivalence). These mechanism equivalence results are very helpful, because DIC mech-

anisms are robust to changes in the agents’ beliefs and deterministic mechanisms do not

require a credible randomization device. However, as another application of our results,

we show that there is a strong conflict between asking for DIC mechanisms and asking

for deterministic mechanisms. In particular, we present a mechanism anti-equivalence

theorem for social choice problems with two agents and two alternatives: A BIC mech-

anism is payoff-equivalent to a deterministic DIC mechanism if and only if they are ex-

post equivalent. In other words, although every BIC mechanism has a payoff-equivalent
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DIC counterpart and every stochastic mechanism has a payoff-equivalent determinis-

tic counterpart, the interim payoffs under a mechanism that is both deterministic and

DIC cannot be replicated by any other mechanism. Consequently, among DIC mecha-

nisms, a stochastic mechanism and a deterministic mechanism must yield different in-

terim payoffs; among deterministic mechanisms, a BIC mechanism and a DIC mecha-

nism must yield different interim payoffs, unless they are ex-post equivalent. Thus, our

result implies that the BIC-DIC equivalence necessarily relies on randomization, and the

stochastic-deterministic equivalence necessarily relies on non-DIC mechanisms.

Our fourth application studies asymmetric reduced form auctions. A reduced form

auction is a collection of interim allocation probabilities that is implementable by an ex-

post auction allocation rule (Matthews 1984; Border 1991). In an important contribution,

Kleiner, Moldovanu, and Strack (2021) characterize the extreme points of symmetric re-

duced form auctions, by representing the implementability constraint as a majorization

constraint on a one-dimensional monotone function. Now, suppose we have two bidders

and allow for asymmetric mechanisms. Let qi be the allocation probability to bidder i as

a function of bidder i’s type in the quantile space. Exploiting the extreme-point structure

of the weak joint majorization set, we show that pq1,q2q is implementable by an auction if

and only if q1 is weakly majorized by the inverse of q2, with every extreme point of that set

characterized by q1 being pointwise equal to q´1
2 1rk,1s for some k. These extreme points

correspond to exactly Figure 1d (up to relabeling), where the complement of the up-set A

is the region of types that we allocate to bidder 2, and the left truncation of the up-set is

the region where the seller keeps the object. An immediate consequence of this extreme

point characterization is that for any linear or convex objective, the optimal auction can

always be implemented by a deterministic and DIC mechanism as in Figure 1d. We ap-

ply this extreme point characterization to auctions with endogenous values introduced

in Gershkov et al. (2021), where revenue maximization becomes a convex objective, and

show how our characterization helps understand their examples of optimal asymmetric

mechanisms.

Our last application studies private private information structures introduced in He,

Sandomirskiy, and Tamuz (2024). Consider a binary state and n agents with a common

prior about the state. A private private information structure sends an independent sig-

nal to each agent so that they update their belief about the state but not about other

agents’ signals. He, Sandomirskiy, and Tamuz (2024) characterize the Blackwell-Pareto

undominated information structures and use a garbling argument to characterize the set

of feasible belief distributions that can be induced by some private private information

structure. Complementary to their analysis, we use our extreme point results to provide
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a convex-hull characterization of the feasible belief quantiles under private private in-

formation. Unlike the feasible belief distributions, the set of feasible belief quantiles is

convex and admits extreme points, which we also characterize using our abstract results.

In particular, we show that any extreme feasible belief quantiles can be implemented

by a nested bi-upset signal structure, where we randomize between two nested up-sets in

r0,1sn, and uniformly draw signals from there. This is because a collection of belief quan-

tile functions is feasible if and only if it is rationalizable in our sense and satisfies one lin-

ear constraint, the Bayes plausibility constraint. As an immediate consequence, for many

information design problems subject to the privacy constraint, a nested bi-upset signal

would be optimal. Moreover, as we show, a pair pq1,q2q is an extreme point of the feasible

belief quantiles if and only if it can be implemented using a nested bi-upset signal where

the nested up-sets differ by at most a rectangle. Combining with the characterization of

Blackwell-Pareto frontier from He, Sandomirskiy, and Tamuz (2024), our result then im-

plies that in the case of two agents, any such optimal private private information — even

though it may not be Blackwell-Pareto undominated — can be attained by (i) selecting a

Blackwell-Pareto undominated signal and then (ii) applying a single interval-pooling for

one of the two agents.

1.1 Related Literature

We study the convex set of multidimensional monotone functions and their marginals. In

particular, we characterize the extreme points of the set of multidimensional monotone

functions subject to finitely many linear constraints, as well as the extreme points of the

rationalizable monotone functions. Choquet (1954) provides a well-known characteriza-

tion of extreme points of monotone functions, which states that a monotone function is

an extreme point if and only if it is an indicator function defined on an up-set. We use

Choquet’s characterization to further characterize the extreme points of monotone func-

tions subject to finitely many linear constraints. Our characterization sharpens the set

of candidate extreme points derived from Winkler (1988) to finite mixtures of indicator

functions defined on nested up-sets.

Our results on rationalizable monotone functions build on and contribute to the math-

ematics literature on the existence of a joint density for given marginals (Lorentz 1949;

Kellerer 1961; Strassen 1965). In particular, Gutmann et al. (1991) provide conditions

on when a collection of monotone functions is rationalizable and show the equivalence

between the rationalizability by an arbitrary function, by a monotone function, and by
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an indicator function.2 Exploiting this equivalence and our results on multidimensional

monotone functions, we characterize the extreme points of the set of rationalizable mono-

tone functions, with and without linear constraints. The unique rationalizability prop-

erty of our extreme points in the two-dimensional case also connects to and builds on

results from the mathematical tomography literature on “sets of uniqueness” (Lorentz

1949; Fishburn et al. 1990; Kemperman 1991; Kellerer 1993), which studies necessary

and sufficient conditions for a function to be uniquely determined by its marginals.

In economics, several recent papers characterize extreme points of one-dimensional

monotone functions under various constraints and derive economic applications. Kleiner,

Moldovanu, and Strack (2021) characterize the extreme points of the set of nondecreasing

functions that majorize, or are majorized by, some fixed nondecreasing function. They

then derive applications on reduced-form implementation, BIC-DIC equivalence, dele-

gation, and persuasion.3 Nikzad (2023) and Candogan and Strack (2023) further charac-

terize the extreme points of these convex sets subject to finitely many linear constraints.

Meanwhile, Yang and Zentefis (2024) characterize the extreme points of the set of nonde-

creasing functions that are pointwise bounded by two other nondecreasing functions, and

derive applications to gerrymandering, quantile-based persuasion, overconfidence, and

security design. Our results complement these recent characterizations and we provide

new applications in various settings as well.

A one-dimensional monotone function can be equivalently viewed as a probability

distribution. However, this equivalence breaks down for multidimensional monotone

functions.4 Complementary to our analysis of multidimensional monotone functions,

Kleiner et al. (2024) characterize the extreme points of multidimensional probability dis-

tributions that are dominated by a fixed distribution in the convex stochastic order.

Our analysis also connects to the literature on multidimensional screening. Manelli

and Vincent (2007) introduce the extreme point approach to study multidimensional

screening. They show that the well-known result of a posted price being optimal for

selling one good (Myerson 1981; Riley and Zeckhauser 1983) is an immediate conse-

quence of the extreme points of one-dimensional monotone functions. They then show

2Specifically, Gutmann et al. (1991) show these three results using complementary but separate ap-
proaches: the rationalizability characterization follows from Strassen (1965), which in turn is built upon
supporting hyperplanes, instead of extreme points, of convex sets; rationalizability by monotone func-
tions follows from a convex minimization program, which is later generalized by Gershkov et al. (2013);
whereas the proof of rationalizability by indicator functions relies on the existence and the characterization
of extreme points of a different convex set compared to our focus — the set of (not necessarily monotone)
functions on r0,1sn with fixed marginals.

3See also Arieli et al. (2023).
4Indeed, recall that a bivariate CDF F must also satisfy Fpx1

1,x
1
2q´Fpx1,x

1
2q´Fpx1

1,x2q`Fpx1,x2q ě 0 for
all x1 ă x1

1 and x2 ă x1
2.
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that with multiple goods, the optimal mechanism is drastically more complex — it gen-

erally involves many lotteries. The key difference between our setting and theirs is that

with multiple dimensions, monotonicity no longer characterizes the implementable allo-

cations.5 Indeed, the indirect utility functions in multidimensional screening are mono-

tone convex functions, which turn out to have drastically different structures and are

known to admit a dense set of extreme points (Johansen 1974; Bronshtein 1978; Lahr and

Niemeyer 2024).6 In comparison, we relax the convexity constraint and use multidimen-

sional monotone functions to study design problems with multiple agents.

Several recent economics papers also build on results from mathematical tomography

including Gershkov et al. (2013) who study BIC-DIC equivalence, Chen et al. (2019) who

study stochastic-deterministic equivalence, and He, Sandomirskiy, and Tamuz (2024)

who study information structures with independent signals.7 As our applications to these

settings show, our extreme point characterizations of rationalizable monotone functions

lead to a variety of new results.

The remainder of the paper proceeds as follows. Section 2 presents our results on

multidimensional monotone functions. Section 3 presents our results on rationalizable

monotone functions. Section 4 presents our economic applications. Section 5 concludes.

Appendix A provides the omitted proofs.

2 Multidimensional Monotone Functions

Endow the set of integrable functions from r0,1sn Ñ r0,1s with the L1 norm. Let F be the

set of monotone functions from r0,1sn to r0,1s. That is, a function f : r0,1sn Ñ r0,1s is

in F if f pxq ď f pyq for any x,y P r0,1sn such that x ď y. Clearly, F Ď L1pr0,1snq is a con-

vex set. Moreover, by a suitable version of Helly’s selection theorem and the dominated

convergence theorem, F is compact.8

We say that a set A Ď r0,1sn is an upward-closed set (or simply an up-set) if, for any

x P A, y ě x implies y P A. Clearly, an indicator function 1A is in F if and only if A is an

5Indeed, the implementable allocations are characterized by cyclic monotonicity (Rochet 1987). How-
ever, in certain screening problems without monetary transfers, the implementable allocations can be char-
acterized by multidimensional monotonicity; see e.g. Vravosinos (2024).

6These results are also the reason why recent studies of multidimensional screening do not adopt an
extreme point approach but provide conditions on primitives such that a simple mechanism is optimal (see
e.g. Haghpanah and Hartline 2021; Yang 2022).

7See also Arieli et al. (2021) who study feasible posterior distributions when signals need not be in-
dependent. Their question corresponds to the study of coherent distributions (see Dawid et al. 1995), for
which the characterization of extreme points is an open question (Burdzy and Pitman 2020).

8See, e.g., Leonov (1996) for a multidimensional version of Helly’s selection theorem.
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up-set. Given a totally ordered index set I , a family of up-sets tAiuiPI is nested if Ai Ď Ai1

for all i, i1 P I such that i ă i1. Our results pertain to the properties of the extreme points

of sets related to F . To begin with, we first note the following well-known observation.

Lemma 1 (Choquet 1954, Theorem 40.1). f P F is an extreme point of F if and only if

f “ 1A for some up-set AĎ r0,1sn.

An immediate consequence of Lemma 1 is that any monotone function f P F can

be written as a mixture of indicator functions defined by up-sets (by Choquet’s integral

representation theorem). Nonetheless, since up-sets in r0,1sn are only partially ordered

under set-inclusion when n ě 2, these indicator functions may not be ordered. As a

result, mixtures implied by Lemma 1 could potentially involve mixing up-sets that are

not nested. However, as Proposition 1 below shows, there is always a way to represent a

monotone function f P F as a mixture of indicator functions defined by a family of nested

up-sets.

Proposition 1 (Nesting representation). A function f : r0,1sn Ñ r0,1s is monotone if and

only if there exist a collection of nested up-sets tArurPr0,1s and a probability measure µ P

∆pr0,1sq such that for all x P r0,1sn,

f pxq “

ż 1

0
1Ar pxqµpdrq .

Moreover, if
`

tArurPr0,1s,µ
˘

and
`

tA1
rurPr0,1s,µ

1
˘

represent the same monotone function in the

above sense, then they must induce the same distribution over the same family of nested up-sets.

Although Choquet’s extreme point theorem (Lemma 1) implies that any monotone

function f P F can be represented as a mixture of indicator functions defined by up-sets,

Proposition 1 ensures that there must be such a mixture that is supported on a family of

nested up-sets. Moreover, Proposition 1 asserts that such a nesting representation must

be unique, even though Choquet’s integral representation is in general not unique. This

shows that a multidimensional monotone function can be equivalently viewed as a one-

dimensional probability distribution on a family of nested up-sets.

An immediate consequence of this single-dimensional representation of a multidi-

mensional monotone function is a characterization of extreme points of multidimensional

monotone functions subject to finitely many affine constraints. Fix any finite collection

tφjumj“1 of essentially bounded functions on r0,1sn, and a finite collection tηjumj“1 of real
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numbers. Consider the following subset F of F :

F :“

#

f P F :
ż

r0,1sn
f pxqφjpxqdx ď ηj ,@j P t1, . . . ,mu

+

.

From Lemma 1, it is well known that, by Proposition 2.1 of Winkler (1988), any extreme

point of F is a mixture of at most m` 1 indicator functions on up-sets. However, there

are many different up-sets in r0,1sn, and mixtures of them, even if there are only finitely

many, could be complex. Nonetheless, Proposition 1 allows us to further sharpen the

characterization, as stated by Theorem 1 below.

Theorem 1. Every extreme point of F is a mixture of at most m ` 1 indicator functions

t1Aju
m`1
j“1 where tAju

m`1
j“1 are nested up-sets.

Theorem 1 further simplifies the structure of extreme points of F implied by Lemma 1

and the result of Winkler (1988). In addition to being a mixture of at mostm`1 indicator

functions defined on up-sets, Theorem 1 states that these up-sets must be nested. An

immediate consequence is that any extreme point f of F can be written as

f pxq “

m`1∑
j“1

pj1tgpxq P rkj´1, kjqu ,

where 0 ď p1 ď p2 ď ¨¨ ¨ ď pm`1 “ 1, 0 ď k0 ď k1 ď ¨¨ ¨ ď km`1 “ 1, and g : r0,1sn Ñ r0,1s is

a monotone function. That is, f increases from 0, through tp1, . . . ,pmu, to 1 as a monotone

aggregator g P F increases from 0 to 1. Note that without the nesting structure identi-

fied by Theorem 1, m` 1 many mixtures of arbitrary up-sets would in general induce

a monotone function that has 2m`1 many distinct values. Thus, Theorem 1 provides an

exponential reduction in the complexity of the extreme points by exploiting the nesting

structure from Proposition 1.

Clearly, not all mixtures of m` 1 indicator functions defined by nested up-sets are

extreme points of F . Indeed, if φj ” 0 and ηj “ 0 for all j, then the only extreme points

of F are single indicator functions defined on up-sets, according to Lemma 1. However,

if the constraints are tight and have enough independence, then every mixture of at most

m`1 indicator functions defined on nested up-sets is an extreme point of F . Specifically,

consider any family tφjumj“1 of essentially bounded functions on r0,1sn such that for any
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(a) An Extreme Point (b) Not an Extreme Point

Figure 2: Extreme Points of F

disjoint subsets tBju
m
j“1, Bj Ď r0,1sn the vectors

$

’

’

&

’

’

%

¨

˚

˚

˝

ş

B1
φ1pxqdx
...

ş

B1
φmpxqdx

˛

‹

‹

‚

, ¨ ¨ ¨ ,

¨

˚

˚

˝

ş

Bm
φ1pxqdx
...

ş

Bm
φmpxqdx

˛

‹

‹

‚

,

/

/

.

/

/

-

are linearly independent. Let

F ‹
:“

#

f P F :
ż

r0,1sn
f pxqφjpxqdx “ ηj ,@j P t1, . . . ,mu

+

.

We then have the following converse of Theorem 1

Proposition 2. f P F ‹
is an extreme point if and only if f “

∑k
j“1λj1Aj for some nested

up-sets tAju
k
j“1, k ďm, and for some tλju

k
j“1 such that λj ě 0 and

∑k
j“1λj “ 1.

Figure 2 illustrates the structure of extreme points of F , in the case ofm“ 1. Figure 2a

depicts a monotone function f “ λ1A ` p1 ´ λq1A1 , where A1 Ď A are nested up-sets.

According to Theorem 1, any extreme point of F must exhibit the structure given by

Figure 2a. Proposition 2 further ensures that any such function must be an extreme point

of F ‹
when the constraints have enough independence. On the other hand, Figure 2b

depicts a monotone function f “ λ1A ` p1 ´ λq1A1 , where A and A1 are up-sets but are

not nested. According to Theorem 1, such functions can never be an extreme point of F ,

even if they are mixtures of two extreme points of F .
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3 Rationalizable Monotone Functions

Next, we characterize extreme points of monotone functions that can be “rationalized” by

some (not necessarily monotone) function f : r0,1sn Ñ r0,1s. For any tuple q “ pq1, . . . , qnq

of nondecreasing, left-continuous functions from r0,1s to r0,1s, we say that q is rational-

izable if there exists a function f : r0,1sn Ñ r0,1s (not necessarily monotone) such that

qipxiq “

ż

r0,1sn´1
f pxqdx´i ,

for all i and all xi P r0,1s. For any such f and q, we also say that q is rationalized by f .

Let Q be the set of all rationalizable tuples of nondecreasing left-continuous functions.

Fix a family tψ
j
i u

1ďjďm
1ďiďn of essentially bounded functions on r0,1s and a family tηjumj“1 of

real numbers, let Q be the set of all tuples of rationalizable monotone functions subject

to m` 1 affine constraints:

Q :“

#

q PQ :
n∑
i“1

ż 1

0
qipxiqψ

j
i pxiqdxi ď ηj ,@j P t1, . . . ,mu

+

.

While we do not impose monotonicity on the joint function f , an elegant result of Gut-

mann et al. (1991) shows that any rationalizable monotone tuples q can be rationalized

by a multidimensional monotone f P F :

Lemma 2 (Gutmann et al. 1991, Theorem 5; Gershkov et al. 2013, Theorem 1). A tuple

of one-dimensional monotone functions q “ pq1, . . . , qnq is rationalizable if and only if it can be

rationalized by a multidimensional monotone function f P F .

As a consequence of Lemma 2, the set Q is exactly a linear projection of the set F .

Lemma 3 below connects the extreme points of a convex set to the extreme points of its

linear projection.9

Lemma 3 (Affine mapping lemma). Let X be a compact convex subset of a locally convex

topological vector space, and let Y be a topological vector space. For any continuous affine map

L : X Ñ Y , we have

extpLpXqq Ď LpextpXqq .

Now, using Lemma 2 and Lemma 3, we exploit Lemma 1 and Theorem 1 to character-

ize the extreme points of Q and Q:

9We are not aware of any existing proofs of Lemma 3 in the literature, and thus include a proof of it in
the Appendix. We thank Elliot Lipnowski for providing a simple proof.
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Theorem 2.

(i) Every extreme point of Q is rationalized by 1A for some up-set AĎ r0,1sn.

(ii) Every extreme point of Q is rationalized by a mixture of t1Aju
m`1
j“1 for some nested up-sets

tAju
m`1
j“1 .

While Theorem 2 provides necessary conditions for the extreme points of Q and Q,

they may not be sufficient in general. There might be (mixtures of) indicator functions

defined on (nested) up-sets that are not extreme points of Q and Q. Nonetheless, when

n “ 2, these necessary conditions can be greatly sharpened. Below, we explore the cases

where n“ 2 and m P t0,1u.

3.1 Rationalizable Monotone Pairs

Our next set of results characterizes the extreme points of rationalizable functions in the

case of n“ 2 with and without a linear constraint. Namely, Q is the set of pairs q “ pq1,q2q

of rationalizable monotone functions on r0,1s; and

Q“

"

q PQ :
ż 1

0
q1px1qψ1px1qdx1 `

ż 1

0
q2px2qψ2px2qdx2 ď η

*

,

for some essentially bounded functions ψ1 and ψ2 and some real number η.

When n “ 2, part piq of Theorem 2 becomes both necessary and sufficient, and the

sufficient condition also exhibits a notion of uniqueness, as Theorem 3 below shows. To

state the theorem, we say that q P Q is uniquely rationalized by a function f : r0,1s2 Ñ

r0,1s if for any function f̃ : r0,1s2 Ñ r0,1s that also rationalizes q, it must be that f ” f̃

(up to measure zero).

Theorem 3. q “ pq1,q2q is an extreme point of Q if and only if q is rationalized by 1A for some

up-set AĎ r0,1s2. Moreover, every extreme point of Q is uniquely rationalized.

For a general n P N, Theorem 2 states that any extreme point q of Q can be rational-

ized by an indicator function 1A defined on an up-set. It does not imply that any q P Q
rationalized by indicator functions defined on an up-set must be an extreme point. How-

ever, when n“ 2, being rationalized by an indicator function defined on an up-set is both

necessary and sufficient for q to be an extreme point of Q, according to Theorem 3. Fur-

thermore, any extreme point must be uniquely rationalized by such a function — thus,

any q P Q rationalized by some function f that is not an indicator function 1A defined on

an up-set cannot be an extreme point.
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The proof of Theorem 3 proceeds as follows. It actually shows that if q is rationalized

by an indicator function defined on an up-set, then q must be an exposed point (the

unique maximizer for some linear functional). Since every exposed point is an extreme

point, the sufficiency part of Theorem 3 follows.10 The argument exploits that when

n “ 2, an up-set is an additive set in the sense of Fishburn et al. (1990). Using this

property, we can define an additively separable functionφpx1,x2q on r0,1s2 such that 1A is

the unique maximizer for the linear functional Φ : f ÞÑ
ş

φf dx. But then it implies that its

one-dimensional marginals q must be an exposed point of Q by the additive separability

of φ.11 Now, for the unique rationalizability part of Theorem 3, we observe that 1A is

actually the unique maximizer for Φ among all functions (not necessarily monotone).

But then any function f sharing the same marginals with 1A must also maximize Φ , and

hence is identical to 1A.12

Next, we further characterize the extreme point ofQ in the case of n“ 2 andm“ 1. To

this end, first recall that for two nondecreasing functions g1 : r0,1s ÑR and g2 : r0,1s ÑR,

g2 is said to weakly majorize g1 (denoted by g1 ĺw g2q if

ż 1

x
g1pzqdz ď

ż 1

x
g2pzqdz

for all x P r0,1s. Moreover, g2 is said to majorize g1 (denoted by g1 ĺ g2) if, in addition to

the above inequalities, the equality holds at x “ 0. Note that if g1 and g2 are CDFs, then

g2 majorizes g1 if and only if g1 is a mean-preserving spread of g2, whereas g2 weakly

majorizes g1 if and only if g2 second-order stochastic dominates g1.

Another elegant result of Gutmann et al. (1991) shows that rationalizable monotone

functions can be characterized by a joint majorization relation:

Lemma 4 (Gutmann et al. 1991, Theorem 4). For any pair q “ pq1,q2q of nondecreasing

functions, q PQ if and only if q1 ĺ q̂2, where q̂2pzq :“ 1 ´ q´1
2 p1 ´ zq is the conjugate of q2.13

10In fact, as a consequence of the proof, we have also shown that every extreme point in Q is exposed
when n“ 2, and every extreme point in F is exposed for any n.

11The proof can be readily extended to show that any q rationalizable by an indicator function 1Z defined
on an additive set Z is an exposed point of Q for any dimension n, but it is known that up-sets do not
coincide with additive sets when n ą 2 and hence there would still be a gap between our necessary and
sufficient conditions for ną 2.

12Alternatively, we can also prove the unique rationalizability of our extreme points by exploiting that
every additive set is a “strong set of uniqueness” (Lorentz 1949; Fishburn et al. 1990; Kemperman 1991).
However, that argument would not generalize to prove the unique rationalizability of the extreme points
of Q in Theorem 4.

13For any nondecreasing left-continuous function g : r0,1s Ñ r0,1s, g´1 is defined as g´1pzq :“ inftx P

r0,1s : gpxq ą zu. Note that g´1 is right-continuous, and hence ĝ is left-continuous.
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Figure 3: Perturbation of Non-Rectangular Regions, with Original Marginals (Solid) and
Perturbed Marginals (Dashed)

We say that a subset BĎ r0,1s2 is a rectangle if clpBq “ rx1,x1s ˆ rx2,x2s, where x1 ď x1

and x2 ď x2. Two nested up-sets A1 Ď A are said to differ by BĎ r0,1s2 if AzA1 “ B.

Theorem 4. Every extreme point of Q is rationalized by a mixture of 1A and 1A1 , where A1 Ď

A Ď r0,1s2 are nested up-sets that differ by at most a rectangle. Moreover, every extreme point

of Q is uniquely rationalized among all monotone functions.

Notably, Theorem 4 greatly reduces the set of possible extreme points ofQwhen n“ 2.

Indeed, part piiq of Theorem 2 indicates that, even when m “ 1, an extreme point of Q is

a mixture of two indicator functions defined on nested up-sets. When n “ 2, Theorem 4

states that these two up-sets can only differ by a single rectangle, which sharpens the

characterization of extreme points of Q.

The proof of Theorem 4 can be found in the Appendix. The argument is involved,

so we sketch the intuition here. We first sketch the intuition behind the first part of

Theorem 4. By part piiq of Theorem 2, we know that any extreme point q P Q must be

rationalized by a mixture of indicator functions defined on two nested up-sets A1 Ď A2.

Suppose for contradiction that the two nested up-sets differ not by a rectangle but by a

“flipped Z” as in the dashed region of Figure 3. A key observation is that by choosing the

correct ratio of (small enough) ε, ε̂ ą 0 and perturbing the mixture in the dashed region
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using the way illustrated by Figure 3, there exist two distinct monotone q1,q2 P Q such

that 1{2q1 ` 1{2q2 “ q, as illustrated by the marginals in Figure 3, contradicting to that q

is an extreme point of Q. The actual proof shows that for two arbitrary nested up-sets, if

they differ by any non-rectangular region, then there must exist such a perturbation. It

consists of three steps. First, we combine Gutmann et al. (1991)’s characterization of Q
(Lemma 4) and Theorem 1 of Nikzad (2023) to conclude that for any extreme point q ofQ,

q1 must be an extreme point of a convex set of nondecreasing functions majorized by q̂2,

which in turn implies that there exist countably many disjoint intervals tpzk , zksu
8
k“1 such

that q1 ” q̂2 on r0,1sz Y8
k“1 pzk , zks, and equals a step function with at most two steps on

each pzk , zks. We then switch the role of q1 and q2 and apply the symmetric argument to q2

fixing q̂1. Second, we use these properties and the fact that pq1,q2q must be rationalizable

by a mixture of two nested up-sets according to Theorem 2 to derive a set of necessary

conditions that pq1,q2q must satisfy. In particular, we show that on each interval pzk , zks,

q1 must be a constant and q̂2 must be a step function with only one jump (symmetrically,

q2 and q̂1 have the same feature). Moreover, we show that the intervals on which q1

and q2 are constants form a countable collection of disjoint “off-diagonal” rectangles on

r0,1s2. Third, for any such pq1,q2q, we explicitly construct a monotone f that rationalizes

it, and show that the monotone function f allows for a perturbation similar to the one we

construct in Figure 3, unless it coincides with a mixture of two nested up-sets differing

by at most a rectangle as depicted in Figure 4a.

For the unique rationalizability in Theorem 4, we first show that any extreme point

pq1,q2q must be uniquely rationalized by the mixture of two nested up-sets that differ

by a rectangle among all mixtures of two nested up-sets, using a similar argument as

before, by constructing an additively separable function φpx1,x2q such that our rational-

ization using a rectangle is the unique maximizer for the linear functional Φ : f ÞÑ
ş

φf dx

among the mixtures of two nested up-sets fixing the marginals. Now, for any monotone f

that rationalizes pq1,q2q, we can apply Theorem 1 and Choquet’s integral representation

theorem to represent f as an integral over the mixtures of two nested up-sets. Projecting

that representation into marginals also gives an integral representation of pq1,q2q. But

since pq1,q2q is an extreme point, and hence has a unique integral representation, all such

mixtures of two nested up-sets must have the same marginals and hence they all rational-

ize pq1,q2q. But then all such mixtures, and hence f , must be identical to our construction

using the rectangle.

Similar to Theorem 1, the conditions identified by Theorem 4 are also sufficient when

the affine constraints have enough independence. Specifically, consider any pair ψ1,ψ2

of essentially bounded functions such that for any rectangle D Ď r0,1s2 with a positive
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(a) An Extreme Point (b) Not an Extreme Point

Figure 4: Extreme Points of Q

measure,
ż

D
pψ1px1q `ψ2px2qqdx , 0 .

Fix any η PR. Let

Q‹
:“

"

q PQ :
ż 1

0
q1px1qψ1px1qdx1 `

ż 1

0
q2px2qψ2px2qdx2 “ η

*

.

We have the following characterization:

Proposition 3. q “ pq1,q2q P Q‹
is an extreme point if and only if q is rationalized by a

mixture of 1A and 1A1 , where A1 Ď A Ď r0,1s2 are nested up-sets that differ by at most a

rectangle. Moreover, every extreme point of Q‹
is uniquely rationalized among all monotone

functions.

Figure 4 illustrates the extreme points of Q. Figure 4a depicts a monotone function

f “ λ1A ` p1 ´ λq1A1 , where A1 Ď A are nested up-sets that differ by a rectangle. Ac-

cording to Theorem 4, any extreme point of Q must be rationalized by some f P F of

this shape. Moreover, Proposition 3 states that any q P Q‹
rationalized by such a mono-

tone function must be an extreme point of Q‹
. Meanwhile, Figure 4b depicts a monotone

function f “ λ1A`p1´λq1A1 , where A1 Ď A are nested up-sets but do not differ by a rect-

angle. According to Theorem 4, because any extreme point of Q is uniquely rationalized

among monotone functions, this function can never rationalize an extreme point of Q,

even though it might be an extreme point of F .

Projections under other measures. All of our results on rationalizable monotone func-

tions can be readily extended to settings where rationalizability is defined under different

(product) measures. For example, consider Theorem 3 and Theorem 4. Fix any pair of
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CDFsG1,G2 that are continuous and have full supports on some compact intervals rx1,x1s

and rx2,x2s respectively. We say that a pair of nondecreasing left-continuous functions

q “ pq1,q2q is pG1,G2q-rationalized by a function f : rx1,x1s ˆ rx2,x2s Ñ r0,1s if

q1px1q “

ż x2

x2

f px1,x2qG2pdx2q , and q2px2q “

ż x1

x1

f px1,x2qG1pdx1q ,

for all x1 P rx1,x1s and x2 P rx2,x2s. Let QpG1,G2q be the set of pairs of nondecreasing func-

tions that are pG1,G2q-rationalizable. Furthermore, for any essentially bounded functions

ψ1,ψ2, and for any η PR, let

QpG1,G2q
:“

"

q PQpG1,G2q :
ż 1

0
q1px1qψ1px1qG1pdx1q `

ż 1

0
q2px2qψ2px2qG2pdx2q ď η

*

.

By simply changing variables and letting t1 :“ G1px1q and t2 :“ G2px2q, it follows

immediately that, for any f : rx1,x1s ˆ rx2,x2s Ñ r0,1s,

ż x2

x2

f px1,x2qG2pdx2q “

ż 1

0
f px1,G

´1
2 pt2qqdt2

and
ż x1

x1

f px1,x2qG1pdx1q “

ż 1

0
f pG´1

1 pt1q,x2qdt1 .

Therefore, any f : rx1,x1s ˆ rx2,x2s Ñ r0,1s uniquely corresponds to some f̃ : r0,1s2 Ñ

r0,1s, where

f̃ pt1, t2q “ f pG´1
1 pt1q,G´1

2 pt2qq ,

and any q PQpG1,G2q uniquely corresponds to some q̃ PQ, where

q̃1pt1q “ q1pG´1
1 pt1qq , and q̃2pt2q “ q2pG´1

2 pt2qq ,

for all pt1, t2q P r0,1s2. By Theorem 3 and Theorem 4, we then immediately have the

following corollaries.

Corollary 1. q “ pq1,q2q is an extreme point ofQpG1,G2q if and only if q is pG1,G2q-rationalized

by 1A for some up-set A Ď rx1,x2s ˆ rx1,x2s. Moreover, every extreme point of QpG1,G2q is

uniquely pG1,G2q-rationalized.

Corollary 2. Every extreme point of Q
pG1,G2q

is a mixture of 1A and 1A1 , where A1 Ď A Ď

rx1,x1s ˆ rx1,x2s are nested up-sets that differ by at most a rectangle. Moreover, every extreme
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point of QpG1,G2q
is uniquely pG1,G2q-rationalized among all monotone functions.

3.2 Extreme Points of Joint Majorization Sets

Theorem 3 and Theorem 4, together with the connection between rationalizability and

majorization (Lemma 4), provide a characterization of extreme points of the set of pairs

of monotone functions q “ pq1,q2q where q1 is majorized by the conjugate of q2.

Proposition 4. q is an extreme point of the convex set

!

q : q1 ĺ q̂2 ; q1,q2 are nondecreasing, left-continuous
)

if and only if q1 “ q̂2.

The structure of the extreme points characterized by Proposition 5 differs consider-

ably from the ones characterized by Kleiner, Moldovanu, and Strack (2021), who con-

sider the set of nondecreasing functions that majorize, or are majorized by, a fixed non-

decreasing function. In particular, when the majorization upper and lower bounds are

endogenous and linked via the conjugate/inverse relation, the extreme points must be

the ones where the majorization constraints bind everywhere, rather than those given by

a combination of binding monotonicity and majorization constraints.

Proposition 5. For any pair of essentially bounded functions tψ1,ψ2u on r0,1s and any η PR,

if q is an extreme point of the convex set

"

q :q1 ĺ q̂2 ; q1,q2 are nondecreasing, left-continuous ;

ż 1

0
q1px1qψ1px1qdx1 `

ż 1

0
q2px2qψ2px2qdx2 ď η

*

,

then there exist z ď z, and q1pzq ď γ ď γ ď q1pz`
q, and λ P p0,1q, such that q1pzq “ q̂2pzq for

all z P r0,1szpz,zs and otherwise

q1pzq “ λγ ` p1 ´λqγ , and q̂2pzq “

$

&

%

γ, if z P pz, p1 ´λqz`λzs

γ, if z P pp1 ´λqz`λz, zs
.

Similar to Proposition 4, the structure of the extreme points given by Proposition 5

is considerably different from the ones identified by Nikzad (2023) and Candogan and

Strack (2023), who consider the set of nondecreasing functions that majorize, or are ma-

jorized by, a fixed nondecreasing function, subject to finitely many linear constraints.
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In particular, rather than possibly having multiple intervals on which the monotonicity

constraints bind, the extreme points given by Proposition 5 have only a single interval

on which the monotonicity constraints bind, whereas the majorization constraints bind

everywhere else.

From Proposition 4, another immediate consequence is a necessary condition for the

extreme points of the weak joint majorization set where q1 is weakly majorized by the

conjugate of q2.

Proposition 6. Every extreme point of the convex set

!

q : q1 ĺw q̂2 ; q1,q2 are nondecreasing, left-continuous
)

satisfies q1 “ q̂21rk,1s for some k P r0,1s.

4 Economic Applications

In this section, we apply our abstract results in Section 2 and Section 3 to a series of

economic applications. Section 4.1 studies public good provision; Section 4.2 studies bi-

lateral trade; Section 4.3 studies the limits of mechanism equivalence; Section 4.4 studies

reduced form auctions; Section 4.5 studies private private information.

4.1 Public Good with Interdependent Values and Correlated Types

Consider a classic public good provision problem. There are n agents. A designer wants

to decide whether to implement a public project.

We allow for interdependent values and correlated types. Each agent i has a willingness-

to-pay vipsi , s´iq for the project being implemented, where si P Si ĂR is the private signal

received by the agent i, and s´i are the private signals received by the other agents. We as-

sume that Si is a compact interval. We allow the joint distribution of signals s :“ ps1, . . . , snq

to be correlated and only assume that it admits a positive density g on S1 ˆ ¨¨ ¨ ˆ Sn. We

assume that the agent i’s value function vipsi , s´iq is bounded, and also continuously dif-

ferentiable and increasing in the agent i’s signal si . Monetary transfers are allowed, and

the agents have quasilinear preferences. Thus, given a probability α for implementing

the project, and transfer ti , agent i’s ex-post payoff is

α ¨ vipsi , s´iq ´ ti .
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The designer wants to maximize the expected surplus subject to ex-ante budget bal-

ance. In particular, implementing the project would cost the designer c P R, and hence

the designer wants to raise enough money to cover the cost in expectation:

E
”∑

i

tipsq
ı

ě E
”

c ¨αpsq
ı

. (Budget Balance)

The designer can design any mechanism subject to ex-post incentive compatibility (ex-

post IC) and ex-post individual rationality (ex-post IR) constraints. By the revelation

principle, it is without loss of generality to focus on (direct, incentive-compatible) mech-

anisms pα,tq : S1 ˆ ¨¨ ¨ ˆ Sn Ñ r0,1s ˆRn that satisfy: for all i

αpsqvipsq ´ tipsq ě αpŝi , s´iqvipsi , s´iq ´ tipŝi , s´iq for all si , ŝi and s´i ; (ex-post IC)

αpsqvipsq ´ tipsq ě 0 for all s . (ex-post IR)

Therefore, the designer’s problem is given by

max
pα,tq

E

«

αpsq
´∑

i

vipsq ´ c
¯

ff

subject to the ex-ante budget balance, and ex-post IC and IR constraints. By the logic

of Crémer and McLean (1985), it is well known that if we relax the ex-post incentive

constraints to be interim incentive constraints, then the first best is generically imple-

mentable via full surplus extraction.14 However, such mechanisms are generally fragile

and depend on the exact knowledge of the designer (Brooks and Du 2023).

A direct application of our main results shows that with ex-post IC and IR constraints,

the optimal mechanism has a simple structure. We say that a mechanism pα,tq is a two-

threshold policy if there exist a monotone function φ : r0,1sn Ñ r0,1s and three constants

p,kL, kH P r0,1s where kL ă kH such that

αpsq “

$

’

’

’

&

’

’

’

%

1 if φpsq ě kH ,

p if kH ą φpsq ě kL ,

0 otherwise .

Such a mechanism can be implemented by aggregating the signals of each agent into a

14In fact, Crémer and McLean (1985) shows that under stronger conditions, full surplus extraction is
possible even with ex-post IC and interim IR mechanisms.
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score φpsq and comparing the score to two thresholds kL and kH : if the score is higher

than the high threshold, then the project is implemented for sure; if it is lower than the

high threshold but higher than the low threshold, the project is implemented with some

probability p; otherwise, the project is abandoned.

Proposition 7. There exists an optimal mechanism that is a two-threshold policy.

Proof of Proposition 7. For any agent i, since vipsi , s´iq is increasing in si , by a standard

argument, we know that αpsi , s´iq is ex-post IC implementable for agent i if and only if

αp ¨ , s´iq is nondecreasing in si . Moreover, it is without loss of generality to normalize

Si “ r0,1s. Therefore, α : r0,1sn Ñ r0,1s is ex-post IC implementable if and only if it

is a multidimensional monotone function. Moreover, by ex-post IC and the Envelope

theorem, we also have that the indirect utility functions Uipsq :“ αpsqvipsq ´ tipsq must

satisfy:

Uipsq “Uip0, s´iq `

ż si

0
αpz, s´iq

B

Bsi
vipz, s´iqdz .

Thus,

tipsq “ αpsqvipsq ´

ż si

0
αpz, s´iq

B

Bsi
vipz, s´iqdz´Uip0, s´iq .

By ex-post IR, we have Uip0, s´iq ě 0. We may assume without loss of generality that

Uip0, s´iq “ 0, since we can always define t̃ipsq “ tipsq `Uip0, s´iq and the resulting mech-

anism pα, t̃q would continue to satisfy budget balance, ex-post IR and IC. Therefore, the

designer’s problem is equivalent to

max
αPF

E

«

αpsq
´∑

i

vipsq ´ c
¯

ff

where F is the set of monotone functions α : r0,1sn Ñ r0,1s satisfying the constraint

E

«∑
i

αpsqvipsq ´

ż si

0
αpz, s´iq

B

Bsi
vipz, s´iqdz´ c ¨αpsq

ff

ě 0 .

By Bauer’s maximum principle, we immediately know that the above problem admits a

solution that is an extreme point of F . Let α˚ be such a solution. By Theorem 1, we know

that α˚ “ 1A1
` p1A2zA1

for two nested up-sets A1 Ď A2. Clearly, this mechanism can be

represented via a two-threshold policy (e.g. set φ “ α˚, kL “ p, and kH “ 1).

The specifics of the two-threshold policy in Proposition 7 of course depend on the

details of the environment, but Proposition 7 shows the optimal mechanism always has
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Figure 5: Illustration of optimal allocation rule αps1, s2q for Example 1

this simple feature regardless of how the signals are correlated and how the preferences

are interdependent.

To illustrate Proposition 7, consider the following example:

Example 1. There are two agents. There is a public good. There are positive externalities

of their consumption, captured by the value functions: for all i,

vipsi , s´iq “ si `w ¨ s´i ,

where w ą 0. Their signals ps1, s2q are also positively correlated and distributed accord-

ing to a truncated, joint log-normal distribution. Proposition 7 immediately applies and

shows that a two-threshold policy would be optimal. To illustrate, suppose the parame-

ters are such thatw “ 0.1, and the log-normal distribution is truncated on r0,4s2, centered

at p2,2q, with plogps1q, logps2qq having a standard deviation 0.4 and correlation 0.5. Fig-

ure 5 illustrates the optimal mechanism computed numerically (by discretizing the type

space into a 30-by-30 grid). In this example, the optimal mechanism asks each agent to

submit their signals si , and implements the project for sure if both signals are very high,

abandons the project for sure if both signals are very low, and otherwise implements the

project with a constant, interior probability.

4.2 Interim Efficient Frontier of Bilateral Trade

Consider a classic bilateral trade problem as in Myerson and Satterthwaite (1983). There

is a single good. A buyer privately observes their value v P rv,vs, drawn from a continuous

distribution GB. A seller privately observes their cost c P rc,cs, drawn from a continuous

distribution GS . For this application, we assume that v and c are independent.
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Figure 6: A Markup-Pooling Mechanism

By the revelation principle, it is without loss of generality to focus on (direct, incentive-

compatible) mechanisms pp, tq : rv,vs ˆ rc,cs Ñ r0,1s ˆR, specifying the probabilities of

trade and the expected payments made from buyer to the seller, that satisfy the Bayesian

incentive compatibility and Bayesian individual rationality constraints:

Ec

”

ppv,cqv´ tpv,cq
ı

ě Ec

”

ppv̂, cqv´ tpv̂, cq
ı

for all v, v̂ ; (Buyer IC)

Ev

”

tpv,cq ´ ppv,cqc
ı

ě Ev

”

tpv, ĉq ´ ppv, ĉqc
ı

for all c, ĉ ; (Seller IC)

Ec

”

ppv,cqv´ tpv,cq
ı

ě 0 for all v ; (Buyer IR)

Ev

”

tpv,cq ´ ppv,cqc
ı

ě 0 for all c . (Seller IR)

For a mechanism M, let UBpvq and USpcq be the interim utility functions for the buyer

and the seller. We are interested in characterizing the interim efficient frontier (Holm-

ström and Myerson 1983), which is equivalent to finding the solutions to weighted wel-

fare maximization

max
pp,tq

„
ż 1

0
UBpvqΛBpdvq `

ż 1

0
USpcqΛSpdcq

ȷ

for all possible welfare weights ΛB and ΛS , which are Borel measures on r0,1s, subject to

the IC and IR constraints.

We say that a mechanism pp, tq is a markup-pooling mechanism if there exists a non-

decreasing function φ, an interval I “ rcL, cH s, and a constant k P r0,1s such that

• If c < I , then trade happens if and only if v ě φpcq.

• Otherwise, let c̃ “ cL with probability k and c̃ “ cH with probability 1 ´ k. Trade

happens if and only if v ě φpc̃q.
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A markup-pooling mechanism is illustrated by Figure 6. In such a mechanism, trade is

implemented if and only if the value v is above a monotone transformation of the cost

φpcq (the markup function), with the exception that when c falls into a specific interval I

(the pooling interval), we simply resample the cost from the two ends of the interval and

execute the trade if the buyer’s value v is above the marked up, resampled cost φpc̃q.

Proposition 8. For any welfare weights ΛB and ΛS , there exists a markup-pooling mechanism

that maximizes the expected welfare.

Proof of Proposition 8. LetM be the set of IC and IR mechanisms. Let

U :“
!

pUM
B ,U

M
S q :M PM

)

be the set of implementable interim utility functions. We claim that any extreme point

of U must be implementable by a markup-pooling mechanism. The result follows imme-

diately from this claim and Bauer’s maximum principle, since the expected welfare is a

continuous linear functional on U by definition.

Clearly, any extreme point in U must be an extreme point in Uz :“
␣

pUM
B ,U

M
S q : M P

M and UM
B pvq “ z

(

for some z P R`. We show that for any z P R`, the extreme points of

Uz can be implemented with a markup-pooling mechanism. By Myerson and Satterth-

waite (1983), we may relax the ex-post budget constraint to be ex-ante budget constraint

without affecting Uz. In particular, let

q1pvq “

ż

ppv,cqGSpdcq, q2pcq “

ż

ppv,cqGBpdvq .

The ex-ante budget constraint is simply that

Πpq1,q2q :“
ż

MRpvqq1pvqGBpdvq ´

ż

MCpcqq2pcqGSpdcq “UBpvq `USpcq ,

where MRpvq :“ v ´
1´GBpvq

gBpvq
and MCpcq :“ c`

GSpcq
gSpcq , with gi being the density of Gi . By

Myerson and Satterthwaite (1983), we can write

UBpvq “

ż v

v
q1psqds`UBpvq

loomoon

“z

USpcq “

ż c

c
q2psqds` USpcq

loomoon

“Πpq1,q2q´z

.

Now consider

Q :“
!

pq1,q2q : pGB,GSq-rationalizable; q1 is nondecreasing and q2 is nonincreasing
)
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and

Qz :“
␣

pq1,q2q PQ : Πpq1,q2q ě z
(

.

Note that Πpq1,q2q is a continuous linear functional of pq1,q2q. Therefore, for any z PR`,

we have that the map between Qz and Uz defined by

Lzrq1,q2spv,cq :“
´

ż v

v
q1psqds` z,

ż c

c
q2psqds`Πpq1,q2q ´ z

¯

is a continuous linear map. Moreover, Uz “ LzpQzq. It follows by Lemma 3 that any

extreme point of Uz must be implementable by an extreme point of Qz. By Corollary 2,

the extreme points must be

1A1
`λ1A2zA1

where A1 Ď A2 are two nested up-sets in the space of pv,´cq, and A2zA1 is a rectangle.

Now, note that any such mechanism can be implemented by a markup-pooling mecha-

nism, concluding the proof.

As the proof of Proposition 8 shows, the class of markup-pooling mechanisms can

in fact attain any extreme point of the set of interim utility functions. An immediate

consequence is that any trading mechanism is payoff-equivalent to a randomization over

markup-pooling mechanisms. Moreover, by our unique rationalizability result (see Theo-

rem 4), it also follows that if a dominant-strategy incentive compatible (DIC) mechanism

can attain any such extreme point, then it must be a markup-pooling mechanism.

Proposition 9. Any mechanism is payoff-equivalent to a randomization over markup-pooling

mechanisms. Moreover, if a DIC mechanism attains an extreme point of the set of feasible

interim payoffs, then it must be a markup-pooling mechanism.

Proof of Proposition 9. By the proof of Proposition 8, we know that any extreme point

of the set of interim utility functions U must be implementable with a markup-pooling

mechanism. Now fix any mechanism M. Let V P U be the interim utility pairs generated

by M. By Choquet’s theorem, there exists µ P ∆pextpU qq such that

V “

ż

extpU q

UµpdUq .

But then randomizing over the markup-pooling mechanisms that implement extpU q ac-

cording to µ generates a payoff-equivalent mechanism.

Now we prove the second part. Fix any DIC mechanism pp, tq that attains any extreme

point of U . Let z “ UBpvq. Clearly, the mechanism pp, tq must also attain an extreme
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Figure 7: Illustration of interim-efficient allocation rule ppv,cq for Example 2

point of Uz where Uz is defined as the set of interim payoffs where the buyer of type v

obtains payoff z, as in the proof of Proposition 8. Now, by the proof of Proposition 8, any

extreme point of Uz must be implementable by some extreme point pq1,q2q of the set Qz
defined there. Since pq1,q2q are pinned down by pUB,USq as their derivatives, the interim

allocation rules of the mechanism pp, tq must be an extreme point of Qz. Moreover, we

know that they must be pGB,GSq-rationalized by ppv,cq which is monotone in pv,´cq since

pp, tq is DIC. By Theorem 4 (and Corollary 2), any extreme point of Qz must be uniquely

pGB,GSq-rationalized among all monotone functions, and hence ppv,cq must be identical

to a mixture of two indicator functions defined on two nested up-sets that differ by a

rectangle. Thus, pp, tq is a markup-pooling mechanism.

Example 2. To illustrate the markup-pooling mechanisms and Proposition 8, we provide

a numerical example. Consider the case where v,c P r0,1s. Figure 7 depicts a numeri-

cally computed optimal mechanism in a 50-by-50 discretized grid, where we uniformly

sample a generic probability density and a generic welfare weight for both the buyer

and the seller. The blue rectangle in Figure 7 is the region where the trade happens

with a constant, interior probability. The allocation rule can be implemented using a

markup-pooling mechanism, where the markup function is the lower boundary of the

larger up-set (the union of the red up-set and the blue rectangle). The pooling interval is

the interval of the seller’s types that fall into the blue rectangle.

An alternative approach to solve for the optimal mechanism is to dualize the ex-ante

budget constraint and iron two “virtual type functions” that depend on the dual variable.

In some special cases depending on the welfare weights and type distributions, ironing is

not needed and the optimal allocation rule is an indicator function defined on an up-set
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(i.e. only consists of the markup function), as in Myerson and Satterthwaite (1983) and

Ledyard and Palfrey (1999). However, for generic welfare weights and type distributions,

ironing is needed which, without our results, could only deduce that an optimal alloca-

tion rule is a monotone function that equals one on some up-set but may take different

interior values on a countable collection of rectangles.15 Our extreme point characteriza-

tion refines the ironing approach by showing that the trading probabilities are all equal

to one constant on these rectangles and in fact, there is only a single rectangle needed in

the optimal allocation rule. Together, these two features characterize our markup-pooling

mechanisms.

4.3 Mechanism Anti-Equivalence

Consider a standard social choice environment with linear utilities and independent, one-

dimensional, private types as in Gershkov et al. (2013). Suppose that we have two agents

I “ t1,2u and two alternatives K “ t1,2u. Each agent i privately observes their type

θi P Θi Ă R, where Θi is a compact interval and θi follows some continuous distribution

Gi . Agent i’s utility for alternative k is given by

uki pθi , tiq “ aki θi ` cki ´ ti

where aki , c
k
i P R are constants with a1

i , a
2
i , and ti P R is a monetary transfer. Exam-

ples of such an environment include the classic public good provision and bilateral trade

problems. By the revelation principle, it is without loss of generality to consider direct

mechanisms

pp, tq : Θ1 ˆΘ2 Ñ ∆pKq ˆR2

that specify the probabilities of implementing each alternative and the transfers from

each agent for a given profile of type report.

A mechanism pp, tq is Bayesian incentive compatible (BIC) if truthful reporting by all

agents is a Bayes-Nash equilibrium. A mechanism pp, tq is dominant strategy incentive

compatible (DIC) if truthful reporting is a dominant strategy equilibrium. A mechanism

15This is because, given the endogenous dual variable, there would generally be many optimal solutions
to the ironed Lagrangian and one needs to carefully select an optimal solution that is feasible with respect to
the budget constraint and may assign arbitrary values on a countable collection of rectangles. In a related
but different problem where there are no such constraints, Loertscher and Wasser (2019) apply an ironing
approach to a partnership model where each agent has an initial endowment and can endogenously be
either a buyer or a seller. Their ironing approach irons around interior worst-off types which, under regu-
larity conditions, implies the optimal mechanism can have one pooling rectangle due to the countervailing
incentives.
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pp, tq is deterministic if ppθq is a deterministic allocation for all θ.

We study the question of interim equivalence between mechanisms initiated by Manelli

and Vincent (2010). Two BIC mechanisms pp, tq and pp̃, t̃q are payoff equivalent if they

yield the same interim expected utilities for all agents and same ex-ante expected sur-

plus.16 From a series of fundamental contributions (Manelli and Vincent 2010; Gershkov

et al. 2013; Chen et al. 2019), we now know that for any BIC mechanism, there exists

a payoff-equivalent DIC mechanism (BIC-DIC equivalence); for any stochastic mecha-

nism, there exists a payoff-equivalent deterministic mechanism (stochastic-deterministic

equivalence). These two equivalence results suggest for a wide range of objectives, it is

without loss to consider DIC mechanisms which are strategically simpler and robust to

changes in the agents’ beliefs; similarly, it is without loss to consider deterministic mech-

anisms which do not require a verifiable randomization device.

However, as an application of our abstract results, we show that there is a strong

conflict between asking for strategically robust implementations and asking for verifi-

able deterministic mechanisms. Say that two payoff-equivalent mechanisms are ex-post

equivalent if they implement the same ex-post allocation probabilities for all type pro-

files (up to measure zero).

Proposition 10. A BIC mechanism is payoff-equivalent to a deterministic DIC mechanism if

and only if they are ex-post equivalent.

Proof of Proposition 10. For any BIC mechanism pp, tq, by the Envelope theorem,

Uipθiq “Uipθiq `

ż θi

θi

∑
k

aki q
k
i psiqdsi ,

where Uipθiq denotes the interim payoff for type θi , and qki pθiq denotes the interim allo-

cation probability of alternative k for type θi . Thus, the payoff equivalence between two

mechanisms pq, tq and pq̃, t̃q implies that for all i and θi∑
k

aki q
k
i pθiq “

∑
k

aki q̃
k
i pθiq .

Since
∑
k q

k
i pθiq “ 1 and we have two alternatives, the above implies that

qki pθiq “ q̃ki pθiq ,

16Because we have two alternatives, this equivalence notion is the same as asking the two mechanisms
to have the same interim expected allocation probabilities.
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for all k, i, and θi .

Now, note that for any BIC mechanism pp, tq, by a standard argument, we also have∑
k a

k
i q
k
i pθiq is nondcreasing in θi . Because we have two alternatives, this is equivalent to

a2
i `pa1

i ´a2
i qq1

i pθiq being nondecreasing in θi . Thus, for a1
i ą a2

i , this is equivalent to q1
i pθiq

being nondecreasing, and otherwise this is equivalent to q1
i pθiq being nonincreasing. If

a1
i ą a2

i , let

pq1
i psiq :“ q1

i pG´1
i psiqq ,

and otherwise let

pq1
i psiq :“ q1

i pG´1
i p1 ´ siqq .

Then pq1
i must be nondecreasing in si . Define analogously pp1ps1, s2q, where we apply the

transformationG´1
i p ¨ q orG´1

i p1´ ¨q to each argument of p1pθ1,θ2q depending on whether

a1
i ą a2

i . For any BIC mechanism pp, tq, clearly the monotone pair ppq1
1,pq

1
2q must be ratio-

nalized by pp1. Moreover, for any DIC mechanism pp, tq, by a similar argument, we also

have that pp1 must be monotone.

Fix two payoff-equivalent mechanisms pp, tq and pp̃, t̃q. Their corresponding trans-

formed interim allocation rules ppq1
1,pq

1
2q and ppq̃1

1,pq̃
1
2q must coincide. Now, if pp, tq is deter-

ministic and DIC, then by the above argument pp1 must be an indicator function defined

on an up-set. Thus, by Theorem 3, ppq1
1,pq

1
2q is an extreme point of the set of monotone

rationalizable pairs Q, and hence must be uniquely rationalized — thus, we have pp̃1 ” pp1.

Thus, the two mechanisms are ex-post equivalent.

Another way to state Proposition 10 is that every deterministic DIC mechanism must

yield interim payoffs that differ from those of every mechanism that is non-deterministic

or non-DIC (in the sense of ex-post allocations). Proposition 10 shows that, in a strong

sense, the BIC-DIC equivalence results of Manelli and Vincent (2010) and Gershkov

et al. (2013) necessarily rely on non-deterministic mechanisms. Similarly, the stochastic-

deterministic equivalence result of Chen et al. (2019) necessarily relies on non-DIC mech-

anisms.17

4.4 Asymmetric Reduced Form Auctions

Consider a classic auction setting á la Myerson (1981) with two bidders. There is one

seller and one good. Each bidder i privately observes their value vi for the object, drawn

17Chen et al. (2019) provide an example to show that not every stochastic BIC mechanism is payoff-
equivalent to a deterministic DIC mechanism. Proposition 10 shows that this is in fact never possible in
the two-agent, two-alternative setting.
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from a distribution Gi . We assume that v1 and v2 are independent, but they can be drawn

from two different distributions.

By the revelation principle, it is without loss of generality to focus on (direct, incentive-

compatible) mechanisms pp1,p2, t1, t2q : rv1,v1s ˆ rv2,v2s Ñ r0,1s2 ˆR2, specifying the

probabilities of allocating the good to bidder 1 and bidder 2 as well as the monetary trans-

fers they make to the seller, that satisfy the Bayesian incentive compatibility, Bayesian

individual rationality constraints, and feasibility constraint:

Ev´i

”

pipvqvi ´ tipvq

ı

ě Ev´i

”

pipv̂i ,v´iqvi ´ tipv̂i ,v´iq

ı

for all i, vi , v̂i ; (BIC)

Ev´i

”

pipvqvi ´ tipvq

ı

ě 0 for all i, vi ; (BIR)∑
i

pipvq ď 1 for all v . (Feasibility)

A pair of monotone functions pq1,q2q, where qi : rvi ,vis Ñ r0,1s, is a reduced-form

auction if there exists a mechanism pp, tq such that for all i

qipviq “

ż

pipvi ,v´iqG´ipdv´iq .

An immediate consequence of our main result is a characterization of the reduced-

form auctions with two bidders and their extreme points:

Proposition 11. pq1,q2q is a reduced-form auction if and only if the associated quantile allo-

cations q̃ipsq :“ qipG
´1
i psqq satisfy

q̃1 ĺw q̃
´1
2

with every extreme point satisfying

q̃1 ” q̃´1
2 1rk,1s

for some k P r0,1s. Moreover, every extreme reduced-form auction can be implemented with a

deterministic and DIC mechanism.

Proof of Proposition 11. We start by showing that any reduced form auction pq1,q2q must

satisfy q̃1 ĺw q̃
´1
2 . Let

q1px1q :“
ż 1

0
r1´p1pG´1

1 px1q,G´1
2 px2qqsdx2 , q2px2q :“

ż 1

0
r1´p1pG´1

1 px1q,G´1
2 px2qqsdx1 .

Let qÒ

i be the monotone rearrangement of qi . By construction, pqÒ

1, q
Ò

2q is rationalizable
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and hence by Lemma 4, we have

ż 1

s
qÒ

1pzqdz ď

ż 1

s
1 ´ pqÒ

2q
´1

p1 ´ zqdz

with equality when s “ 0. Thus,

ż s

0
qÒ

1pzqdz ě

ż s

0
1 ´ pqÒ

2q
´1

p1 ´ zqdz

By definition of qÒ

1, and the monotonicity of q̃1, we have qÒ

1pzq “ 1 ´ q̃1p1 ´ zq and hence

ż s

0
r1 ´ q̃1p1 ´ zqsdz ě

ż s

0
r1 ´ pqÒ

2q
´1

p1 ´ zqsdz

which is equivalent to
ż 1

1´s
q̃1pzqdz ď

ż 1

1´s
pqÒ

2q
´1

pzqdz .

But since p1 ` p2 ď 1, we have q2 ě q̃2 and hence qÒ

2 ě q̃Ò

2 “ q̃2, where the equality is due

to the monotonicity of q̃2. Thus, pqÒ

2q´1 ď pq̃2q´1 and hence

ż 1

1´s
q̃1pzqdz ď

ż 1

1´s
pq̃2q

´1
pzqdz .

Since this holds for all s, we have q̃1 ĺw q̃
´1
2 .

Now, for the other direction, consider the set

Q̃ :“
!

pq̃1, q̃2q : q̃1 ĺw q̃
´1
2 ; q̃1, q̃2 are nondecreasing and left-continuous

)

.

By Proposition 6, we know that Q̃ is convex and every extreme point of Q̃ satisfies

q̃1 ” q̃´1
2 1rk,1s

for some k P r0,1s.18 We show that any pq1,q2q satisfying the above is a reduced-form

18Indeed, consider the convex set Qw :“
␣

pq1,q2q : q1 ĺw q̂2 ;q1,q2 are nondecreasing, left-continuous
(

in
Proposition 6, and the linear map L defined by pq1,q2q ÞÑ pq1,1 ´ q2p1 ´ ¨qq. Let q̌2px2q :“ 1 ´ q2p1 ´ x2q.
Note that pq̌2q´1 “ q̂2. Thus, q1 ĺw q̂2 if and only if q1 ĺw q̌´1

2 . Therefore, LpQwq “ tpq1,q2q : q1 ĺw

q´1
2 ; q1,q2 are nondecreasing, left-continuousu “ Q̃. By Lemma 3, we have extpLpQwqq Ď LpextpQwqq. Thus,
Q̃ is convex and every extreme point of Q̃ satisfies q1 ” q´1

2 1rk,1s for some k P r0,1s by Proposition 6.
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auction. In particular, let

p̃1px1,x2q :“

$

&

%

1 x1 ě maxtk, q̃2px2qu

0 otherwise ;

and

p̃2px1,x2q :“

$

&

%

1 x1 ă q̃2px2q

0 otherwise .

Let pipv1,v2q :“ p̃ipG1pv1q,G2pv2qq be the allocation rules in the value space. One may

verify that pp1,p2q induces pq1,q2q and hence pq1,q2q is a reduced-form auction. Moreover,

note that pp1,p2q is deterministic and can be implemented as a DIC mechanism.

Now, take any pq1,q2q such that pq̃1, q̃2q P Q̃. By Choquet’s theorem, we know that there

exists µ P ∆pextpQ̃qq such that

q̃ “

ż

extpQ̃q

q:µpdq:
q .

For any q: P extpQ̃q, by the above construction, there exists p̃pq:q that induces q:. It follows

immediately that we can induce pq1,q2q by setting ppv1,v2q :“ ppGpv1q,Gpv2qq where

p :“
ż

extpQ̃q

p̃pq:
qµpdq:

q ,

proving that pq1,q2q is a reduced-form auction.

Note that the extreme points characterized by Proposition 11 are different from the

ones resulting from symmetric reduced-form auctions. For example, Kleiner, Moldovanu,

and Strack (2021) show that for symmetric auctions, the symmetric extreme reduced-

form allocation rules can have a countable collection of intervals where the object is ran-

domly allocated among the bidders. The difference is due to that, when restricting to

symmetric mechanisms, we cannot perturb a given reduced-form allocation rule using

asymmetric mechanisms. Proposition 11 shows that once asymmetric mechanisms are al-

lowed, we can implement every extreme reduced-form auction with a deterministic and

DIC mechanism.19

An immediate consequence of Proposition 11 is the following:20

19Note that this is only a feature of the extreme points — in general there is no mechanism equivalence
when we ask for both DIC and deterministic mechanisms, as we have just shown in our mechanism anti-
equivalence theorem (Proposition 10).

20This follows from a suitable version of Bauer’s maximum principle; see e.g. Ball (2023).
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Corollary 3. For any objective Φpq1,q2q where Φ is an upper semicontinuous and quasiconvex

functional, there exists a deterministic and DIC mechanism that is optimal.

Standard objectives such as weighted welfare and revenue maximization are all linear

in pq1,q2q, and hence Corollary 3 immediately applies. Moreover, for optimal auctions

with endogenous valuations such as in Gershkov et al. (2021), the objective is a convex

functional because of the investment decisions by the bidders, and hence Corollary 3 also

applies immediately to such settings. To illustrate, consider the following example from

Gershkov et al. (2021):

Example 3 (Auction with investments). There are two symmetric bidders. Each bidder

i can take an investment decision ai P R` at a cost cpaiq prior to participating in the

mechanism. After making investment ai , a type-θi bidder would have value vpai ,θiq “

ai ` θi for the object. As shown in Gershkov et al. (2021), we may treat each bidder as

having a convex utility in reduced-form allocation probabilities:

hpq,θiq “ qθi `wpqq

where wpqq :“ maxatqa´ cpaqu is a convex function. The seller’s expected revenue is then∑
i

ż

qipθiqψpθiq `wpqipθiqqGpdθiq ,

where ψpθiq is the usual virtual value function. The objective is a convex functional

in the reduced-form allocation rules pq1,q2q, and hence there always exists an optimal

mechanism taking the form identified in Proposition 11.

To derive optimal mechanisms, Gershkov et al. (2021) restrict attention to symmetric

mechanisms, which as they show can be with loss even in a completely symmetric envi-

ronment such as Example 3.21 Gershkov et al. (2021) then provide additional conditions

in the case of two bidders to ensure the optimal mechanism is symmetric. Here, we make

no symmetry restriction and show that the optimum can always be achieved via a de-

terministic and DIC mechanism that is pinned down by a nondecreasing cutoff function

q2 and a single threshold k. Indeed, all examples of optimal asymmetric mechanisms in

Gershkov et al. (2021) have this structure, which as Proposition 11 and Corollary 3 show

is not a coincidence.

21Indeed, for cpaq “ b ¨ a
2

2 where b ă 0.5, and uniform type distribution on r0,1s, Gershkov et al. (2021)
show that the optimal mechanism for Example 3 must be asymmetric.
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4.5 Optimal Private Private Information

Consider a binary state ω P Ω :“ t0,1u, with a full-support prior distribution. Let p :“

Ppω “ 1q be the prior of the state being 1. Consider a collection of n signals ps1, . . . , snq P

S1ˆ¨¨ ¨ˆSn about the stateω, where Si ’s are some measurable spaces. Formally, pω,s1, . . . , snq

are random variables defined on a common probability space. Following He, Sandomirskiy,

and Tamuz (2024), we call I :“ pω,s1, . . . , snq an information structure, and say that I is

a private private information structure if ps1, . . . , snq are independent random variables.

We are interested in providing a convex hull characterization of private private infor-

mation structures. As shown in He, Sandomirskiy, and Tamuz (2024), it is without loss of

generality to assume that each si is distributed uniformly on r0,1s and represent a private

private information structure by a function f : r0,1sn Ñ r0,1s such that
ş

f psqds “ p. In

particular, f psq represents Ppω “ 1 | sq.

Let pipsiq :“ Ppω “ 1 | siq be the belief of the state being 1 given signal si . A belief dis-

tribution pµ1, . . . ,µnq P ∆pr0,1sq ˆ ¨ ¨ ¨ ˆ∆pr0,1sq is feasible under the constraint of privacy

if there exists a private private information structure such that µi is the distribution of

pipsiq for all i.

Let F p be the set of functions f : r0,1sn Ñ r0,1s such that
ş

f psqds “ p. We say that a

signal structure f P F p is a nested bi-upset signal if

f “ 1A1
`λ1A2zA1

for two nested up-sets A1 Ă A2 and some λ P r0,1s .

Note that for any A1 Ă A2, there exists a unique λ˚ such that
ş

1A1
psq `λ˚1A2zA1

psqds “ p.

Thus, a nested bi-upset signal structure is pinned down by the two nested upsetsA1 Ă A2.

Any such signal structure can be implemented by (i) randomizing between A1 and A2

with probabilities 1 ´λ˚ and λ˚, and (ii) drawing signals s uniformly from the up-set Ai
if the state is 1, and drawing signals s uniformly from the complement Aci if the state is 0.

Let F ˚ Ă F p be the set of nested bi-upset signals. Let

Q˚ :“
!

pq1, . . . , qnq : there exists f P F ˚ such that qipsiq “

ż

f psi , s´iqds´i for all i
)

be the set of one-dimensional marginals generated by such signals.

An immediate consequence of our results is the following convex hull characterization

of the feasible belief quantile functions under private private information structures:

Proposition 12. A belief distribution pµ1, . . . ,µnq is feasible under the constraint of privacy if
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and only if its associated quantile functions are in the closed convex hull of Q˚, i.e.,

pq1, . . . , qnq P clpcopQ˚
qq ,

with the set of extreme points in Q˚.

Proof of Proposition 12. Note that the set of feasible quantile functions pq1, . . . , qnq are

exactly the following ones:22

pQ :“

#

pq1, . . . , qnq : qi ’s are monotone and rationalizable, and
ż

q1ps1qds1 “ p

+

,

where the additional constraint
ş

q1ps1qds1 “ p coupled with rationazibility ensures that

any joint function f rationalizing q satisfies
ş

f psqds “ p.

By Theorem 2, it follows immediately that

extp pQq ĎQ˚ .

It remains to show pQ“ clpcopQ˚qq. By the Krein-Milman theorem, we immediately have

pQ“ clpcopextp pQqqq Ď clpcopQ˚
qq Ď pQ,

and hence they are all equal, concluding the proof.

Complementary to He, Sandomirskiy, and Tamuz (2024) who provide a garbling char-

acterization of the feasible belief distributions under private private information, Propo-

sition 12 provides a convex hull characterization of the feasible belief quantiles. Unlike

the feasible belief distributions, the set of feasible belief quantiles is convex and admits

extreme points, which Proposition 12 characterizes.

An immediate consequence of our convex hull characterization is that the optimal pri-

vate private information structure can be attained using nested bi-upset signals, when-

ever the objective is a quasiconvex functional of the feasible belief quantiles:

Corollary 4. For any objective Φpq1, . . . , qnq where Φ is an upper semi-continuous and qua-

siconvex functional, an optimal private private information structure is given by a nested bi-

upset signal structure.

An example of a convex objective in the quantile space is maximizing the weighted

welfare of multiple receivers, each of whom has a decision problem to solve. Indeed,

22To see this, note that the belief quantile function qipsiq is simply the monotone rearrangement of pipsiq.

37



He, Sandomirskiy, and Tamuz (2024) show that in such cases, the optimal private private

information would be on the Blackwell-Pareto frontier and can be implemented using

a single up-set. Corollary 4 shows that more generally, for non-welfare-maximizing ob-

jectives, even though the optimal signal structure may not be on the Blackwell-Pareto

frontier, they can still be implemented by randomizing over two nested up-sets.

In the special case of n “ 2, recall that our extreme point characterization also shows

that the two nested up-sets can only differ by a rectangle rs1, s1s ˆ rs2, s2s (Theorem 4).

This characterization turns out to provide an even simpler implementation of the optimal

information structure. In particular, any extreme point of the feasible belief quantiles can

be implemented by (i) drawing signals uniformly from some up-setA˚ if the state is 1 and

from its complement r0,1s2zA˚ if the state is 0, and (ii) for one of the two dimensions,

pooling the signals in an interval into a single signal. For example, we may take A˚ to be

the “horizontal average” of the two nested up-sets and pool the signals s2 P rs2, s2s into a

single signal.

Combining with the characterization of the Blackwell-Pareto frontier from He, San-

domirskiy, and Tamuz (2024), our result shows that the extreme belief quantiles differ

from the ones resulting from the Blackwell-Pareto undominated information structure

only by a single pooling interval:

Proposition 13. Every extreme belief quantile pair pq1,q2q under private private information

can be implemented by (i) selecting a Blackwell-Pareto undominated information structure and

(ii) for either i “ 1 or i “ 2, pooling the signals si in an interval Ii into a single signal. Thus, for

any upper semi-continuous and quasiconvex objective Φpq1,q2q, an optimal information struc-

ture is given by a Blackwell-Pareto undominated information structure with a single pooling

interval.

Proof of Proposition 13. By the proof of Proposition 12, any extreme belief quantile pair

can be rationalized by

f “ 1A1
`λ1A2zA1

where A1 Ă A2 are two nested up-sets and λ P r0,1s is pinned down given A1,A2 and prior

p. By Theorem 4, we also know that A2zA1 must be a rectangle I1 ˆ I2 where Ii is a closed

interval on dimension i. Let gi be the lower nonincreasing boundary of Ai . Note that

g1 ě g2. Let g˚ “ p1 ´λqg1 `λg2. Let A˚ :“ tps1, s2q : s2 ě g˚ps1qu be the up-set defined by

g˚. Note that
ż

1A˚psqds “

ż

1A1
psq `λ1A2zA1

psqds “ p ,

and hence 1A˚ defines a feasible private private information structure. Now consider the
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information structure defined by (i) drawing signals uniformly from A˚ if the state is 1

and uniformly from its complement r0,1s2zA˚ otherwise, and (ii) pooling the signals s2
in the interval I2 into a single signal. (Alternatively, we can also define A˚ by averaging

g´1
i and pool the signals in dimension 1 instead of dimension 2.)

Note that this information structure generates the same belief distribution in each

dimension i. Moreover, since the pooling in dimension 2 is only a function of s2, the

resulting signals are still independent of each other. Thus, it is still a private private

information structure. Finally, by Theorem 1 of He, Sandomirskiy, and Tamuz (2024), we

know that a private private information structure is Blackwell-Pareto undominated if and

only if it can be implemented using an up-set in the sense we describe above, concluding

the proof.

Note that the characterization given by Proposition 13 is also sufficient for a belief

quantile pair to be an extreme point if, after selecting any Blackwell-Pareto undominated

information structure, we pool an interval of signals in each dimension into a single signal

in a consistent way that results in two nested up-sets differing by at most a rectangle,

because the Bayes plausibility constraint clearly satisfies the condition in Proposition 3.

To illustrate Proposition 13, consider the following information design example adapted

from He, Sandomirskiy, and Tamuz (2024):

Example 4 (Information design with privacy constraint). Consider a platform market

with two buyers and one seller. The seller has two units of the same object (with cost nor-

malized to be 0). The buyers have unit demand and have a common value vpωq for the

object, where ω P t0,1u is a random state with a common prior p “ Ppω “ 1q. Suppose

without loss that vp1q ą vp0q. The platform observes the realized state ω and wants to

design an information structure that sends signals si about ω to each buyer i while keep-

ing the signals independent of each other (e.g. to prevent full surplus extraction by the

seller). Suppose that each unit is sold at some price k, where vp0q ă k ă vp1q. The plat-

form wants to maximize the probability of trade (because e.g. a per-trade commission):∑
i

ż

1tvp1qpi`vp0qp1´piqěkuµipdpiq .

Note that 1tvp1qpi`vp0qp1´piqěku is not convex in pi , and hence we cannot restrict attention

to Blackwell-Pareto undominated information structures as in He, Sandomirskiy, and

Tamuz (2024). But the objective is quasi-convex in the belief quantiles pq1,q2q. Thus,

Proposition 13 applies and shows that the optimal private private information can be

implemented using an up-set and applying a single interval pooling.
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5 Conclusion

We characterize the extreme points of multidimensional monotone functions from r0,1sn

to r0,1s, as well as the extreme points of the set of one-dimensional marginals of these

functions. These characterizations lead to new results in various mechanism design and

information design problems — including public good provision with interdependent

values; interim efficient bilateral trade mechanisms; asymmetric reduced form auctions

— as well as recent information design problems such as designing private private infor-

mation. As another application, we also uncover a mechanism anti-equivalence theorem

for two-agent, two-alternative social choice problems.

A Proofs

The proofs are presented in the same order in which they are referenced in the main text,

except that we prove Lemma 3 first, since it will be used in the proofs of Theorem 1 and

Theorem 2.

A.1 Proof of Lemma 3

It suffices to show that, for any y P extpLpXqq, L´1pyq X extpXq , ∅. Clearly, L´1pyq , ∅

since y P LpXq. Moreover, L´1pyq is compact since X is compact and L is continuous.

Since L is affine and X is convex, L´1pyq is also convex. By the Krein-Milman theorem,

extpL´1pyqq , ∅. Take any z P extpL´1pyqq. We claim that z P extpXq. To see this, fix any

x,x1 P X and λ P p0,1q such that z “ λx` p1 ´λqx1. Since L is affine, we have

y “ Lpzq “ Lpλx` p1 ´λqx1
q “ λLpxq ` p1 ´λqLpx1

q .

Since y P extpLpXqq, it must be that Lpxq “ Lpx1q “ y, which in turn implies that x,x1 P

L´1pyq. Furthermore, since z P extpL´1pyqq, it must then be that x “ x1 “ z. As a result,

z P extpXq.

A.2 Proof of Proposition 1

The “if” part follows immediately as monotonicity is preserved under mixtures. For the

“only if” part, consider any f P F . For any x P r0,1sn, write

f pxq “

ż 1

0
1tf pxq ě 1 ´ rudr .
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For any r P r0,1s, let

Ar :“
␣

x P r0,1s
n : f pxq ě 1 ´ r

(

.

Note that since f is monotone, Ar is an up-set for all r P r0,1s. Moreover, Ar Ď Ar1 for all

r ă r 1. Let µ be the uniform distribution on r0,1s. Then, for all x P r0,1sn, we have

ż 1

0
1Ar pxqµpdrq “

ż 1

0
1tf pxq ě 1 ´ rudr “ f pxq .

To prove uniqueness, suppose that there exist a family of nested up-sets tArurPr0,1s and a

probability measure µ P ∆pr0,1sq such that

f pxq “

ż 1

0
1Ar pxqµpdrq

for all x P r0,1sn. Let M´1prq :“ inftr 1 P r0,1s : µpr0, r 1sq ě ru for all r P r0,1s. Since

tArurPr0,1s is nested, tAM´1prqurPr0,1s is also nested. Moreover, since AM´1prq is an up-set,

there exists g : r0,1sn Ñ r0,1s such that

AM´1prq “

!

x : x1 ě gp1 ´ r,x´1q

)

for all r P r0,1s. Since tAM´1prqurPr0,1s is nested, gp ¨ ,x´1q is nondecreasing for all x´1 P

r0,1sn´1. Let g´1pq,x´1q :“ inftx1 P r0,1s : gpx1,x´1q ě qu for all q P r0,1s and for all

x´1 P r0,1sn´1. As a result, for all x P r0,1sn, we have

f pxq “

ż 1

0
1Ar pxqµpdrq “

ż 1

0
1AM´1prq

pxqdr

“

ż 1

0
1tx1 ě gp1 ´ r,x´1qudr

“

ż 1

0
1tg´1

px1,x´1q ě 1 ´ rudr

“g´1
px1,x´1q .

Therefore, for all r P r0,1s,

AM´1prq “

!

x : x1 ě gp1 ´ r,x´1q

)

“

!

x : g´1
px1,x´1q ě 1 ´ r

)

“

!

x : f pxq ě 1 ´ r
)

,

equivalent to our construction. This completes the proof.
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A.3 Proof of Theorem 1

Consider any extreme point f of F . By Proposition 1, there exist nested up-sets tArurPr0,1s

and a probability distribution µ P ∆pr0,1sq such that

f pxq “

ż 1

0
1Ar pxqµpdrq .

For each j P t1, . . . ,mu, let

ρjprq :“
ż

r0,1sn
φjpxq1Ar pxqdx

for all r P r0,1s. Then, for each j P t1, . . . ,mu,

ż 1

0
ρjprqµpdrq “

ż 1

0

˜

ż

r0,1sn
φjpxq1Ar pxqdx

¸

µpdrq

“

ż

r0,1sn
φjpxq

ˆ
ż 1

0
1Ar pxqµpdrq

˙

dx

“

ż

r0,1sn
φjpxqf pxqdx

ďηj .

LetM be the set of probability measures µ̃ P ∆pr0,1sq such that

ż 1

0
ρjprqµ̃pdrq ď ηj

for all j P t1, . . . ,mu. Note that M is a compact (under the weak-* topology) and convex

set.23 Define a continuous affine map L :MÑ F by

Lpµ̃qrxs :“
ż 1

0
1Ar pxqµ̃pdrq ,

for all x P r0,1sn. Then, µ PM, f “ Lpµq, and

ż

r0,1sn
Lpµ̃qrxsφjpxqdx “

ż 1

0

˜

ż

r0,1sn
φjpxq1Ar pxqdx

¸

µ̃pdrq “

ż 1

0
ρjprqµ̃pdrq ď ηj ,

23Convexity ofM follows from the linearity of the constraints. To see thatM is compact, note that since
tArurPr0,1s are nested up-sets, for any sequence trku Ñ r P r0,1s, t1Ark

u Ñ 1Ar pointwise almost everywhere.

Therefore, by the dominated convergence theorem, ρj is continuous for all j. As a result, µ̃ ÞÑ
ş1

0 ρjprqµ̃pdrq
is continuous under the weak-* topology. Therefore,M is a closed subset of the compact set of probability
measures on r0,1s under the weak-* topology, and hence is compact.
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for all µ̃ PM and all j P t1, . . . ,mu. That is, LpMq is a convex subset of F that includes f .

Since f is an extreme point of F , it must also be an extreme point of LpMq. By Lemma 3,

f “ Lpµ˚q, for some µ˚ PM that is an extreme point ofM. Moreover, by Proposition 2.1

of Winkler (1988), |supppµ˚q| ď m` 1. Together, it then follows that f is a mixture of at

most m` 1 indicator functions defined on nested up-sets. This completes the proof.

A.4 Proof of Proposition 2

Necessity follows immediately from the proof of Theorem 1. For sufficiency, consider any

such f P F ‹
. If k “ 1, then f must be an extreme point of F ‹

by Lemma 1 as A1 is an

up-set. Suppose that k ě 2 and that there exists u : r0,1sn Ñ r0,1s such that f `u and f ´u

are in F ‹
. For each j P t1, . . . , k´ 1u, let A‹

j :“ Aj`1zAj . Since tAju
k
j“1 is nested, tA‹

j u
k´1
j“1 is

disjoint. Moreover, since f “
∑k
j“1λj1Aj , f is constant on A‹

j for all j P t1, . . . , k´1u. Since

f ` u and f ´ u are monotone, and since Aj Ď Aj`1 are up-sets, u must also be constant

on A‹
j for all j P t1, . . . , k´ 1u. Let uj :“ upxq for all x P A‹

j . Then, for each j P t1, . . . ,mu,

k∑
l“1

ul

ż

A‹
l

φjpxqdx “ 0 .

However, since
$

’

’

&

’

’

%

¨

˚

˚

˝

ş

A‹
1
φ1pxqdx
...

ş

A‹
1
φmpxqdx

˛

‹

‹

‚

, ¨ ¨ ¨ ,

¨

˚

˚

˝

ş

A‹
m
φ1pxqdx
...

ş

A‹
m
φmpxqdx

˛

‹

‹

‚

,

/

/

.

/

/

-

are linearly independent, where A‹
j :“ ∅ for all j P tk, . . . ,mu, it must be that uj “ 0 for

all j P t1, . . . , ku. Moreover, since f ” 0 on r0,1snzAk and f ” 1 on A1, and since f ` u

and f ´ u are in F ‹
, u ” 0 on r0,1snz Y

k´1
j“1 A

‹
j . Together, u ” 0. Therefore, f must be an

extreme point of F ‹
.

A.5 Proof of Theorem 2

To prove part piq, define an affine map L : F ÑQ by

Lpf q :“

˜

ż

r0,1sn´1
f pxqdx´1 , . . . ,

ż

r0,1sn´1
f pxqdx´n

¸

.

By Lemma 2 (Theorem 5 of Gutmann et al. 1991), a tuple q of monotone functions

is rationalizable if and only if it can be rationalized by a monotone function f P F .
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Thus, LpF q “ Q.24 Moreover, by the dominated convergence theorem, L is continuous.

Together, since F is compact and convex, part piq follows by invoking Lemma 1 and

Lemma 3.

To prove part piiq, let

F :“

#

f P F :
ż

r0,1sn
f pxq

n∑
i“1

ψ
j
i pxiqdx ď ηj for all j

+

.

By Lemma 2 (Theorem 5 of Gutmann et al. 1991) again, any q P Q is rationalized by

some f P F , and hence LpF q “Q. Moreover, by the dominated convergence theorem, L is

continuous. Lastly, since F Ď F is closed and since F is compact, F is compact as well.

Part piiq then follows by invoking Theorem 1 and Lemma 3. This completes the proof.

A.6 Proof of Theorem 3

Necessity follows immediately from Theorem 2. For sufficiency, fix any q P Q that is

rationalized by 1A for some up-set AĎ r0,1s2.

We prove a stronger claim that q is an exposed point of Q and hence an extreme point.

Since A is an up-set, there exists a nonincreasing function g : r0,1s Ñ r0,1s such that

A“ tpx1,x2q : x2 ě gpx1qu. Let φ1px1q :“ ´gpx1q and φpx2q :“ x2. Then note that

φ1px1q `φpx2q

$

’

’

’

&

’

’

’

%

ą 0, if px1,x2q P Aztpx1, gpx1qqux1Pr0,1s

“ 0, if px1,x2q P tpx1, gpx1qqux1Pr0,1s

ă 0, otherwise

.

We claim that the optimization problem

max
f PF

ż

r0,1s2
pφ1px1q `φ2px2qqf px1,x2qdx (1)

has a unique solution given by 1A. To see this, note that we can relax the monotonicity

constraint imposed by F , and show that 1A is still the unique maximizer. Indeed, 1A can

clearly attain the upper bound given by
ş

maxtφ1px1q ` φ2px2q,0udx. Moreover, if any

function f : r0,1s2 Ñ r0,1s differs from 1A on a positive measure of x, then f must have a

strictly lower objective by the construction of φ1 and φ2. This proves that 1A must be the

24Note that since F Ď L1pr0,1snq, f P F is identified by an equivalent class of functions f 1 ” f almost
everywhere. Thus, LpF q Ď Q, since for any monotone function f 1, there exists f whose marginals are
left-continuous and f ” f 1 almost everywhere. Together with QĎ LpF q, we have LpF q “Q.
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unique maximizer in F for the above linear functional on F .25

Now consider the linear functional Φ :QÑR defined by

Φpq̃q :“
ż 1

0
φ1px1qq̃1px1qdx1 `

ż 1

0
φ2px2qq̃2px2qdx2 .

For any q̃ P Q, let f̃ P F be a monotone function that rationalizes q̃ (recall Lemma 2).

Then, we have

ż 1

0
φ1px1qq̃1px1qdx1 `

ż 1

0
φpx2qq̃2px2qdx2 “

ż 1

0
pφ1px1q `φ2px2qqf̃ px1,x2qdx

ď

ż 1

0
pφ1px1q `φ2px2qq1Apxqdx

“

ż 1

0
φ1px1qq1px1qdx1 `

ż 1

0
φpx2qq2px2qdx2 ,

where the inequality is due to the optimality of 1A in the previous claim. Moreover, for

any q̃ , q, the function f̃ cannot equal 1A, which means that the above inequality is strict

since 1A is the unique maximizer for the above objective by the previous claim. This

proves that q is an exposed point and hence an extreme point of Q.

For unique rationalizability, suppose that q is rationalized by 1A and some other (not

necessarily monotone) function f̃ . Suppose for contradiction that f̃ , 1A on a positive

measure of x. Then, since 1A is the unique solution of (1) even if we relax the monotonic-

ity constraint imposed by F , we must have

Φpqq “

ż 1

0
φ1px1qq1px1qdx1 `

ż 1

0
φ2px2qq2px2qdx2

“

ż

r0,1s2
pφ1px1q `φ2px2qq1Apxqdx

ą

ż

r0,1s2
pφ1px1q `φ2px2qqf̃ px1,x2qdx

“

ż 1

0
φ1px1qq1px1qdx1 `

ż 1

0
φ2px2qq2px2qdx2 “ Φpqq ,

a contradiction. Thus, it must be that f̃ ” 1A almost everywhere. This completes the

proof.

25Note that this also shows that any extreme point of F is exposed.
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A.7 Proof of Theorem 4

Appendix A.7.1 proves the first part of Theorem 4; Appendix A.7.2 proves the second

part of Theorem 4.

A.7.1 Rationalizability by Nested Upsets Differing by a Rectangle

Consider any extreme point q of Q. Since q P Q is an extreme point of Q, by Theorem 2,

there exist nested up-sets A1 Ď A2 such that q is rationalized by f “ λ1A1
`p1´λq1A2

, for

some λ P p0,1q. We now show thatA1 andA2 can be chosen to differ by at most a rectangle

(and in fact they must differ by at most a rectangle from our unique rationalizability

result which we prove in Appendix A.7.2). For each j P t1,2u, since Aj is an up-set,

there exists a nonincreasing left-continuous function gj : r0,1s Ñ r0,1s such that Aj “

tpx1,x2q P r0,1s2 : x2 ě gjpx1qu. Moreover, since A1 Ď A2, g1pzq ě g2pzq for all z P r0,1s. Let

γ jpzq :“ 1 ´ gjpzq for all z P r0,1s and j P t1,2u. Then, for all z P r0,1s,

q1pzq “

ż 1

0
rλ1A1

pz,x2q ` p1 ´λq1A2
pz,x2qsdx2 “ λγ1

pzq ` p1 ´λqγ2
pzq (2)

and

q2pzq “

ż 1

0
rλ1A1

px1, zq ` p1 ´λq1A2
px1, zqsdx1 “ λγ̂1

pzq ` p1 ´λqγ̂2
pzq , (3)

where γ̂ jpzq :“ 1 ´ pγ jq´1p1 ´ zq is the conjugate of γ j , for all j P t1,2u.

We first claim that q1 must be an extreme point of the set of monotone functions

that are majorized by q̂2 and satisfy the linear constraint (fixing q2). Indeed, suppose

not. Then there exist distinct monotone functions q1
1,q

2
1 such that ql1 ĺ q̂2 for l P t1,2u,

λ1q1
1 ` p1 ´λ1qq2

1 “ q1 for some λ1 P p0,1q, and that

ż 1

0
ql1px1qψ1px1qdx1 `

ż 1

0
q2px2qψ2px2qdx2 ď η ,

for all l P t1,2u. Since ql1 ĺ q̂2 for l P t1,2u, by Lemma 4, there exist f 1, f 2 P F such that

pql1,q2q is rationalized by f l for l P t1,2u. Therefore, there exist distinct q1 :“ pq1
1,q2q, q2 :“

pq2
1,q2q PQ such that λ1q1 ` p1 ´λ1qq2 “ q, and hence q is not an extreme point of Q.

As a result, by Theorem 1 of Nikzad (2023), there exists at most a countable collection

of disjoint intervals tpzk , zksu
8
k“1 such that q1 ” q̂2 on r0,1sz Y8

k“1 pzk , zks, and q1 is a step

function with at most two steps on pzk , zks for all k P N. Note that this collection can be

empty but then our result would follow immediately since such a pair can be rationalized

by a single up-set as shown in the proof of Proposition 4. From now on, we assume
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that the collection is not empty. We order the intervals from left to right indexed by

k. Together with (2), it then follows that, since γ1 and γ2 are nondecreasing and q1 “

λγ1 ` p1 ´λqγ2, we must have γ1,γ2 as step functions with at most two steps on pzk , zks,

for all k PN. In particular, for each k PN, there exists yk P pzk , zkq such that

γ jpzq “

$

&

%

γ
j
k , if z P pzk , yks

γ
j
k , if z P pyk , zks

,

for all j P t1,2u, where γ jk ě γ
j
k for j P t1,2u, γ1

k ď γ2
k , and γ1

k
ď γ2

k
. Clearly, we have

q1pzq “ λγ1
pzq ` p1 ´λqγ2

pzq “

$

&

%

λγ1
k

` p1 ´λqγ2
k
, if z P pzk , yks

λγ1
k ` p1 ´λqγ2

k , if z P pyk , zks
.

Next, we show that, for each k PN, if γ1
k ă γ2

k and γ1
k

ă γ2
k
, then γ jk “ γ

j
k for j P t1,2u.

We first prove this claim in the case of γ2
k

ą γ1
k . Suppose for contradiction that there exists

k P N such that γ1
k ă γ2

k , γ1
k

ă γ2
k
, and γ jk ą γ

j
k for some j P t1,2u. Suppose that γ1

k ą γ1
k
.

The case of γ2
k ą γ2

k
while γ1

k “ γ1
k

can be treated by a similar argument. Let B :“ pzk , yksˆ

p1´γ1
k ,1´γ1

k
s, and C :“ pyk , zksˆp1´γ2

k
,1´γ1

ks. Note that by assumption, both regions B

and C have positive measures. By Nikzad (2023), we also know that q1pzkq ă q1pz`

k q and

q1pzkq ă q1pz`

k q. Thus,

q1pzkq ă λγ1
k

` p1 ´λqγ2
k

ă λγ1
k ` p1 ´λqγ2

k ă q1pz`

k q

is a strictly increasing sequence of four numbers. Let δ1 ą 0 be the minimum of the

consecutive differences.

We claim that

q2p1 ´γ1
k
q ă q2pp1 ´γ1

k
q

`
q (4)

q2p1 ´γ1
kq ă q2pp1 ´γ1

kq
`

q (5)

q2p1 ´γ2
k
q ă q2pp1 ´γ2

k
q

`
q (6)

To see (4), note that if we let Ã1 :“ A1 Y B, then Ã1 Ď A2 are still nested up-sets and

projecting λ1Ã1
` p1 ´λq1A2

to dimension 2 would result in a monotone q̃2 that coincides

with q2 on p1 ´γ1
k
,1s with q̃2p1 ´γ1

k
q ą q2p1 ´γ1

k
q. Thus,

q2pp1 ´γ1
k
q

`
q “ q̃2pp1 ´γ1

k
q

`
q ě q̃2p1 ´γ1

k
q ą q2p1 ´γ1

k
q .
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To see (5), apply the same argument with Ã1 :“ A1 Y pyk ,1s ˆ p1 ´ γ2
k
,1 ´ γ1

ks. To see (6),

apply the same argument but now keep A1 as before and let Ã2 :“ A2 Ypzk ,1sˆp0,1´γ2
k
s.

In particular, note that A1 Ď Ã2 are still two nested up-sets, and projecting λ1A1
` p1 ´

λq1Ã2
to dimension 2 would result in a monotone q̃2 that coincides with q2 on p1 ´γ2

k
,1s

with q̃2p1 ´γ2
k
q ą q2p1 ´γ2

k
q. Now, let

δ2 :“ min
!

q2pp1´γ1
k
q

`
q´q2p1´γ1

k
q, q2pp1´γ1

kq
`

q´q2p1´γ1
kq, q2pp1´γ2

k
q

`
q´q2p1´γ2

k
q

)

.

By (4), (5), (6), we have δ2 ą 0.

Take εB, εC P R with at least one of εB, εC being non-zero such that

εB

ż

B
pψ1px1q `ψ2px2qqdx “ εC

ż

C
pψ1px1q `ψ2px2qqdx , (7)

and

max
!

|εB|, |εC |

)

ă
1
2

¨ min
!

δ1, δ2

)

. (8)

Now, let

f 1
pxq :“

$

’

’

’

&

’

’

’

%

f pxq ` εB, if x P B

f pxq ´ εC , if x P C

f pxq, otherwise

; and f 2
pxq :“

$

’

’

’

&

’

’

’

%

f pxq ´ εB, if x P B

f pxq ` εC , if x P C

f pxq, otherwise.

By construction, 1
2f

1 ` 1
2f

2 “ f , and hence q “ 1
2q

1 ` 1
2q

2, where q1 and q2 are the one-

dimensional marginals of f 1 and f 2, respectively.

Since the rectangles B,C Ď r0,1s2 both have positive measures and do not overlap

when projecting to either dimension 1 or dimension 2, we must have q1 , q2. Moreover,

by (7) and (8), q1
i and q2

i are nondecreasing for i P t1,2u, and

ż 1

0
q1

1px1qψ1px1qdx1 `

ż 1

0
q1

2ψ2px2qdx2

“

ż

r0,1s2
f 1

px1,x2qpψ1px1q `ψ2px2qqdx

“

ż

r0,1s2
f px1,x2qpψ1px1q `ψ2px2qqdx` εB

ż

B
pψ1px1q `ψ2px2qqdx´ εC

ż

C
pψ1px1q `ψ2px2qqdx

“

ż

r0,1s2
f px1,x2qpψ1px1q `ψ2px2qqdx
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“

ż 1

0
q1px1qψ1px1qdx1 `

ż 1

0
q2px2qψ2px2qdx2

ďη .

and

ż 1

0
q2

1px1qψ1px1qdx1 `

ż 1

0
q2

2px2qψ2px2qdx2

“

ż

r0,1s2
f 2

px1,x2qpψ1px1q `ψ2px2qqdx

“

ż

r0,1s2
f px1,x2qpψ1px1q `ψ2px2qqdx´ εB

ż

B
pψ1px1q `ψ2px2qqdx` εC

ż

C
pψ1px1q `ψ2px2qqdx

“

ż

r0,1s2
f px1,x2qpψ1px1q `ψ2px2qqdx

“

ż 1

0
q1px1qψ1px1qdx1 `

ż 1

0
q2px2qψ2px2qdx2

ďη .

Together, q1,q2 P Q, q1 , q2 and 1
2q

1 ` 1
2q

2 “ q. Therefore, q is not an extreme point of Q,

a contradiction. As a result, whenever γ1
k ă γ2

k and γ1
k

ă γ2
k
, it must be that γ jk “ γ

j
k for

j P t1,2u.

Now, for the case of γ2
k

ď γ1
k , apply the same argument as above, except now letting

B :“ pzk , yks ˆ p1 ´γ2
k
,1 ´γ1

k
s and C :“ pyk , zks ˆ p1 ´γ2

k ,1 ´γ1
ks. In particular, by the same

argument as before, we still have

q1pzkq ă λγ1
k

` p1 ´λqγ2
k

ă λγ1
k ` p1 ´λqγ2

k ă q1pz`

k q .

Moreover, by the same arguments, we also have

q2p1 ´γ1
k
q ă q2pp1 ´γ1

k
q

`
q (9)

q2p1 ´γ2
k
q ă q2pp1 ´γ2

k
q

`
q (10)

q2p1 ´γ1
kq ă q2pp1 ´γ1

kq
`

q (11)

q2p1 ´γ2
kq ă q2pp1 ´γ2

kq
`

q (12)

Thus, we can repeat the previous perturbation argument and conclude that whenever

γ1
k ă γ2

k and γ1
k

ă γ2
k
, it must be that γ jk “ γ

j
k for j P t1,2u.

Together, we know that there exists a countable collection of intervals
␣

pzk , zks
(

k such
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that q1 is a constant on each of the interval pzk , zks, and q1 “ q̂2 otherwise. Moreover,

for each interval pzk , zks, we also know that the majorization inequality holds with strict

inequality for all s P pzk , zkq, and that it holds with equality at the two ends of the interval.

In particular, the constant γk is pinned down by

γk “

şzk
zk
q̂2psqds

zk ´ zk
.

In fact, by the same two perturbation arguments given above, we also know that the

closure of the pooling intervals must be disjoint: for any k , k1 PN,

zk , zk1 .

This implies that we must have26

q1pzkq “ q̂2pzkq , q1pz`

k q “ q̂2pz`

k q .

Now, apply the symmetric argument to q2. In particular, we can equivalently write Q
as the set of monotone pairs pq1,q2q that satisfy the linear constraint and satisfy

q2 ĺ q̂1 .

Using this representation, we can apply exactly the symmetric argument to conclude that

there exists a countable collection of disjoint intervals
␣

ptj , tjs
(

j such that q2 is a constant

on each of the interval ptj , tjs, and q2 “ q̂1 otherwise.

Now, fix any pooling interval pzk , zks of q1. Consider the interval I˚
k :“

`

1 ´ q1pz`

k q,1 ´

q1pzkq
‰

. Note that on this interval, q̂1 must be a step function with the two steps equal

to 1 ´ zk and 1 ´ zk, and a single jump at 1 ´ γk. Note that there must exist at least one

pooling interval ptj , tjs of q2 that overlaps with I˚
k , because otherwise q2 “ q̂1 everywhere

on I˚
k , which, by definition, means that for all z P pzk , zks,

q̂2pzq “ 1 ´ q´1
2 p1 ´ zq “1 ´ infty P r0,1s : q2pyq ą 1 ´ zu

“1 ´ infty P p1 ´ q1pz`

k q,1s : q2pyq ą 1 ´ zu

“1 ´ infty P p1 ´ q1pz`

k q,1s : q̂1pyq ą 1 ´ zu

“1 ´ p1 ´γkq “ γk .

26This is because, for any k, there exist sequences tzmk u and tzmk u, along which the majorization constraint
binds and tzmk u Ó zk and tzmk u Ò zk .
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Thus, q1 “ q̂2 everywhere on pzk , zks, and hence the majorization constraint binds every-

where on pzk , zks, contradicting to the construction of the interval. Moreover, note that any

pooling interval ptj , tjs that overlaps with I˚
k must satisfy ptj , tjs Ď I˚

k . To see this, suppose

not. Then there exists some pooling interval ptj , tjs such that ptj , tjsXI
˚
k , ∅ and it includes

1 ´ q1pz`

k q or p1 ´ q1pzkqq`. Note that if it includes 1 ´ q1pz`

k q, then tj ă 1 ´ q1pz`

k q ă tj
and hence there must be a jump discontinuity in q̂2 that jumps strictly across the value

q1pz`

k q. But then

q̂2psq , q1pz`

k q

for all s P r0,1s by monotonicity of q̂2, which contradicts that q1pz`

k q “ q̂2pz`

k q. Similarly,

if it includes p1 ´ q1pzkqq`, then tj ą 1 ´ q1pzkq ą tj and hence there must be a jump

discontinuity in q̂2 that jumps strictly across the value q1pzkq. But then

q̂2psq , q1pzkq

for all s P r0,1s by monotonicity of q̂2, which contradicts that q1pzkq “ q̂2pzkq. There-

fore, we conclude that any pooling interval ptj , tjs of q2 that overlaps with I˚
k must satisfy

ptj , tjs Ď I˚
k . But then, because q̂1 is a step function on the interval I˚

k with two steps, any

such pooling interval ptj , tjs must contain the jump point 1 ´γk in its interior in order to

have the majorization constraint hold with strict inequality in the interior of the interval.

Since these intervals are disjoint, there can be at most one interval ptj , tjs that contains

1 ´γk. Together, we conclude that there exists a unique pooling interval ptj , tjs such that

ptj , tjs X I˚
k , ∅. Moreover, the pooling interval ptj , tjs is entirely contained in I˚

k and in-

cludes the jump point 1 ´ γk. Let pt˚k , t
˚

ks denote this unique interval associated with I˚
k .

On this interval, q2 is a constant κk that is pinned down by

κk “

şt˚k
t˚k
q̂1psqds

t
˚

k ´ t˚k
.

Note that the above conclusion also implies that on each interval pzk , zks, q̂2 is a step

function with exactly two steps, where one step is strictly below and one step is strict

above the constant value of q1, and a jump point at 1 ´κk.

We also claim that any pooling interval ptj , tjs of q2 must be contained in the interval I˚
k

for some k. To see this, suppose not. Then there exists a pooling interval ptj , tjs such that

it is not contained in I˚
k for any k. But then by the previous argument, it cannot overlap

with I˚
k for any k. Thus, ptj , tjs Ď r0,1sz Yk I

˚
k . Note that by symmetric arguments, we also

know that on the pooling interval ptj , tjs of q2, we must have q̂1 being a step function with
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exactly two steps, one strictly below and one strictly above the constant value βj of q2,

and a single jump point. Let 1´wj denote the jump point, and let 1´ sj ă βj be the lower

step, 1 ´ sj ą βj be the higher step. Then q1psq “ 1 ´ pq̂1q´1p1 ´ sq “ wj for all s P psj , sjs.

Note that psj , sjs X pzk , zks “ ∅ for all k, because otherwise there exist some k and some

z P pzk , zks such that

1 ´ q1pzq “ 1 ´wj P ptj , tjs ,

contradicting that ptj , tjs X I˚
k “ ∅. Now, since psj , sjs Ď r0,1sz Yk pzk , zks, we know that

q1psq “ q̂2psq for all s P psj , sjs. However, since 1 ´ sj ă βj ă 1 ´ sj , for all s such that

1 ´ s P p1 ´ sj , βjq, we have q̂2psq “ 1 ´ q´1
2 p1 ´ sq ě 1 ´ tj . Likewise, for all s1 such that

1 ´ s1 P pβj , 1 ´ sjq, we have q̂2ps1q “ 1 ´ q´1
2 p1 ´ s1q ď 1 ´ tj . Thus, we have s, s1 P psj , sjq,

such that

q̂2psq ě 1 ´ tj ą 1 ´ tj ě q̂2ps1
q .

But we also know that

q̂2psq “ q1psq “ wj “ q1ps1
q “ q̂2ps1

q ,

a contradiction.

Combining the previous two paragraphs, we can conclude that the pooling intervals

ptj , tjs of q2 where the majorization inequality holds with strict inequality in their interi-

ors are exactly the pooling intervals pt˚k , t
˚

ks that we identify. On each interval pt˚k , t
˚

ks, we

know that q2 is a constant, q̂1 is a step function with two steps where the jump point is

exactly 1 ´ q1pzkq. Note that the two steps are exactly 1 ´ zk and 1 ´ zk.

Now we construct a function f that rationalizes pq1,q2q and then argue that we can

always perturb f to be f 1 and f 2 such that their one-dimensional marginals q1 and q2

satisfy 1
2q

1 ` 1
2q

2 “ q, unless the function f is a mixture of two indicator functions defined

on nested up-sets that differ by a rectangle.

Let

g̃1
pzq :“ 1 ´ q1pzq , g̃2

pzq :“ 1 ´ q1pzq

for all z <
⋃
kpzk , zks, and let

g̃1
pzq :“ t

˚

k , g̃2
pzq :“ t˚k .

for all z P pzk , zks and for all k. For each j P t1,2u, let

Ãj :“
!

x P r0,1s
2 : x2 ě g̃jpx1q

)

.
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For each k, let λ˚
k P p0,1q be the unique solution to

λ˚
kp1 ´ t

˚

kq ` p1 ´λ˚
kqp1 ´ t˚kq “ q1pzkq .

There always exists such a solution because

1 ´ t
˚

k ă q1pzkq ă 1 ´ t˚k ,

where the inequalities are due to that the interval pt
˚

k , t
˚
ks contains 1 ´ γk, and γk is the

constant value q1 takes on pzk , zks. For each k, let

Dk :“ pzk , zks ˆ pt˚k , t
˚

ks .

Let

f :“ 1Ã1
`

∑
k

p1 ´λ˚
kq1Dk .

Clearly, we have g̃1 ě g̃2 by construction. Moreover, by construction, we also have

1 ´ q1pzkq ě t
˚

k ą t˚k ě 1 ´ q1pz`

k q .

Combined with q1 being nondecreasing, this shows that the constructed g̃j is nonincreas-

ing for each j P t1,2u. Therefore, Ã1 Ă Ã2 are two nested up-sets that differ by⋃
k

pzk , zks ˆ pt˚k , t
˚

ks ,

which is a countable collection of rectangles. Moreover, these rectangles tDkuk satisfy

that for any k , k1 and any i P t1,2u, we have

!

xi :
ż 1

0
1Dkpxi ,x´iqdx´i ą 0

)⋂!

xi :
ż 1

0
1Dk1 pxi ,x´iqdx´i ą 0

)

“ ∅ .

That is, any two different rectangles have non-overlapping projections on each dimen-

sion. Combined with that ⋃
k

Dk “ Ã2zÃ1

is the difference between two nested up-sets, we can conclude that the function f is a

multidimensional monotone function for any collection of tλ˚
kuk.

We verify that f rationalizes pq1,q2q. Note that by construction q1 is f ’s one-dimensional
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marginal in dimension 1. It remains to verify that q2 is equal to f ’s one-dimensional

marginal in dimension 2. By the previous claims, we know that the majorization inequal-

ity
ż 1

s
q2pzqdz ď

ż 1

s
q̂1pzqdz

hold with strict inequality if and only if s P pt˚k , t
˚

kq for some k. Since we also know that

t
˚

k ă t˚k`1 for all k, it follows that q2psq “ q̂1psq for all s <Ykpt
˚
k , t

˚

ks and

q2psq “

şt˚k
t˚k
q̂1ptqdt

t
˚

k ´ t˚k

for all s P pt˚k , t
˚

ks and all k. Now, for any s <Ykpt
˚
k , t

˚

ks, we can compute

ż 1

0
f px1, sqdx1 “ 1 ´ pg1

q
´1

psq “ 1 ´ pg2
q

´1
psq “ 1 ´ q´1

1 p1 ´ sq “ q̂1psq .

Moreover, for any k and any s P pt˚k , t
˚

ks, we can compute

ż 1

0
f px1, sqdx1 “ p1 ´λ˚

kqp1 ´ pg2
q

´1
psqq `λ˚

kp1 ´ pg1
q

´1
psqq

“ p1 ´λ˚
kqp1 ´ zkq `λ˚

kp1 ´ zkq .

Recall that we also have

λ˚
kp1 ´ t

˚

kq ` p1 ´λ˚
kqp1 ´ t˚kq “ q1pzkq ,

and hence

λ˚
kt

˚

k ` p1 ´λ˚
kqt˚k “ 1 ´ q1pzkq .

Let lk :“ 1 ´ q1pzkq, which is the jump point of q̂1 on the interval pt˚k , t
˚

ks. Note that we can

compute

q2psq “

şt˚k
t˚k
q̂1ptqdt

t
˚

k ´ t˚k
“
q̂1ppt˚kq`q ¨ plk ´ t˚kq ` q̂1pt

˚

kq ¨ pt
˚

k ´ lkq

t
˚

k ´ t˚k
“

p1 ´ zkqplk ´ t˚kq ` p1 ´ zkqpt
˚

k ´ lkq

t
˚

k ´ t˚k
.

Using the construction of λ˚
k , we have

p1 ´ zkqplk ´ t˚kq ` p1 ´ zkqpt
˚

k ´ lkq “ p1 ´ zkqλ
˚
kpt

˚

k ´ t˚kq ` p1 ´ zkqp1 ´λ˚
kqpt

˚

k ´ t˚kq ,
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and hence

q2psq “ λ˚
kp1 ´ zkq ` p1 ´λ˚

kqp1 ´ zkq “

ż 1

0
f px1, sqdx1 ,

proving the claim.

Therefore, f rationalizes pq1,q2q. We first claim that λ˚
k must all coincide. Suppose for

contradiction that λ˚
k , λ

˚
k1 for some k, k1. Recall that λ˚

k ,λ
˚
k1 P p0,1q. Then, by Theorem 1,

f is not an extreme point of F where the constraint is the linear constraint imposed on

pq1,q2q. Thus, there exists some u : r0,1s2 Ñ R such that f 1 :“ f ` u P F , f 2 :“ f ´ u P F
and f “ 1

2f
1` 1

2f
2. But clearly, u must be equal to 0 on Ã1 and also equal to 0 on r0,1s2zÃ2,

since f equals either 1 or 0 on these two regions, respectively. Thus, u takes non-zero

values only on Ã2zÃ1 “
⋃
jDj . Let q1 and q2 be the one-dimensional marginals of f 1

and f 2, respectively. Clearly we have q1 and q2 are both in Q and 1
2q

1 ` 1
2q

2 “ q. Since

any two different rectangles Dj ,Dj1 have non-overlapping projections on each dimension,

note that q1 , q and q2 , q. But then q cannot be an extreme point. Contradiction.

Therefore, λ˚
k must be a constant λ˚ across all k. Now, we claim that there can be at

most one such rectangle. Indeed, if there are two such rectangles, simply following the

same perturbation we used in the beginning for the case of γ2
k

ď γ1
k to perturb f would

result in f 1 and f 2 such that their one-dimensional marginals q1 and q2 are both in Q, are

different, and satisfy 1
2q

1` 1
2q

2 “ q. Thus, it must be the case Ã2zÃ1 has only one rectangle,

and hence pq1,q2q can be rationalized by a mixture of two indicator functions defined on

two nested up-sets that differ by at most a rectangle.

A.7.2 Unique Rationalizability

Now we prove that every extreme point of Q must be uniquely rationalized among all

monotone functions. Fix any q “ pq1,q2q P extpQq. We first prove that it is uniquely

rationalized among all mixtures of two indicator functions defined on nested up-sets.

Since q is an extreme point, by Appendix A.7.1, it is rationalized by f ˚ :“ λ˚1A˚
1

` p1 ´

λ˚q1A˚
2

for some nested up-sets A˚
1 Ď A˚

2 that differ by at most a rectangle and some λ˚.

If A˚
2zA˚

1 has measure 0, then q must be an extreme point of Q and uniquely rationalized

among all functions by Theorem 3. Now suppose A˚
2zA˚

1 “ rx1,x1sˆrx2,x2s, for some x1 ă

x1 and x2 ă x2. Since A˚
1 and A˚

2 are up-sets, there exist nonincreasing left-continuous

functions g˚
1 , g

˚
2 : r0,1s Ñ r0,1s such that g˚

1 ě g˚
2 , and that A˚

j “ tpx1,x2q : x2 ě g˚
j px1qu

for j P t1,2u (up to a measure zero set). Then, since A˚
1 and A˚

2 differ by a rectangle

rx1,x1s ˆ rx2,x2s, it must be that g˚
1 ” g˚

2 on r0,1szpx1,x1s, g˚
1 ” x2 and g˚

2 ” x2 on px1,x1s.
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Take any x̂2 P px2,x2q, and let

φ1px1q :“

$

&

%

´g˚
1 px1q, if x1 < px1,x1s

´x̂2, if x1 P px1,x1s
, and φ2px2q :“

$

&

%

x2, if x2 < px2,x2s

x̂2, if x2 P px2,x2s
,

for all px1,x2q P r0,1s2. Then, note that

φ1px1q `φ2px2q “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

x2 ´ g˚
1 px1q, if x1 < px1,x1s ,x2 < px2,x2s

x2 ´ x̂2, if x1 P px1,x1s ,x2 < px2,x2s

x̂2 ´ g˚
1 px1q, if x1 < px1,x1s ,x2 P px2,x2s

0, if x1 P px1,x1s ,x2 P px2,x2s

In particular, since g˚
1 ě g˚

2 are nonincreasing and since g˚
1 ” x2 and g˚

2 ” x2 on px1,x1s,

φ1px1q `φ2px2q

$

’

’

’

&

’

’

’

%

ą 0, ifpx1,x2q P tpx1,x2q : x2 ą g˚
1 px1q ,x1 < px1,x1su Y px1,x1s ˆ px2,1s

ă 0, if px1,x2q P tpx1,x2q : x2 ă g˚
1 px1q ,x1 < px1,x1su Y px1,x1s ˆ r0,x2s

“ 0, if px1,x2q P tpx1,x2q : x2 “ g˚
1 px1q ,x1 < px1,x1su Y px1,x1s ˆ px2,x2s .

Let F Ď F be the set of monotone functions f such that

ż

r0,1s2
pψ1px1q `ψ2px2qqf px1,x2qdx ď η ,

and consider the linear functional Φ : F ÑR, where

Φpf̃ q :“
ż

r0,1s2
rφ1px1q `φ2px2qsf̃ px1,x2qdx .

Note that since f ˚px1,x2q “ 1 for all px1,x2q such that φ1px1q`φ2px2q ą 0, and f ˚px1,x2q “

0 for all px1,x2q such that φ1px1q `φ2px2q ă 0, we must have that f ˚ solves

max
f̃ PF

Φpf̃ q . (13)

Moreover, we claim that for any f P F , if (i) f is a solution of (13), (ii) f “ λ1A1
` p1 ´

λq1A2
, where A1 Ď A2 are nested up-sets, and (iii) f rationalizes q, then f ” f ˚ almost

everywhere. Indeed, for f “ λA1
` p1 ´λq1A2

“ 1A1
` p1 ´λq1A2zA1

to solve (13), it must

be that Φpf q “ Φpf ˚q. As a result, f px1,x2q must equal 1 whenever φ1px1q ` φ2px2q ą
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0, and must equal 0 whenever φ1px1q ` φ2px2q ă 0. Hence, f and f ˚ could only differ

on px1,x1s ˆ px2,x2s. Moreover, we may assume that λ P p0,1q, because otherwise f is

an indicator function defined on an up-set, which by Theorem 3 implies that f ˚ ” f .

Meanwhile, since A1 Ď A2 are up-sets, there exist nonincreasing functions g1, g2 : r0,1s Ñ

r0,1s with g1 ě g2 such that tpx1,x2q : x2 ě gjpx1quzAj has measure zero for each j. Since f

also rationalizes q, we have

λg1px1q ` p1 ´λqg2px1q “ 1 ´ q1px1q “ λ˚g˚
1 px1q ` p1 ´λ˚

qg˚
2 px1q ,

for all x1 P r0,1s, and

λg´1
1 px2q ` p1 ´λqg´1

2 px2q “ 1 ´ q2px2q “ λ˚
pg˚

1 q
´1

px2q ` p1 ´λ˚
qpg˚

2 q
´1

px2q ,

for all x2 P r0,1s. Since q1 and q2 are constant on px1,x1s and px2,x2s, respectively, it

must be that g1 and g2 are constant on px1,x1s, while g´1
1 and g´1

2 are constant on px2,x2s.

Moreover, since f ” f ˚ on r0,1s2zpx1,x1s ˆ px2,x2s, it must be that λ “ λ˚, g1 ” x2, and

g2 ” x2 on px1,x1s. Indeed, if the constant value κ1 of g1 does not coincide with x2, then

sine λ P p0,1q, q2 must take at least two distinct values on px2,x2s. Thus, κ1 “ x2. Similarly

the constant value κ2 of g2 must coincide with x2 in order for q2 to be constant on px2,x2s.

But then the constant λ must coincide with λ˚ for f to rationalize pq1,q2q. Together, this

implies that f ” f ˚ almost everywhere, as desired.

Lastly, for any f P F that rationalizes q, since

Φpf ˚
q “

ż

r0,1s2
rφ1px1q `φ2px2qsf ˚

px1,x2qdx

“

ż 1

0
φ1px1qq1px1qdx1 `

ż 1

0
φ2px2qq2px2qdx2

“

ż

r0,1s2
rφ1px1q `φ2px2qsf px1,x2qdx

“Φpf q ,

we have that f solves (13), where the second and the third equations follow from ratio-

nalizability. As a result, if, in addition, f “ λ1A1
` p1 ´λq1A2

for some λ P p0,1q and for

some nested up-sets A1 Ď A2 then it must be that f ” f ˚ almost everywhere, as desired.

It now remains to prove that q is uniquely rationalized among all monotone functions.

To see this, note that any monotone f P F that rationalizes q must be in F . Now, for any

monotone f P F that rationalizes the extreme point q P Q, by Theorem 1 and Choquet’s
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integral representation theorem,

f “

ż

f rµpdrq

where r P r0,1s is an index, f r “ λr1Ar1 `p1´λrq1Ar2 where Ar1 Ď Ar2 are two nested up-sets,

λr P p0,1q, and f r P F . Let qr “ pqr1,q
r
2q P Q be the one-dimensional marginals of f r . That

is,

qr1px1q :“
ż 1

0
f rpx1,x2qdx2 and qr2px2q :“

ż 1

0
f rpx1,x2qdx1 .

It follows immediately that, for i P t1,2u,

qi “

ż

qriµpdrq .

Since pq1,q2q is an extreme point of Q, by Bauer (1961), there exists a unique probability

measure on Q that represents q. Thus,

qr ” q

for almost all r with respect to measure µ. For all such r, because f r is a mixture of two

indicator functions defined on nested up-sets that also rationalizes q, by the previous

claim, it must be that

f r ” λ˚1A˚
1

` p1 ´λ˚
q1A˚

2
,

almost everywhere. Therefore, we have

f ” λ˚1A˚
1

` p1 ´λ˚
q1A˚

2
,

almost everywhere. This completes the proof.

A.8 Proof of Proposition 3

Necessity and uniqueness follow immediately from the proof of Theorem 4. For suffi-

ciency, consider any such q. Let f “ 1A`λ1D be a monotone function that rationalizes q,

where λ P p0,1q, A Ď r0,1s2 is an up-set, and D Ď r0,1s2 is a rectangle. If D has measure

zero, then q is an extreme point of Q‹
according to Theorem 3. Suppose now that D has a

positive measure. Then, clpDq “ rx1,x1s ˆ rx2,x2s with x1 ă x1 and x2 ă x2. In particular,

q1px1q “ 1 ´ pλx2 ` p1 ´λqx2q for all x1 P px1,x1s, whereas q2px2q “ 1 ´ pλx1 ` p1 ´λqx1q
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for all x2 P px2,x2s. Let

g1pzq :“

$

&

%

1 ´ q1pzq, if z < px1,x1s

x2, if z P px1,x1s
; and g2pzq :“

$

&

%

1 ´ q1pzq, if z < px1,x1s

x2, if z P px1,x1s
,

for all z P r0,1s. Note that g1, g2 are nonincreasing and left-continuous, g1 ě g2, and

A“ tpx1,x2q : x2 ě g1px1qu whereas AYD “ tpx1,x2q : x2 ě g2px1qu almost everywhere.

In the meantime, by Choquet’s representation theorem, there exist tqrurPr0,1s Ď extpQ‹
q

and a probability measure µ P ∆pr0,1ssq such that

qipxiq “

ż 1

0
qri pxiqµpdrq , (14)

for all xi P r0,1s and i P t1,2u. We prove that q is an extreme point of Q‹
by showing that

qr ” q almost everywhere, for µ-almost all r P r0,1s. To this end, first note that since qi
is constant on pxi ,xis, q

r
i must also be constant on pxi ,xis for µ-almost all r P r0,1s and for

all i P t1,2u. Furthermore, since qr is an extreme point of Q‹
, by Theorem 4, qr must be

rationalized by some f r :“ 1Ar `λr1Dr , for all r P r0,1s, where λr P p0,1q, Ar Ď r0,1s2 is an

up-set and Dr Ď r0,1s2 is a rectangle.

Similar to the proof of the uniqueness part of Theorem 4, take any x̂2 P px2,x2q, and

let

φ1px1q :“

$

&

%

´g1px1q, if x1 < px1,x1s

´x̂2, if x1 P px1,x1s
, and φ2px2q :“

$

&

%

x2, if x2 < px2,x2s

x̂2, if x2 P px2,x2s
,

for all px1,x2q P r0,1s2. Then, as argued in the uniqueness proof of Theorem 4 (see Ap-

pendix A.7.2),

φ1px1q `φ2px2q

$

’

’

’

&

’

’

’

%

ą 0, ifpx1,x2q P A

ă 0, if px1,x2q P r0,1s2zAYD

“ 0, if px1,x2q PD ,

for almost all px1,x2q P r0,1s2. Let F ‹
Ď F be the set of monotone functions f̃ such that

ż

r0,1s2
pψ1px1q `ψ2px2qqf̃ px1,x2qdx “ η . (15)
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Note that, since qr P Q‹
for all r P r0,1s and q P Q‹

, and since f rationalizes q and f r

rationalized qr for all r P r0,1s, we have f , f r P F ‹
for all r P r0,1s. Consider now the

linear functional Φ : F ‹
ÑR, where

Φpf̃ q :“
ż

r0,1s2
rφ1px1q `φ2px2qsf̃ px1,x2qdx .

Note that since f px1,x2q “ 1 for all px1,x2q such that φ1px1q`φ2px2q ą 0, and f px1,x2q “ 0

for all px1,x2q such that φ1px1q `φ2px2q ă 0, we must have that f solves

max
f̃ PF ˚

Φpf̃ q . (16)

Moreover, any other solution of (16) can only differ from f with a positive measure on D.

Note that, by (14), we have

Φpf q “

ż

r0,1s2
pφ1px1q `φ2px2qqf px1,x2qdx

“

ż 1

0
q1px1qφ1px1qdx1 `

ż 1

0
q2px2qφ2px2qdx2

“

ż 1

0

ˆ
ż 1

0
qr1px1qµpdrq

˙

φ1px1qdx1 `

ż 1

0

ˆ
ż 1

0
qr2px2qµpdrq

˙

φ2px2qdx2

“

ż 1

0

ˆ
ż 1

0

ż 1

0
f rpx1,x2qµpdrqdx2

˙

φ1px1qdx1 `

ż 1

0

ˆ
ż 1

0

ż 1

0
f rpx1,x2qµpdrqdx1

˙

φ2px2qdx2

“

ż

r0,1s2
pφ1px1q `φ2px2qq

ˆ
ż 1

0
f rpx1,x2qµpdrq

˙

dx

“Φ

ˆ
ż 1

0
f rµpdrq

˙

“

ż 1

0
Φpf rqµpdrq ,

and therefore f r must also solve (16) for µ-almost r P r0,1s. As a result, for µ-almost all

r P r0,1s, f r ” f on r0,1s2zD almost everywhere. In particular, Dr Ď D for µ-almost all

r P r0,1s. Furthermore, since qr1 and qr2 are constant on px1,x1s and px2,x2s, respectively,

and since clpDq “ rx1,x1sˆrx2,x2s, it must be that Dr “D for µ-almost all r P r0,1s (by the

same argument as in Appendix A.7.2), and thus, qr1px1q “ 1 ´ pλrx2 ` p1 ´ λrqx2q for all

x1 P px1,x1s and qr2px2q “ 1 ´ pλrx1 ` p1 ´λrqx1q for all x2 P px2,x2s. Together, since f r ” f
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outside of D, (14) and (15) then imply that, for µ-almost r P r0,1s,

ż x1

x1

p1 ´ pλx2 ` p1 ´λqx2qqψ1px1qdx1 `

ż x2

x2

p1 ´ pλx1 ` p1 ´λqx1qqψ2px2qdx2

“

ż x1

x1

p1 ´ pλrx2 ` p1 ´λrqx2qqψ1px1qdx1 `

ż x2

x2

p1 ´ pλrx1 ` p1 ´λrqx1qqψ2px2qdx2 ,

which simplifies to

λ
ż

D
pψ1px1q `ψ2px2qqdx “ λr

ż

D
pψ1px1q `ψ2px2qqdx .

Since
ż

D
pψ1px1q `ψ2px2qqdx , 0 ,

it must be that λ “ λr . As a result, it must be that, for µ-almost r P r0,1s, f r ” f almost

everywhere, and hence qr ” q almost everywhere. This completes the proof.

A.9 Proof of Proposition 4

By Lemma 4, we have

!

q : q1 ĺ q̂2 ; q1,q2 are nondecreasing and left-continuous
)

“Q ,

which is clearly convex. Now, by Theorem 3, q P Q is an extreme point of Q if and only if

it is rationalized by 1A for some up-set AĎ r0,1s2.

Now fix any extreme point q of Q. There exists 1A for some up-set A that rationalizes

q. Since A is an up-set, there exists nonincreasing and left-continuous function g : r0,1s Ñ

r0,1s such that A“ tpx1,x2q : x2 ě gpx1qu. Thus,

q1px1q “

ż 1

0
1Apx1,x2qdx2 “

ż 1

gpx1q

1dx2 “ 1 ´ gpx1q ,

and

q2px2q “

ż 1

0
1Apx1,x2qdx1 “

ż 1

g´1px2q

1dx1 “ 1 ´ g´1
px2q ,

and hence, q1 ” q̂2.

Conversely, fix any q such that q1, q2 are nondecreasing and left-continuous, and q1 ”

q̂2. Let

A :“ tpx1,x2q : x2 ě 1 ´ q1px1qu .
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Then, A is an up-set since q1 is nondecreasing. Moreover, we have

q1px1q “

ż 1

0
1Apx1,x2qdx2

by definition, and

q2px2q “ q̂1px2q “

ż 1

0
1Apx1,x2qdx1 .

That is, q is rationalized by 1A, and hence q is an extreme point of

Q“

!

q : q1 ĺ q̂2 ; q1,q2 are nondecreasing and left-continuous
)

.

This completes the proof.

A.10 Proof of Proposition 5

By Lemma 4, we have

"

q : q1 ĺ q̂2 ; q1,q2 are nondecreasing and left-continuous;

ż 1

0
q1px1qψ1px1qdx1 `

ż 1

0
q2px2qψ2px2qdx2 ď η

*

“Q .

Thus, by Theorem 4, any extreme point of

"

q : q1 ĺ q̂2 ; q1,q2 are nondecreasing and left-continuous;

ż 1

0
q1px1qψ1px1qdx1 `

ż 1

0
q2px2qψ2px2qdx2 ď η

*

must be rationalized by p1 ´ λq1A1
` λ1A2

for some λ P r0,1s and some nested up-sets

A1 Ď A2 Ď r0,1s2 that differ by at most a rectangle rx1,x1s ˆ rx2,x2s.

Furthermore, for the up-sets A1,A2, there exist nonincreasing and left-continuous

functions g1, g2 : r0,1s Ñ r0,1s such that Aj “ tpx1,x2q : x2 ě gjpx1qu for j P t1,2u, where

g1 ” g2 on r0,1szrx1,x1s, and g2px1q “ x2, g1px1q “ x2 for all x1 P px1,x1s. Since q is ratio-

nalized by p1 ´λq1A1
`λ1A2

, it follows that

q1px1q “

ż 1

0
p1 ´λq1A1

px1,x2q `λ1A2
px1,x2qdx2 “ p1 ´λqp1 ´ g1px1qq `λp1 ´ g2px1qq ,
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and

q2px2q “

ż 1

0
p1 ´λq1A1

px1,x2q `λ1A2
px1,x2qdx1 “ p1 ´λqp1 ´ g´1

1 px2qq `λp1 ´ g´1
2 px2qq .

Let z :“ x1 and z :“ x1. Let γ :“ 1 ´ x2 and γ :“ 1 ´ x2. This then completes the proof.

A.11 Proof of Proposition 6

We first show that the set

Qw :“
!

q : q1 ĺw q̂2 ; q1,q2 are nondecreasing and left-continuous
)

is convex. By Theorem 4.A.6 of Shaked and Shanthikumar (2007), for any two nonde-

creasing left-continuous functions g1, g2 : r0,1s Ñ r0,1s, g1 ĺw g2 if and only if

g1 ď g̃1 ĺ g2

for some nondecreasing left-continuous function g̃1 : r0,1s Ñ r0,1s.

Consider the set

K :“
!

pq1, q̃1,q2q : q1 ď q̃1 ĺ q̂2 ; q1, q̃1,q2 are nondecreasing and left-continuous
)

.

Note that K is convex since for any λ P r0,1s and any pq1, q̃1,q2q,pq1
1, q̃

1
1,q

1
2q PK, we have

λq1 ` p1 ´λqq1
1 ď λq̃1 ` p1 ´λqq̃1

1 ĺ {λq2 ` p1 ´λqq1
2 ,

where the majorization relation is due to the convexity of the set

!

q : q1 ĺ q̂2 ; q1,q2 are nondecreasing and left-continuous
)

,

established in Proposition 4. Therefore, K is convex. As Qw is a linear projection of K,

and K is convex, Qw must also be convex.

Now, fix any extreme point q of the convex set Qw. Since q1 ĺw q̂2, we know that

q1 must be an extreme point of the convex set of nondecreasing left-continuous functions

that are weakly majorized by q̂2. By Corollary 2 of Kleiner, Moldovanu, and Strack (2021),

there exists k P r0,1s such that q1 ” 0 on r0, ks almost everywhere and that q1 is an extreme

point of the convex set of nondecreasing left-continuous functions that are majorized by
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q̂21rk,1s. In particular,

ż 1

s
q1pzqdz ď

ż 1

s
q̂21rk,1spzqdz “

ż 1

s
q̂2pzqdz

for all s P rk,1s, and

ż 1

k
q1pzqdz “

ż 1

0
q1pzqdz “

ż 1

0
q̂21rk,1spzqdz “

ż 1

k
q̂2pzqdz .

Now, consider the set

Qk :“
!

q : q1psq “ 0 for all s ď k ; q1 ĺ q̂2 ; q1,q2 are nondecreasing and left-continuous
)

.

We know that Qk is convex since it is the intersection of two convex sets. We claim that

the extreme point q of Qw must satisfy

´

q1,mintq2,1 ´ ku

¯

P extpQkq .

Indeed, note that for all s ď k,

{mintq2,1 ´ kupsq “ 0

and for all s ą k,
{mintq2,1 ´ kupsq “ q̂2psq ,

by definition. Thus, by the construction of k and previous observation, we have

q1 ĺ {mintq2,1 ´ ku

and q1psq “ 0 for all s ď k. Therefore, pq1,mintq2,1 ´ kuq P Qk. Moreover, note that by

Lemma 4, we have

Qk “QX tpq1,q2q : q1psq “ 0 for all s ď ku .

where Q is the set of rationalizable monotone pairs. Then, any pq̃1, q̃2q P Qk must be

rationalized by some function f such that f px1,x2q “ 0 for all x1 ď k. Thus, q̃2psq ď 1 ´ k.

Suppose for contradiction that pq1,mintq2,1 ´ kuq is not an extreme point of Qk. Then

there exist u1,u2 : r0,1s ÑR such that at least one of u1 and u2 is not identically zero and

pq1 `u1,mintq2,1 ´ ku `u2q PQk ,
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and

pq1 ´u1,mintq2,1 ´ ku ´u2q PQk .

We claim that

pq1 `u1,q2 `u2q PQw .

pq1 ´u1,q2 ´u2q PQw .

Indeed, note that u2psq “ 0 for all s such that

q2psq ě 1 ´ k ,

since otherwise it would imply that at such s we have either

mintq2psq,1 ´ ku `u2psq “ 1 ´ k`u2psq ą 1 ´ k

or

mintq2psq,1 ´ ku ´u2psq “ 1 ´ k´u2psq ą 1 ´ k ,

but as argued before, any pq̃1, q̃2q P Qk must satisfy q̃2psq ď 1 ´ k for all s P r0,1s. Now, for

all s such that q2psq ă 1 ´ k, we can write

min
␣

q2psq,1 ´ k
(

˘u2psq “ q2psq ˘u2psq .

Together, for all s P r0,1s, we have

min
␣

q2psq,1 ´ k
(

˘u2psq “ q2psq ˘u2psq .

Therefore, q2 ˘u2 are both monotone. Clearly, q1 ˘u1 are both monotone. Moreover,

ż 1

s

`

q1pzq `u1pzq
˘

dz ď

ż 1

s
conjugatermintq2,1 ´ ku `u2spzqdz “

ż 1

s

{q2 `u2pzqdz ,

for all s P r0,1s. Similarly,

ż 1

s

`

q1pzq ´u1pzq
˘

dz ď

ż 1

s
conjugatermintq2,1 ´ ku ´u2spzqdz “

ż 1

s

{q2 ´u2pzqdz ,

for all s P r0,1s. Therefore,

pq1 `u1,q2 `u2q PQw .

pq1 ´u1,q2 ´u2q PQw .
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But then, since at least one of u1 and u2 is not identically 0, the pair pq1,q2q cannot be an

extreme point of Qw, a contradiction.

Therefore, the extreme point q of Qw must satisfy

´

q1,mintq2,1 ´ ku

¯

P extpQkq .

Note that by Lemma 2, the set

Qk “QX tpq1,q2q : q1psq “ 0 for all s ď ku

is exactly the set of one-dimensional marginals of the following set

F k :“
!

f P F : f px1,x2q “ 0 for all x1 ď k and all x2

)

,

where F is the set of monotone functions from r0,1s2 to r0,1s. Clearly, F k can be identi-

fied by the set of monotone functions from rk,1s ˆ r0,1s to r0,1s. Therefore, by Lemma 3

and the proof of Theorem 2, we immediately have that any extreme point of Qk must be

rationalized by 1A for some up-set A Ď rk,1s ˆ r0,1s, which is also an up-set in r0,1s2.

Since
`

q1,mintq2,1 ´ ku
˘

is an extreme point of Qk and hence is rationalized by such an

up-set function 1A, by the proof of Proposition 4, we have

q1 “ {mintq2,1 ´ ku “ q̂21rk,1s ,

proving the result.
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