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The problem of snalyzing time-series when the errors are serially
correlated has been treated by a number of wx;iterl in recent years, all of
vhcm appear to be agreed that the prcblem is go complex that a treatment of
the problem in its full generality does not lead to results that are cf
interest., Thus, Cochrane and Orcutt [ 1 ] attempted to simplify the problem
by conducting artificiel seapling experiments on series which they thought
were typical of those encountered in econometric work, and, more recently.
Gurland [ 2 ] considered the regression on one determining variable in order
to examine the effects of the non-gstationarity of the error term. The simpli-
fication that we adopt in this paper is to consider only the special case of
estimating a trend?' this allovs us to snswer with scme precision a mmber of
proviems concerned with the serial correlation of errors as applied to thia

cage. At the same time, by considering the mature of the circumstances of
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this case, we hope to euggest the nature =f the correct ensver in the general
case.

In order to intrcduce the notation we begin by considering a familiar
provlem which has a beguiling though misleading l:l.nplicity-l-/ . Consider the
time-geries

(1) Y = Bt + q,

vhere t 1s time and runs from -N to +N (there being 2N + 1 observations
in all). f 1is the trend coefficient, Y, 1s the observed value of a var-

iable at t, and Ny is an additive disturbance. If Ny is generated by

the system

(2) Mg =y + €

vhere € 1s distributed independently vith zero mean and varience o,
then an estimator of B is given by '

(3) by o=y - vy / 2N

That is, the estimator is based on only the first and the last observations
in the series, and all of the intermediate values are neglected.
The use of this estimator may be rationalized ag follows. Consider the

differences between successive values of Yp vhich, on using (1) anad (2), are
yt - y‘!‘."l =pt - ﬂ(t"l) * N - Ue-1
80 that the estimation of the trend, 8, can thus be reduced tc the simple

Problem of estimating an average tased on 28 cobaservations subject to inde-

pendent errors. On summing the 2N differences Yy all the inter-

1/ The paradoxical nature of this example was pointed ocut to cwe of us in oral
discussion by Richard Stone who considers it in his forthcoming work [ 3 ] on
consumers® behavior (Vol. I, p. 307).
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mediate values cancel out, and there is left the estimator given by (3).

This has a variance o2/2§ by the usual formula for the variance of a mean.
The paradox which arises is that the above estimator seems perfectly
satisfactory even though 1t is only based on two out of the avallable 2N + 1
observations. It will subsequently appear that the considerations involved
in this example are rather more compliicated than has commonly been assumed
in the past, and in particular, it will be shown that vhile {3) may be the

most practical estimator to use it is not alvays sn efficient estimator.

In this pote we consider the properties of four trend estimators , one
of which 1s the estimator just deacribed, under various assumptions about
the Gietribution of the error term Ny o including distributions generat::d
by (2). One of the main objects of the exercise is to compare the estimator
(3) with the classical (unweighted) least-squares estimator under these var-
ious assumptions.

In the first portion of the paper the assumption is made that the errors
are drava from a distribution which is stationary in time. This term {s here
used with thé following meaning:

The distribution of the errors is such that _

{a) the variances of n,» Qenoted by ¥ {“t}’ are independent of t;

and

{b) the covariances between errors T units apart in time, that is

B {"t L u,)’m independent of t, though they may of course depend
on T.
These conditions are often taken to define"stationarity in the weak sense."
Further we will only be concerned with errors generated by the system

(1) Mol = P Mg * %4y

vhere p 41s a constant. BSuch a system can only generate a stationary dis-
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tribution of errors if |p| < 1. 1If, in fack, the distribution is stetion-
ary, then on squaring both sides of {4) and taking expected values, there
results

v(n) « 2% v(n) + &

from which 1t follows that

V{n) = T

Also, by repeated substitution in (4) it is possible to express N, ; in
terms of an earlier value 1, and the intervening ¢'s @8 follows:

T-1
(3) Teee ™ Sy + Plpyqy ¥ <ece* P

T
€ TP Ny
Hence the covariance of any two residuals in the series vhich are < time

units apart is given by
g 2 } M
(6) E{"t "tw} - P E{“t Y
1-p

These results and the assumptions on which they are based will be used through-
out the next four sections of the paper in which we discuss in turn the first
difference estimator, a closely related estimator vhich we term the weighted
difference estimator, the minimum variance estimator, and the classical (un-
veighted) least-squares estimator. In the sixth section we compare the
efficiencies of these estimators under the assumption of statiocnarity and
present the results in a number of graphs. In the seventh section a brief
discussion is given of the case vhen the assumption of stationarity is dropped
and it is shown that the efficiency of the estimator (3} depends on vhether
the constant term in the equaticn was to be estimated from the date or 1s

knowvn in advance.



2. irst-Differsnce Estimatoc
The estimater (3} is termed the first-difference estimator. That it

1s unbiased for any value of p may be seen by substituting from (1) into
(3) to give
by = [(8B + mg) - (-8B +n )] / o
(1) =B + (ny - n_g)/ 2N
and the expected value cf the error term on the right-hand side is zerc.

Ite variance is easily calculated in taking into account the conseguences

of stationarity given in (6). Thus

vV (b} = B(b. - Q.E{‘ln'“—n}
(5,) = B(b, - B) LB S

1 2 2
g [E y)® -2 B (nn_ ) + B (q_y) ]

R, AN
_;;1;2_[ 2 P +_£]

1 1-p2 1-p2

- 02 . 11:2N
28 l'p2

This expression shows that when p = O, so that we have the classical case

(8)

in vhich the least-squares estimator is appropriate , the variance of the
estimator based on only the two extreme chservations is 02/2112. This is,
of course, larger than need be, and as will be seen below it is considerahly
larger. This estimator may-nevertheless be perfectly adequate in given cir-
cumstances as, for exsmple, vhen the error variance is small, and the ¢ st

of obtaining the intermediate values with sufficient exactness is very high.

5. The Weighted Difference Estimator

In order to compute the efficiency of an estimator.we require the variance

of the minimmn variance estimator on the same usmpfiom. It might be thought
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that the correct way to proceed in this case is by analogy with the Justifi-
cation given at the beginning of this note for the case p = 1. Accordingly

we wvould compute differences of the form
Yy ~P¥py =8t - pB(t-l) +n, - pn,

(9) ' - 8lt(1p) + pl + ¢

As before, if there vere 2N +1 original cbservations, there are now only
2N differences. Taking differences has the effect of transforming the
variables so that the error terms are serially independent and it is accord-
ingly possible to apply the classical estimating procedure. An estimator
derived in this manner we term a weighted difference estimator and denote it

by b_; it is given in our case by

{10) ﬁp = It: (Vt = Wt-l} (t(1-p) + p]

E [t{1-p} + p]?

On substituting for y from (1) it is seen that this estimator is un-

biased and that its varisnce is

(i borl £y oo /(L o]
- c"’/ 'E [t(1p) + p)°

“N+l

The dencminator is evaluated most simply dy expanding in powers of ¢,

thus
D = (1-p)% Tt? + 2p(1-p) Tt + 5

N
Now §42. —%—- s(w+1)(2041) - §° = -%— N{2N® + 1),
N+l

N N
Tt=N ad Lp° oM

“N+l -N+1
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Hence,

(11) v{ip}-ae/[ %N(anzi-l)(l-p)a-o-aﬂp
4. The Minimus Varience Estimator

The weighted difference estimator just considered is not hovever of
minimm variance. This can most essily be seen by considering its form as
P tends to zero. When p=0 it is apparent that a whole obgservation hes
been neglected since the estimator iz then baged on only 2K cbservations;
for intermediate values it may therefore be presumed that it does not obtain
the correct weight in the camputation. |

A correct procedure leading to the minimm variance estimator requires
that 2K+l independent transformed observations be found and that these be
veighted inversely in proportiocn to their variance. The first 2N of these
are given by the 2N differences used in the weighted difference estimator
each of which has & variance of o° ; the only other available observation
that is independent of these is the first cbservation vhich has a variance
of o / (1-p°). Hence, by simply amending the formila for the veighted
difference estimator in this way, we cbtain the minimum variance estimator
(12)

bt I U T Pr) (Hm) + 0] - %)

g [t{1-p) + pI% + N3 (102
te-N+l

The correctness of this procedure can be demonstrated more rigorously by
considering the variance matrix of the errors generated by (4) on the assumption
of stationarity. The result given in (6) may then be written as

(3) E{'I‘l'}- “an £

‘s e
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whérc | DOV represents a column vector of the values of T, ad ' is
its transpose (analogous and obvious adjustments will be mede in the subse-
quent matrix notation without specific comment),

By.the theorem of Gauss the best linear unbiased estimstor of B is
h - L -
bp -’-(t'nlt) 14 nly.
and this can be reduced to the classical case by working with the transformed
varishles
t=ct, yeoy
vhere G 1s chosen so that
(14) c'emnl,
It may be verified that the following matrix satisfies the last condition:

(15) G = 1

> 0 cos 4]

0 1 - ... 0
0O 1 ... o)

l1 -p 0

0 1l “p

0 0 0 ...0 0 Jl_pa

and this transformation yields the estimator ip given by (10) except for
the last term.
Proceeding as in the previous section it will be found that

(16) v {%‘p} - 02/[ %u (282 + 1)(1p)2 + ¥ (1-9%) + 23p)

the only difference between this expression end (11) being the middle term
of the dencminator which is due to the extra weight given to the first temm
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of the series. The relationship between the variances of min:hﬁu:n variance
and veighted difference estimators receives further comments in the Appendix.
5- The Classical Estimator
The final estimator that we wish to consider before procgeding to a

discussion of efficiency is the simple (unveighted) least-squares estimator
of the trend given by

N N
(1) v, = Ly, [/ L2

-N -N
For want of a better short title, it {s here termed the "elassical estimator”
by vwhich we mean to indicate not that any classical statistician would have
used this estimator in inappropriate circumstances, but rather that it is the
eatimator to use in the classical conditions of independent and homoscedastic
errors. Under these conditions the estimator is of minimm varience,
and on setting p = 0 1n (16) the well-known result may be derived that

(18) v {i‘o } - e?/zt2 - aa/ %n(nu)(am.).

Proceeding as vith the estimators considered sbove, it 1s next necessary
to caleulate the variance of b o under the agmumption that p has any given
value. The algebra is here slightly more complicaked but the principle ia
the seme. Thus, on substituting (1) into (17}, there results

(19) b =B+ Tt / 5l
showing that the estimator is always unbiased. Further,
2
2
V{bo}- E{ﬁ]t/):t }

. 2
(20) - x{ Ny + (""1)‘11!-1 + (- Iy }/Z‘.t2
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On using the stationarity assumption {(6) it is possible to expand (20) by
collecting together terms that are equal distances apert to give a series
in ascending powers of p, thus,

N N N
(21 V{b }-92 p°2t2+2p2 t(t-l)-l-apa L t{t-2) + ...
° -N N+l T a2

+ 2p?( -N)H] / [Z t2] )

2N
- x(%taq-e):p"cr)
N 1

say, vhere

N N o r
(22) C, = Zt(tr)m Tt5-r Lt
-N+r -N+p “N+r

The simplest way of suriming the squares is to divide the sum into two
parts and calculate

N N N-r
Tt 2t24 T ¢2
“N+r Q o

This 1is obvious for the values r = 1,2,...,K; bYut it is also velid for
r«N...,2N since, as can easily be verified, the.partition

N N r-N-1
t? - Te¢2- 3¢
“N+r o 0

vhich is the obvious one to choose for these valuci of r, leads to the game
result.

It is found that

C.= -—%'— N(N+1} (2K+1) + {N-r) (N-r+1) (2!!-21-4-1)] - -%2-- (2R-r+1)

which simplifies to
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{23) cr-§n5+32+§-rfue+n}+§(re-1).

There does not appear to be any convenient wvay of suming the peries
in {21) with sueh involved expressions for C,» and the simplest method of
proceeding is therefore 40 use arithmetic and particular values of N and
P- For small values of p it is sufficient to consider onlj the first fevw

terma in the series.

6. Basults for the Staticvary Case

With the help of the expressions worked out in the earlier sections of
this paper we cem nov compare the efficiencies of the various estimators.
First, consider the simplest case where p in fact is zero, but the statis-
ticlan, mistakenly or deliberately, uses the first-difference estimator (3)
besed on only two observations. How much information does he sacrifice?

The ansver is given By comparing v{bo} given by {18) with V{bo}

given by (8), setting p = 0. In an ocbvious notation

(ak) Erf{bllpso} - ijo’: -
V{bll p-O} ) %x(:m)(axm)

and for large values of N we have
(25) Etf{bl [p-o}. 3/N,

80 that the efficiency declines as the number of chservations increases.
The interpretation of this result is fairly cbviocus. In a classical
world the estimator should have been based on all the cbservations but in
fact omly two cbservations were chosen. Hence the sfficiency of the estimator
varies inversely with the number of observatioms that were originally availeble.

On the other hand, if we consider as en example the case when there are only



.-12«-

Tive observations available originally, so that N = 2, it is seen on sub-
stituting this value into (24} that the efficiency is 4/5. when there are
only three cbservations availsble originally, it appears from (24) that the
efficiency 18 unity, but a little consideration will show that this is be-
cause the first-difference estimator and the least-squares estimator have
the same form under the eircumstances posited.

Proceeding to a more general problem, we consider next the efficiency of
the veighted difference estimator, assuming that P 1s known correetly. This
is given by the ratic of the expressions (11} and (16); thus

(26)  mer {ip} - 28 (2Pa)(1p)% + amp |
28 (2 ) (19)2 4 017 + 2w

= 1 - ) Nelna}
%N (2% 1) (1p)% W(192) + 2mp

For emall p and large N the losg of efficiency is approximately eousl
to 3/2N, but it incresses fairly rapidly as p tncreases. Thus for p = 1/2
and N = 10 (that is for 21 cbservations) the loss of efficiency is sbout a
third.

A loss of efficiency of thia magnitude on omitting only one observation
is at first sight somevhat surprising; it is rather important to understand
its origin in order to kmow to what extent the arguent of the special case
of estimating a trend carries over to the case of & general linear regreassion.
The following "imtuitive" explanation may therefore be in order. The variance
of a regression coefficient varies inversely with the sum of squares of the
determining variable: the weighted difference estimator dirrei-s from the min-
imm variance estimator in amitting the one extreme cbservation and hence the
sum of squares of the determining variable is reduced. Taking into account
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the weight of (112) to be attached to the first observation on account of
the different variance of its error temm, the reduction in the sum of squares
due to its cmission is N2(1-p2).

On the other hand, if any of the other transformed cbservations had been
omitted, the reduction in the sum squares would be {t{1-p) + p]%, which on
the average is spproximately equal to (1--1:»)2 times the average of the squares
of the first N numbers: for the values of N and p considered above,
the loss is about 9, vhereas the cmission of the first cbservation reduces
the sum of squares in this case by T5.

It will be apparent from this argument tﬁa.t this loss of efficiency is
particularly great for a trend, but that in a generel case in vhich the first
cbservation had about the seme value for -the detemininé variable as that var-
iable had on the everage, then the loss of efficlency would be considerably
smaller.

The efficiency of this estimator for values of N = 2,10 and 50, corres-
ponding to 5, 21 and 101 oObservations respeetively, 1s shown in diagram 1.

It will be seen from this that the tendency toward a decline in efficiency
as p increases, is at some point offset by the fact that as p increaszes
the relative variance of the in{tial cbservation also increases and its omis-
sion is therefore less important. This "offsetting tendency" is stronger the
smaller is the value of RK: indeed, for the case of 101 observations, 1llus-
trated on the greph, the efficiency curve does not begin to rise again till

P > 0'95-
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Diagram 1
The Efficiency of the Weighted Difference
Estimator for a Trend

The efficlencies of the remaining two estimators can now be more
briefly examined., The values of the efficiency of the first difference
estimator is shown in disgram 2 for the same three values of N; and in
disgrem 3 the efficiency of the elassical estimator is shown for the first
two of these values. '

It is seen that for the typical case encountered in econometric work
of twenty observations, the loss of efficiency due to using the first-differ-
ence estimator is less than a tenth as long as p is above 0.8. It follows
that as long as we are fairly certain that p 1is in this region then it is
not worth paying too much attention to estimating its value with any accuracy.

On the other hand, with 101 cbservations more attention has to be paid
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to the mathod of estimation if the informationm is to be used efficiently.

0f course, it may be that with this many observations efficiency is no longer
as important; but if that many observations are required in order to obtain
8 sufficiently accurate estimate, then a mietake in the specification of p
Will be more sericus than if the analysis were baged on fewer observations.

1.0 ] P— ' /
T

2 5 .6 8 1.0

Diagram 2
Efficiency of the First-Difference Estimator

The efficiency curves for the classical estinator, however, show that
for the values illustrated, the efficiency never falls below 0.8. According-
ly, if nothing at all 1s known about the true value of P @ better estimate
for the trend will be cbtained in the long run if this estimator is used rather
than the first-difference estimator. '

The above comparisons have throughout excluded the case where the true
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Efficiency of the Classical Estimator
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value of p 1is unity. In theory we could allow p o tend as close as ve
liked to unity, provided that it was finitely different from it, and the
above arguments would still hold. This is however not a fruitful way of
approaching the problem for, as well be seen in the next section, the case
of p=1 is a fundamentally different model from that sc far considered.

7. Regression Analysis with Non-Stationary Txrors

It has been customary in carrying out regression analyses of econcmic
behavior based on time-series data to assume that the error terms are gener-
ated by a process that is stationary in the sense, already indicated above,
that the variance of the error of each chservetion, and the covariances be-
tween the errors of observations separated by a given mmber of time periods,
are independent of the origin of measurement of time. This usun:ptioh has
seemed quite natural since there has been no reason to think that on the whole
the degree of haphazardness of peoples' behavior varied substantially over the
length of time for vhich data are generally available. The assumption of
stationarity is, however, by no means euentm for the purposes of regression
analysis; indeed, the error scheme (2) of the problem mentioned at the head
of this paper is non-stationary. We shall, accordingly, in this section ex-
enine scme of the conseguences of non-staticnarity, present some reflections
on the realism of the assumption and on its origins in the econcmetric context,
and finally work out the implications for our problem of trend estimation.

We maintain the assumption that the error term is generated by the system
(1) and shall now work out the covariance matrix of the errors without agsum-
ing stationarity. Revertisg to the expansion {5), by taking the expected
values of the squares of both sides, it is possible to express the variance
of any error Uy ,e i0 terms of the variances of some "Initial" value ¥y
and the Mewoni#g €'s. Thus
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(27) v {ntﬂ.} =P epf 4p 4 s pfTY) P "{"t} .

If we now express the variance of N, a8 some multiple of the variance

of €, say
(28) V{Tlt}- vy o

then, provided p § 1, the expression {27) may be reduced to the more concise

form

(29) V{nm}- o?

l_par or
>+ Powvi .
1-p
The expression (27), however, is valid for all values of p including p = 1.
Similarly, it will be seen that for all values of p the covariance of
tvo terms ¥ periods spart in time is

(30) ;{qw qt} -y {qt} « Pl .

The varisnces and covariances can therefore alvays be expressed in terms
of p, o° end some "initiel” parameter v, - Hote that the results for the
stationary case considered at the beginning of this paper emerge as a special

case of these results wvhen

(51) 't = .-1—

1-pa

and Ve is independent of t.

We may next consider the origin and realism of the asgumption of non-
stationarity in econometric vork and this 1s conveniently done by adopting,
for a moment, a historical point of view. The classical, and simplest,
aqsumption in regression analysis is that the errors in each cbservation sre
independent and of constant variance. But in epplying regression analysis
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to time-series evidence has Trequently been found that the errors are serially
correlated; the question therefore arocse of how to represent these intercorre-
lations {n some simple way. The solution that has become popular is that in
vhich the errors are generated by the first order Markoff scheme (4) with
P <1 and assuming statiomarity.

~ This solution has the importent advantege that the covariance matrix
depernds on only two .mdependent parameters, 02 and p. The assumption of
equal variance of errors sbout the regression line is maintained, and the
correlation between two errors declines geometrically with this distance
apart ip time.

Now it may be that as & next stage in complicating the regression model
it is necessary to drop the assumption that the error variance is independent
of time. Thus, it may be found that vhen, for example, a regression analysis
1s carried out separately on the earlier and later halves of a set of time-
series, the average variance of the residuals in the two halves differs sig-
nificantly, In that case $t may be appropriate to sdopt a regression model
vaich by essuming non-staticnarity allows the imtroduction of a more complicated
variance matrix of the errors which depends on the thres parameters 02, P,
and .

The use of non-stationarity schemes in econometric work does not » however,
seex to have arisen from the kind of empiricel approach just outlined, but
has its origins in two rather less rigorous con-ide:;nt:lom. The first of
these is that it has often been found that if yegression analysis is carried
out on the first differences of time series the reudu;la are rather more
random than if the anslysis is carried ocut on the original series. This led
Cochrane and Oreutt to propose the error schems (2). Shortly afterwards
Wold [4] pointed out that th:ls scheme was non-stetionary end, hence, generally
unrealistic in econometric applications.
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The second line of thought is that exemplified in a recent paper by
Gurland [2]. It is there supposed that the econometrician knows at vhich
point in time the process (4) "started up” so that the value of ¥ could
be ealeulated. PFor example, if it began at t = 1 with N, = 0, then

{"t} .t o2, e2d 18 Vould be known that v, = t. It does not seen

reasonsble to suppose that the econometrician will have this kind of infor-
metion available, at any rate in the kind of problen that he has been con-
cerned with so far.

While the relevance of the assumption of non-stationarity is thus not
at all well established it is however not inconceivable that problems mAy
arise in vhich it 1s of importance. For this reason some results of trend
estimation under this assumption are now given. Instead of proceding by the
tedious method of reworking the results of the earlier sections of this paper,
substituting the assumptions (27) and (30) for those given by (6), we shall
examine three special cases which will bring cut rather more clearly some of
the interesting features of this assumption.

A. Suppose, first, that p = 1 and that we wish to obtain the minimm var-
iance estimator of a trend line Passing through & known origin. This is the
simple problem mentioned at the beginning of this paper. Arguing, rigorously,
along the lines of the argument given in section b, wve have to £ind 2N + 1
transformed observations, the errors in which are independent of each other.
The first 2N of these are the 2N differences between the observations,
the errors of vhich have a variance of oa, and the remaining observation

1s the first, witk a variance of v o-.

Assuming v to be known we apply the classical estimating procedure
to these transformed variables and £ind on taking the ratio of the sum of

cross-products to the sum.- of squares
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.

b, = g(v YY) - Ry_./v
1 ,-n+1_t -1 N

2N+H2/v

= yn-yj(1+ﬂ/?)
R{2 + ll/y)

This may be written as

(3@ b =~ N _e2 - vy 2lsNy)

2§ 2+ Njv T 2Ny

for ease of comparison with the first-difference eatimator

b 1 - yn - 'y"'N
2N 2N

It will be seen that as ¥ + » the two estimators become similar for

glven velues of N. But for small values of N and y the two estimators
are rather different in sppearance. Thus, for three observations, that is
N =1, the first difference estimator is
i . §
By = 2N R
vhile the minimm variance estimator is:
' 4y 1 2

for v =1, b1-5y1 -3V,

and for v = 2, 131 - %yl - %y_m.

B. The variance of the efficient estimator in the non-stationary cese may be
calculated as for the stationary case. It will be found thet for a general p,

(33) v{%p} - 02/ [%N(eu"’ul (1-p)2+n2/v+2ﬂp]
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and this differs from the stationary case oaly in the middle term of the

denominator vhich is here N2/v and 15 N1 - p?) 1in the stationary case.

C. Throughout this paper we have been concerned with trend estimation whep
the line passes through a known origin. One of the consequences of this, as
has been seen, is that the fir;t-difference estimator is not efficient even
for p =1, though it becomes efficient as the variance of the initial ob-
servation tends to infinity.

If, however, the origin is not Imown 80 that it were necessary to estim-

voth
ate {the parsmeters in the equetion

{34} Yy = a+Bt + 3

both the mathematics and the argument would become more complicated. When
the economist is interested in estimeting the slope of a lirs rather than its
level, as is often the case, a comparison of the efficiencies of the estimetes
of B may be made much in the seme way as vhen & 41s knov to be zero.

One result must be noted in connection with the problem at the head of
this paper in which p = 1. The minimum variance estimator of ¢ and B
may be found as in case A. It will then be seen that the 2N djfferences
contain information only on £ since the a's cancel out, and the first
cbservation is therefore the only one that can be used to provide an estima-
tor of Q. Hence the efficient procedure is to obtain an estimate of B fronm

the differences only; this will be

LR/ kL
2N

and vill have a variance of o-/2N. The efficlent estimator of & 1is then
glven by
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the variance of vhich is

Vi) « BV )+ ¥y

= o (B/2 + ¥).

Hence, 1f a constant has to estimated as well as the slope of the line,
the first-difference estimator provides an efficient estimate of the slope,
but ths constant term can only be estimated on the basis of more general
considerations. On the other hand, it has been seen that if the constant
is known then the first difference estimator is not efficient., Similar con-

siderations apply for more general regression problems than the trend and
the same result hoids.

8. Some Conclusions

In this paper we have considered a number of problems that arise in
apalysing time-series by means of least-squares regression and have shown
the precise implications for the speciel case of estimating a trend. The
following are some of the conclusions that may be drawn from the discussion.
a) For the case of twenty observations that are typical in econometric in-
vestigations it does not appear that the estimators are highly sensitive to
small chenges in the assumptions.

b) This appears to be true even for the estimation of a trend by means of
the first-difference formula vhich was seen to lead to extreme results. It
vas shown that even if the value of p was 0.3 (instesd of the value 1.0
vhich is assumed by the first-difference estimator) the loss of efficiency

is less than a tenth.

e) The veighted-difference estimator has in the past often been thought to
be efficient. Our analysis has provided some insight into its efficiency,

the main implication being that if the values of the determining variables
for the firast observation are rather different from their aversge values, then
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it is Qesirable to emend the computations and use the minimm variance
estimator instead.

d) It wvas argued that the use of non-stationary error schemes is unrealistic
in econometric contexts and it therefore appears that the method of applying
regression analysis to the first differences of varisbles requires fresh ex-
amination.
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APPENDIX

On a rty of Matrices Used Weighted Difference Estimators

This Appendix gives a mathematical result which it 1s thought may be
of interest to others working on this kind of problenm.

Consider the genersl least-squares regression mo2el which in a matrix

notation may be written as

(1) ¥y = 3B+«

If the covariance matrix of the ¢'s is den then the best linear un-
biased estimator of p 4s

(2) b = (xaix)? xaly
and this has & variance
(3) v (b) e o (xax)L,
Suppose hovever that, .perhaps because i 4s not known, a matrix N\ $ a7l

{note that /\ may be singular) is used in the formula for the estimator so
that instead of (2}, the estimator is

(%) v = (XAX)Y xNy.

The variance of “* is then not given by (3) but by the rather more

camplicated expression
(5) vt - Renn xnang (g

Now suppose that O 1s in fact given by the expression (13) in the main
part of the paper and that the estimating process used depends on the taking

of differances so as to transform the errors; that is, the estimator used is
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of the form (10). Thus, instead of using the matrix G to transform the

variables, another matrix, K say, is used which differs from G only in

that the last element of the leading diegonal is zero instead of J: .
The estimating matrix f\, wvhich is now singular, is then given by

(6) /\ « B'E = 1 3 0 .. 0
o wp?
0 -p l+p2
: 1 p

O

0 ¢} ¥ p2

end this differs from 8™ only in having p2 as the least element instead
of unity.
A little arducus multiplication will then show that the following remark-

eble property holds for this matrix:
(7) /\ u A = /‘ a

Accordingly, on substituting this result into (5) it is seen that

(8) VYl = o (xNx)L

that is, the expression for the variance has the same simple form (3) vhen
the matrix f\ is used in the estimation process as when the correct matrix
3 1s used. For this reason, as is otherwise obvious ; the spplication of the
clasaical regression formilae to the transformeid variadles leads to no difes-
culties, even though the estimator is not efficient.

The same result holds for the casme vaen 0 is the variance matrix gen-

erated by a non-stationary process.
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