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GRADIENWT {ETHODS OF MAXINIZATION IN ESTIMATING ECOHOMIC PARAMETERS
Herman Cherncff

{Summary and Notations Propcred for the Econometrio Society leeting at
Madison, September, 1948.)

The Maximum Likelihood method of estimetion is often applied in
oegtimating economio parameters. HKathometically t.:e problem often reduces to
maximising a funcetion of mnny.indupendent variables. Gradient Vethods consist
of "olimbinz uphill" in the direction of steepest ascent with respeot to a
certain measure of distance. Suppose

£{x3 , X2 seessXy )} is the function to be maximized and

(Z38y, “1“3)% has relevance as the distance from the point
(xys Xzseve,xy) to the point (x3 © uy, X2 * ug,eeexy » uy) .
If (X3, Xps eeesX,} 18 an initial approximation to the maximum 1ikelihood

estimates (03, 02,+4+05) and if our next spproximation is

(xy * Wy, xp + hdg,esekpy * hdpn), then the dg which give the direction of

stoeopest ascent satiafy
o

of 2,8
By, @ r 4, s ¢BV 2
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whare i‘B JII = llnij ii 1. The length of step is then determined by the

sholee of h,

. ..’,2

Suppose that Aij - =L f ovaluated at the maximum (Aij is not
’inf x

nown but can be approximsted when we are in the neighborhood of the maximum.

Suoh an approximation m.y'roquire considereble ocomputing labor.) Suppose that

\‘313\'(which ia not nﬁoeliarily oconstant) approaches & certain constant matrix

as wo approach the maximum. Then the convergence rate is greatly dependent upon



-2-

”cu\\= \\Bi:} “-1 “ﬁ;” v 1If the characteristic roots of ”015” are
0N Doy & AzS A, and the corresponding characteristic veoctors are vi,v2,.,v8 ,

the disorepaney between the maximum likelihood estimates and the mth approxi-

mation is given by
0(“)--1:1'!%‘(1-::«\)vlvkﬁ’u-h A, )8 =
'1‘1 J 1 zJ:l 3 2 + Lt + knji:g. (1 - h.j }\n)vn

Hethods of estimating A, l.nd.h.n from the sucoessive iterations ere considered.
This helps in the choioce of those h's which will cauoﬁ;(l - hj Ay ) to
sapproach zero rapldly for each i. If J:‘~:|_/ }“n iz olose t; one we should have
comparatively good convergense. This is the case when ”31 3”15 close to ”Ai 5”-
Ie "Bi J”urin during successive iterationa the costly invergion may be abbre-
viated by modifying ”Bu”ao that sll but gmall disgonal blocks of elements
vanish, Varlous oompromiaos in the cheice of “313“ are consldered. Thegse osom=

promises must take into account the timo per iteration for eaeh"B !emd the

13'

corresponding rate of convergence.
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ZERMS:

t(:l,:z.....xn) = Ilkolihooa functions which attains 1tu‘me.ximnm at
the Maximum Likelihood estimates X; = 63 , Xp = OgseeeXpy T Ope

(E. Byy Bg%y )3‘i = & measure of "distence™ from (X3 , X2 ,eeexp } %o
(% * vy » X3 + UsucesXn * Un),

|| ptd)) - HB”H"'1

Vatriz C has charscteristisc roots 0< 7y <€ >\2 < P\n and corresponding

characteristio vectors vu),- 7(2)’ - .v(n) .
m
X 0z 1th ocomponent of the nh approximstion.

.? = ;’: -0y = deviation of the gth componont of the ath approximation from

the Maximum L_ikelihood estimatea.

d, = g0 component of & vector in the direction of steepest ascent.

‘? MR hedy
where }:.Bi;}dj-(n) - %f;j_ (x':, xém. ,..;ﬂ )

m_ S 453, m m m
) :?_3 -.:E;J(xl, !z.on,ln)

.T:'; (1 - hokl)(l - h.l 7\1)0-0(1 - hm-l 7\2)7(1)

+ (1 - hoAz)(i =y Agde.t - hml*z)‘(a) 2

. Q- BRI = By Aee( - By W
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