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PREFACE

The study reported here was undertaken at the Cowles Commission
for Research in Economies in the fall of 1950 with the cooperation of the
former Bureau of Agricultural Economics, United States Depariment
of Agriculture, and the agricultural economics research group of the
University of Chicago. Work on the project was substantially completed
in 1952, but the pressure of other activities and the change in locations
of the authors have somewhat delayed the preparation of a manuscript
for publication.

The reason for the study was, in the first instance, methodological.
It was desired to try various methods, recent and traditional, of problem
formulation and statistical analysis in an important and promising
practical setting. Useful empirical results were sought, but the main
emphasis was placed on the development, application, and testing of
methods that might prove effective in analyzing interrelated segments
of economic activity. The livestock complex seemed an appropriate field
for study because of its importance, the availability of data, and the
possibility of obtaining guidance from previous studies and from experi-
enced research workers familiar with one or more aspects of the livestock
industry.

As the work progressed, the authors sought advice from various
sources, and many helpful suggestions were received. However, divergent
views were not infrequent, and so it cannot be assumed that any particu-
lar procedure followed would be endorsed by all those whose assistance
was obtained. At the stage of building a theoretical model, a number of
discussions were held with Professors T. W. Schultz and D. Gale Johnson
of the University of Chicago, with Roland Welborn of the commereial
research department of Swift and Company, and with Karl A. Fox,
Richard J. Foote, and Harold Breimyer, who were at that time atlached
Lo the division of statistical and historical research of the Burean of
Agricultural Economics. The Agricultural Marketing Service has subse-
quently taken over this part of the work formerly done by the Bureau
of Agrieultura! Economics.

In tabulating and interpreting data from published sources, substantial
help was obtained from R. D. Jennings and Maleolm Clough, formerly
of the Bureau of Agricultural Economics. Through the Bureau, access to
some unpublished materials was also provided. An earlier draft of the
manuscript was read by Professor George Kuznets of the Giannini
Foundation, University of California, and substantial portions were read
by Professors T. C. Koopmans and Roy Radner of the Cowles Com-

ix



X PREFACE

mission and by Dr. Fox. The present version benefits from several of
their suggestions, and, in addition, they have provided some criticisms
that are likely to be useful in future studies.

The authors are also indebted to the former Bureau of Agricuitural
Economics for the main financial support for the project, which was
conducted with: contract funds under the Agricultural Marketing Act of
1946, and to O. V. Wells, then chief of the Bureau of Agricultural Eco-
nomics and now administrator of the Agricultural Marketing Service,
for his continuing interest in the work. Computations were performed
at the Cowles Commission under the supervision, at various times, of
Dan Waterman, Jagna Zahl, Totaro Miyashita, and Francis Bobkoski.

March 1956

Crirrorp HiLbrETH
¥. G, JARREDT
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CraaprTER 1

INTRODUCTION

UrtiMaTE PURPOSES OF STUDY

The ultimate purposes of studies like the present one are probably .
sufficiently apparent that little discussion of them is required here. The
investigators have tried to obtain quantitative approximations to some
of the underlying relations determining quantity and price of livestock
products produced and sold in the United States each year. If accurate
and reliable approximations to such relations could be obtained, useful
applications to both private and public policy would readily suggest
themselves. If farmers could more aceurately forecast price and cost
conditions, they could more efficiently adjust their production: If
processors of livestock products had betier notions of the amounts of
various animals and products that would be forthcoming, savings in
processing costs would undoubtedly be possible.? If the government
were eonsidering sending large amounts of grain or other feedstuffs
abroad, a knowledge of the relations considered here would enable one
to forecast the effects of such & diversion on domestic prices of feed and
livestock and on production of hivestock products. Similarly, responses
to price supports, taxes, subsidies, or other measures depend on the
nature of the underlying economic and technical relations.

As for the application of the results of this study to the kinds of

! For the forecast to be useful in this respect it would have to be widely known
and seriously considered. This would mean that, to make a good forecast, the fore-
caster would have to allow for the influence of his forecast on the behavior of
various parficipants in the market. Although learning to take account of the
effects of a forecast presents problems that have not been very throughly consid-
ered, the recognition that a forecast may influence action does not make good fore-
casting a logical impossibility.

2 For many purposes processors of livestock would be interested in forecasting
amounts of pariicular types of livestock 10 be marketed in a given period rather
than the aggregates considered here. They would also be interested in forecasts
for periods shorter than a year. The present study is limited to annual variations
in aggregate variables, parily because of the complexity of relations among
disaggregated variables over shorter time periods and partly because of the na-
ture of the available data.



2 INTRODUCTION

problems indicated above, the authors must suggest caution. As will be
scen in later chapters, sampling variations alone are sufficient to give
considerable dispersion of observed variables around the values that
can be forecast from our fitted relations. Still more troublesome are the
possibilities that some of the assumptions on which statistical analysis
is based are unrealistic and that these have led to various kinds of
specification error® in the results. In the present state of econometrics
such difficulties are typical, and economists have generally regarded the
results of empirical studies of economic relations with proper reserva-
tions.

INTERMEDIATE PURPOSES

Although one ordinarily cannot feel very hopeful that a particular
study will yield empirical relations of the accuracy and reliability neces-
sary to answer many of the practical questions that might be posed,
there is still, we believe, much to be gained from efforts to cobtain the
best empirical relations possible. If we are ever to cbtain good approxi-
mations a certain amount of trial and error may be unavoidahle, Fre-
quently something can be conjectured by noting the circumstances
under which a particular fitted relation fails to hold. Preliminary ex-
amination of data incidental to such a study is often suggestive, and
even implausible results may lead to new and useful hypotheses. Part
of the difficulty in a typieal study lies in inadequacies of the available
data. Attempts to use existing data should provide useful suggestions
concerning the kinds of additional data that are needed. Similarly, at-
tempts to apply existing methods should provide better judgments of
the kinds of improvements in methodology that are most needed.

3 For discussions of some types of specification error see the following:

D. Cochrane and G. H. Orcutt, Applieation of Leasi Sguares Regression to
Relationships Containing Autocorrelated Evror Terms, Jowrnal American Sta-
tistical Association, Vol. 44, pp. 32-61, 1949,

G. H. Orcutt and D. Cochrane, A Sampling Study of the Merits of Autoregres-
sive and Reduced Form Transformsations in Regression Analysis, Jouwrnal Ameri-
can Statistical Association, Vol. 44, pp. 356372, 1949,

8. G. Allen Jr., An Example of Loss of Efficiency in Structural Estimation, and
Jean Bronfenbrenner, Sources and Size of Least Squares Biss in a Two-Equation
Model, both in Studies in Econometric Method, Cowles Commiegion Monograph 14,
William C. Hood and T. C. Koopmans, editors, John Wiley & Song, New York,
1953.

Ieonid Hurwicz, Some Specification Problems and Applications te Economet-
ric Models, Econometrica (abstract), Vol 19, pp. 343-344, 1951,

Egon 8. Pearson, The Analysis of Variance in Cases of Non-Normal Variation,
Biometrika, Vol. 23, pp. 114-133.

M. 8. Bartlett, The Effect of Non-normality on the ¢ Distribution, Proceedings
Cambridge Philosophical Sociely, Vol. 31, pp. 223-231.
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In many studies perhaps the most important gains accrue because the
investigator is forced to formulate his assumptions about the part of
the economy being studied more completely and more precisely than
on other occasions. These then become available for general criticism
and discussion. Out of such discussion, new hypotheses may arise.
Though discussion can and does often proceed without reference to data,
we believe the intention to incorporate data into the analysis imposes a
discipline that should sharpen theoretical discussion and make it an
increasingly useful aid in forming practical judgments.*

Eampuasis 1N PREszxT STUDY

In the course of the study the authors have tried to keep in mind
both the ultimate objectives mentioned at the outset (i.e., predicting
future values of economic variables and the consequences of economic
policies) and the intermediate objectives of formulating idesas about
market behavior, testing them as far as possible against empirical data,
and making reformulations when these seem necessary. We are in-
terested in the intermediate objectives because we hope that success in
pursuing them will eventually make a significant contribution to our
ability to predict. However, one can only guess how much work may
need to be done before the significant contribution may be realized.
Fortunately the ultimate and intermediate objectives cited above are
to some extent complementary. A process of trial and error is not likely
to be fruitful unless one makes good tries. On the other hand, some
choices have to be made. If an investigator wanted to make the best
possible forecasts for next month or next year, he would use his resources
rather differently than if his main objective were to improve the ground-
work on which forecasts might later be based. In particular, if immediate
forecasts are the main objective, one is likely to rely more on expert
opinion and informal methods of interpreting past experience. If an
eventual contribution to forecasting is sought, one may be interested in
experimenting with more elaborate and formal methods and one is likely

4+ Of eourse, theoretical analysis can be compared with data without estima-
tion of parameters in assumed relations or without applying formal statistical
inference at all. Examples of such procedure may be found in:

J. 8. Duesenberry, Income, Saving and the Theory of Consumer Behavior, Harvard
University Press, Cambridge, 1949.

A. G. Hart, Money, Debt and Economic Activity, Part 111, pp. 257-300, Prentice-
Hall, New York, 1948,

J. Viner, Canade’s Balance of Imternational Indebtedness 1900-1913, Harvard
University Press, Cambridge, 1924,

Colin Clark, The Cenditions of Economic Progress, Maemillan & Co., London,
1951.
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to spend more time theorizing and trying to understand the fundamentals
of the activities one considers. The reader will have no difficulty recog-
nizing that the empbasis here is on intermediate objectives and that
much work remains to be done if the results are to be very useful in
practical forecasting,

Our decision to investigate livestock products as an aggregate rather
than as individual products (such as milk, eggs, beef) is an example of
the emphasis on intermediate objectives. For some purposes (e.g., see
footnote 2), even good forecasts of aggregate livestock preduction and
an index of livestock prices would bave limited usefulness. The greater
heterogeneity of aggregates also presents an additional barrier to the
attainment of good forecasts. However, to have considered the impor-
tant food livestock products individually and with any thoroughness
would have been beyond the resources of the present study. To have
centered attention on a single product would not have eliminated the
difficulties. Livestock products are so interrelated both in supply and
in demand that any reasonable analysis of one product must take into
account the conditions of supply and demand for the others. It is hoped
that the results of the present study will be helpful in later treatments
of individual commodities or types of livestock.

Prooucts STUDIED

The individual products ineluded in the livestock products aggregate
are cattle, calves, hogs, chickens, turkeys, sheep, milk, and eggs. The
basic price and quantity data used to construct aggregate price and
guantity indices (construction of the indices and sources of data are
discussed in some detail in Chapter III} relate to prices received by
farmers and quantities sold by farmers to dealers or processors or eon-
sumed on farms. Thus demand in the present study refers to the sum
of demand for home consumption plus demand of the commercial sector
of the economy for these products. Behavior of final consumers and
behavior of dealers and processors arc combined in the demand relation
studied.? Since the individual commodities listed tend to be substitutes
in both production and consumption, there should be a tendency for
their prices to change proportionally over time. To the extent that this
has in faet been the case, some of the disadvantages of aggregating are
mitigated. Some notion of the strength of this tendency can be ob-
tained by examining the plotted price series in Figure 1.

5 This may to some extent be counterbalanced by the greater stability of aggre-
gates. They may be disiurbed relatively less by accidental factors on which the
investigator has no data.

& For further explanation of this point see pp. 107 and 108.
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The principal livestock omitted from the study are horses and mules,
They have been excluded because of their declining importance’ and
because their inclusion in an aggregate would have greatly increased
its heterogeneity. Similarly, sheared wool has been excluded since it
i8 a minor produet, contributing in recent years about 1% to the value
of livestock produets sold, and since its price is strongly influenced by
a numbher of factors that are not present for the other commodities, The
other livestock and livestock products omitted-—poultry other than
chickens and turkeys, goats, mink, foxes, dogs, etc.—are of negligible
importance. Chapter III includes some discussion of problems arising
from the exclusion of horses and mules. The data used in the study cover
operations during the calendar years 1920-49, inclusive.

STATISTICAL SPECIFICATION, STRUCTURE, MODEL

In any application of statistical analysis, the inferences that can be
drawn depend both on the data and on the a priori assumptions the
investigator makes about the statistical universe from which the data
are drawn. These a priori assumptions are called the statistical specifi-
cation. Choosing an appropriate statistical specification is a particularly
critieal and difficult task in most applications of statistics to economics.
Most applications to economics involve nonexperimental data so that
the investigator cannot make his data conform to a previously selected
specification. He cannot design an experiment but must endeavor to
choose a specification that will be reasonably consistent with the process
by which his data were generated in the real world.

EconoMic anDp Bramistican MoDELS

In the language that has been developed to consider statistical analy-
sis of economic relations, the process by which a set of economic vari-
ables is generated is called a structure. The variables whose values are
explained by the structure are called endogenous variables whereas
those whose values are determined outside the structure are called ex-
ogenous. The set of structures compatible with the investigator's statis-
tical specification is called a model® In the present study we find it

7 Horses and mules on farms declined from 26 million in 1920 to 8 million in
1949, Data from Agricultural Statistics, 194251, U. 8. Department of Agriculture,
Washington, D. C.

¢ For a fuller discussion of the role of structures and model see T. C. Koopmans
and William C. Hood, The Estimation of Simultaneous Linear Economic Rela-
tions, Studies in Econometric Method, Cowles Commission Monograph 14, William
C. Hood and T, C. Koopmans, editors, John Wiley & Sone, New York, 1053,

J. Marschak, Statistical Inference in Economics: an Introduction, Statistical
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useful to distinguish between what we shall call the economic model
and the statis{ical model.

From economic theory and from a priori knowledge of the workings
of the sector of the economy being considered, the investigator can
usually form some idea of the kinds of relations that are included in
the structure under consideration and the variables that are important
in each relation. He thus has some guide as to the appropriateness of
assumptions he might make about these aspects of his model. If these
agsumptions are questioned, economic theory or knowledge of institu-
tional arrangements can usually be brought to bear. Economic theory
and knowledge of institutional arrangements may also make it possible
to specify certain qualitative restrictions on the nature of the relations.
We apply the term economic model to the set of struetures eonsistent
with the agsumptions that the investigator develops from eonsiderations
of economic theory and knowledge of existing institutions.

In the present state of economic and statistical theory, the investi-
gator typically finds it necessary to make additional assumptions for
which economic and institutional considerations offer little if any guide.
He must typically specify the algebraic form of his relations and the
way in which the relations are affected by unobserved influences. Al-
though economic considerations may sometimes exclude certain pos-
sibilities, they do not usually provide very strong grounds for preferring
a particular set of assumptions. The specifications made about these
aspects of the structure are often chosen partly to simplify the statistical
analysis and are to some extent arbitrary. In our study we refer to the
set of structures consistent with all the assumptions of the investigator
as the statistical model.

Although the above distinction is not always a sharp one, we believe
it has usefulness. If the investigator always makes explicit the basis for
the assumptions underlying his economic model, these can be more
readily evaluated by economists and by persons well informed about
the relevant institutions. There is perhaps more incentive to experiment
with alternative sets of assumptions that apply only to the statistieal
model, and it may be hoped that experience will help in forming prefer-
ences among them.

CoNTENT oF LATER CHAPTERS

The development of the economic model used in the preseni study is
described in Chapter II. Results using a particular statistical model and
the observations described in Chapter IIT are given in Chapter IV. In

Inference in Dynamic Economic Models, Cowles Commission Monograph 10, T, C,
Koopmans, editor, John Wiley & Sons, New Vork, 1950.
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succeeding chapters, particular relations are discussed in more detail
and resuits obtained from different statistical models (and in a few
instaneces from different economic models) are presented. Chapter VIII
contains some comparisons of the estimated relations with data for 1950,
designed to give a preliminary notion of the possible predictive value
of the relations. A sample computation is given in the appendix.
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THE ECONOMIC MODEL

Aw Inrrian MobEL

As an expository device, the economic model underlying the estimates
that follow in Chapter TV will be developed by first considering a crude
but simple model and then considering various difficulties in the model
and possibilities for improving it. Though admittedly crude, the model
does seem to represent the operation of the livestock economy to a first
approximation and closely resembles descriptions of the market that
have been taken as first approximations in other studies!

In this simple model we regard production of livestock products in a
given year as primarily determined by the amount of feed fed to live-
stock in that year and the number of animals on farms at the beginning
of the year. This implies a relation among three variables—production
of livestock produets, quantity of feed fed, and number of animals in the
beginning inventory.? This will be called the production relation. Each
of the three variables iz an aggregate of various products, feeds, or
kinds of animals and can be regarded as observable only by the con-
struction of an index number. It has also been recognized that there
have been improvements in breeds of animals and in feeding practices
that have enabled producers gradually to increase their output from
given herds and feed supplies. One might expeet that, to a first approxi-

t James H. Lorie, Causes of Annual Fluctuations in the Produetion of Livestock
and Livestock Products, Journal of Business, University of Chicago, Vol. 20, no.
2, Part 2, 1947.

Mordecai Ezekiel, The Cobweb Theorem, Quarterly Journal of Economics, pp-
255-279, Feb. 1038,

2 The inventory variable is relevant because increasing quantities of fodder
fed to a given herd are subjeet to diminighing returns. Tor evidence of this see the
foilowing:

Einar Jensen et al. Input-Output Relationships in Milk Produetion, Technical
Bulletin 816, U. 8. Department of Agriculture, Washington, D. C., 1042,

L. Jay Atkinson, Feed Consumption and Marketing Weight of Hogs, Technical
Bulletin 894, U. 8. Department of Agriculture, Washington, D. C., 1945.

Aaron G. Nelson, Relation of Feed Consumed to Food Products Produced by
Fattening Cattle, Technical Bulleitn 900, U. 8. Depariment of Agriculture, Wash-
ington, D.C., 1945,
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mation, the net efiect of these improvements might be regarded as a
smooth function of time and could be allowed for in an empirical study
by introducing time into the production relation.

The quantity of feed fed to livestock in & given year is approximately
equal to the quantity produced, and this is primarily influenced by
weather. Hence we do not try to explain feed consumption within the
model but regard it as exogenous, i.e., determined outside the set of
relations being considered. The number of animals on hand at the begin-
ning of a year will depend on past prices of livestock, past prices of
feeds, and other factors affecting producers’ expectations concerning
the profitability of current livestock production. Animal numbers also
depend to some extent on weather, but this influence is not significant
in most years.

The price of livestock products depends on quantity produced and
on such demand factors as population, consumer incomes, and prices
of related commodities. The price of feed is undoubtedly strongly in-
fluenced by the price of livestock products. Since we have indieated in
the production relation that the efficiency with which various quantities
of feed can be converted into livestock products depends on the number
of animals fed, it wonld also seem reasonable that the price of feed shouid
also be influenced by the quantity of feed fed and the number of animals
on hand at the beginning of the period.

To consider the relations described above more fully and to consider
possible modifications, it will be convenient to represent them symboli-
cally. The following notation will be used:

h: = number of animals on hand at the beginning of the {th time

period

pe = price of livestock products {the ¢ subseript will be used to denote
the tth time period throughout)

price of feed

q

l: = quantity of livestock produets produced during period (at this
stage assumed equal to quantity sold)

f+ = quantity of feed fed to livestock (at this stage assumed exogenous
and equal to quantity produced)

y¢ = consumer income

n, = population
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re = index of othe'r prices

s = unspecified factors affecting expectations of producers about
conditions at £ + 1

t = time

The discussion so far can now be summarized in the following four
relations:

{2.1) he:pea, @i, 81 (inventory relation)

(2.2) Lihe,fo,t (production relation)
(2.3) Db, gy, m,r (demand for livestock products)
(2.4) ge 1P, o, e {demand for feed) |

A colon may be read “depends on”; & comma may be read “and.”
We would thus read (2.1) as “The number of animals held at the begin-
ning of the {th period depends on the price of livestock products in the
previous period, the price of feed in the previous period, and unspecified
factors of the previous period which influence producers expectations
for the present period.”

Historican Caangzs IN EFFICIENCY

The use of time as a variable in the production relation may properly
cause some uneasiness. At best, time is a vague representation of various
influences whose net effect during the period of observation has been a
fairly steady increase in the efficiency with which feed is converted into
livestock products. Unless these influences are understood rather well,
there is little basis for conjectures concerning their persistence in the
future. There is also the question of how well the variable time represents
these influences during the sample period. Some evidence on the latter
point may be obtained by examining data for the sample period A
superficial inspection of the data shows them not to be ineonsistent with
the assumption that increases in efficiency developed fairly smoothly
over time when some allowance is made for random disturbances. Rele-
vant observations are summarized in Table I, where the data are ag-

It is, of course, recognized that to use the sample observations as an aid in
making statistical specifications modifies the interpretation that may later be
made of confidence regions or statistical tests based on these specifications. We
believe, however, that in this case, as in many economic investigations, uncer-
tainty about the underlying specification is a sufficiently prominent feature of the
analysis that a fairly high price in terms of qualifications on subsequent analysig
can be paid for anything that might aid in achieving a reasonable specification.
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TanLe I
GENERAL MOVEMENT OF PRODUCTION VARIABLES B
Variable
Time Period 1 1,
N 7 I y
(1) 1920-22 17.69 1.104 17.85 16,02 (.99
(2) 1923-25 19.24 1.101 17.83 17.48 1.08
(3) 1926-28 20.03 1.109 16.76 18.07 1.20
(4) 1929-31 20.81 1.066 17.21 19.52 1.21
(6) 1932-34 21.01 1.070 18.76 10.64 1.12
(8) 1935-37 19.77 1.002 16.81 19.73 1.18
(7) 193840 22,22 1.148 17.70 19.36 1.26
(8) 194143 26.73 1.392 20.18 19.20 1.32
{(9) 1944-46 27.67 1.420 20.75 19.48 1.33
(10) 1947-49 27.15 1.336 18.97 20.33 1.43

X Figures are in billions of dollars’ worth of product at average prices.

+ Figures are in trillions of pounds of total digestible nutrients.

t Figures are in billions of dollars’ worth of estimated potential production.

Data are taken from Tables IIT and IV, pp. 60, 61. Original sources and
methods of aggregation are explained in Chapter IIT.

gregated into three-year totals to reduce the number of figures that the
reader needs to compare.

An alternative explanation of the over-all increase in ratios of output
to input in the last two columns of Table I might be increasing returns
to scale in aggregate livestock production. If one were to use this ex-
planation, the three points (periods 1-2, 5-6, 9-10) at which both ipputs
decrease and the ratio of output to input continues to increase would
be difficult to explain. If other influences on production could be iden-
tified and observed, there is no question but that substituting them for
time in the relation would make statistical analysis more promising. An
attempt in this direction is reported in Chapter V (pp. 85 to 87). Mean-
while, the model is developed with the provisional acceptance of time
in the production relation.

QuaLITATIVE REstricTioNs oN ForM oF PropucrtioNn RELATION

The algebraic forms of the relations are as yet unspecified. In this
study as in most studies of economic relations, economic considerations
do not give the investigator strong grounds for choosing a particular
form. Within fairly wide limits, the choice is made on grounds of sim-
plicity or convention, and must be regarded as to some extent arbitrary.
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In these circumstances, the investigators believed that it might be useful
to experiment to some extent with alternative forms. Although such
experimenting may not give conclusive indications of the relative merits
of the alternatives tried, it would seem reasonable to prefer one algelraic
form to another if it consistently yielded more plausible estimates and
more aceurate predictions. Though economic considerations do not
typically specify algebraic forms of relations very narrowly, they do
often give certain presumptions about directions of variations and other
qualitative restrictions. For example, in relation (2.1) we would expect

Ah, Ak
25 >0, — < 0
25) AV Ag
and in (2.2) we would expect
Al Al Al
>0 A > 0, >0
@8 Al Al Al
i L {1
Ak <0, Af <0, WG >0

Analogous statements that might be made about (2.3) and (2.4) are
fairly obvious. Although these do not tell the investigator which form to
use, he will ordinarily wish to avoid a form that is inconsistent with
these restrictions. The equations actually used in this study will be
specified in subsequent chapters.

PossIBLE APPLICATION OF LEAST SQUARES PROCEDURES

For the remainder of this chapter relations will be specified to the
extent of indicating the observable variables believed to enter them,
which variables are regarded as endogenous and which as exXogenous,
and the kinds of technical restraints or behavior patterns that the rela-
tions are intended to represent. In (2.1)-(2.4) the variables f,, y., 7. s
r¢, t are regarded as exogenous. If one assumes that unobserved random
disturbances that enter the relations are serially independent, then
lagged values of the variables may be regarded as predetermined.t If
(2.1) were then written as an expression linear in known functions®

4 A variable ig predetermined at time ¢ if the random disturbances that enter the
relations at time ¢ are distributed independently of the variable. In models with
serially independent disturbances, both exogenous and lagged endogenous vari-
ables are predetermined. See T. C. Koopmans, When Is an Equation System
Complete for Statistical Purposes?, Stalistical Inference in Dynamic Eeonomic
Models, Cowles Commission Monograph 10, p. 406, and T. C. Koopmans and Wil-
liam C. Hood, op. ¢it., pp. 120-125.

® Logs of observed variables or squares and eross products of observed vari-
ables are the most common examples.
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of the observed variables and an additive random disturbance, unknown
parameters in the expression conld be estimated by least squares. If o
similar expression is written for (2.2) and the disturbance in (2.2) is
assumed to be serially independent and independent of the disturbance
in (2.1), then h, may be regarded as predetermined in (2.2), and least
squares methods will give unbiased estimates of parameters in (2.2).
Likewise, if the disturbances in linear expressions for (2.3) and (2.4)
are independent of each other and of disturbances in the preceding
equations, then I, may be regarded as predetermined in (2.3), p: and f,
may be regarded as predetermined in (2.4), and least squares methods
are appropriate for these equations also.®

Reasoning like the above could be applied to a large number of
economic relations pertaining to agricultural commodities” Although
counterarguments could typically be produced to the effect that all of
the assumptions needed to justify least squares procedures are not
strictly true, it is quite possible that they sometimes characterize the
underlying relations sufficiently well that there is not much to be gained
by applying methods based on more refined statistical specifications.
Questions on the adequacy of various possible specifications and the
statistical procedures associated with them are difficult to evaluate a
priori, so that considerable interest attaches to comparisons of results
and particularly of predictions. In this study we have applied both least-
squares and alternative procedures to the various relations studied and
have made such comparisons® as seemed practical at the time. Further
checks of the predictive value of the relations should be made as new
observations become available. Though such ecomparisons from a single
study or even from several studies cannot be treated as conclusive, they
are relevant as an aid to judgment in choosing the most hopeful approach
for a similar problem.

Crrricisms oF Iniriarn MopeL

Potentially useful extensions and refinements of the model given by
(2.1)-(2.4) are easy to suggest. Making use of them in an empirical

6 The estimation problems that would be encountered if the investigator did
not assume independence of disturbances have been discussed by Lawrence R.
Klein in A Texthook of Econometrics, Row Peterson & Co., 1953. See pp. 112-117.

7 Karl A. Fox, Relations Between Prices, Consumption and Production, Journal
American Siatistical Associalion, Vol. 46, 1951.

James Tobin, A Statistical Demand Function for Food in the U. 8. A., Journal
Royal Statistical Soctety, Sertes A, Vol. 113, Part 1I, 1950,

Henry Schultz, The Theory and Measurement of Demand; University of Chicago
Press, Chieago, pp. 133-136, 1938,

8 See pp. 74, 75.
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study is rather harder. We have, in fact, only attempted a few modifi-
cations of the model. It may be useful to discuss briefly both the criti-
cisms of the model that were taken into account in our reformulation
and some that were not. The latter should be kept in mind as possible
gources of specification error in the present study and as indicators of
directions for future research.

TREATMENT oF Livestock FEED

One respect in which the model given by (2,1)-(2.4) iz 2 crude ap-
proximation is in the treatment of livestock feed. Feed fed to livestock
in & given year is treated as exogenous. Though it is not hard to think of
grounds for regarding feed production of a given year as exogenous,?
there are important types of feeds for which current domestic consump-
tion need not equal current domestic production. ,

Feed grains can be economically stored or shipped abroad. Much of
the domestic production of linseed cake and meal is exported in a typical
vear. Wheat is not ordinarily regarded as animal feed; yet the amount
of wheat fed has constituted between 0.3 and 4.4 % of total livestock feed
during our period of observation.?® A rough comparison of total feed pro-
duced with feed consumed by livestock during the period 1926 to 1948
shows an average difference of about 6 %. For comparison, the average
annual change in feed consumption is about 4 %.!

It thus seems useful to distinguish between feed consumed and feed
produced in our model. This requires a revised explanation of the deter-
minatien of feed fed. Consider first a fixed physical supply with alterna-
tive uses, say storage, export, and current feeding. The amount that

? See James H. Lorie op. cif., pp. 17-40.

10 The total quantity of feed fed was expressed in number of pounds of total
digestible nutrients (TDN). Total digestible nutrients for any feedstuff represents
the nutrients available for maintaining farm animals. The nonutilized portion of
a feed will be mainly fiber which is incompletely broken down in digestion. For
each year the quantity of wheat fed in TDN was obtained as a percentage of total
fced fed in TDN.

11 The total production of feed was computed in TDN for each year from 1926
to 1948. For the roughages, production and consumption were treated as identical.
However, since the consumption of hay, pasture, corn, and oats by horses and
mules was excluded from 7, , a similar adjustment was made to total production.
In addition, the quantity of nonfeed uses of ecorn, oats, and barley was also de-
ducted from tatal production, to arrive at a production figure that would be com-
parable with the consumption variable f, . All data are from Feed Statistics,
Statistical Bulletins 85, 86, U. 8. Depuriment of Agriculture, Washington, D. C.
1949, 1950. The years 1926-48 were used since data on non-feed uses of corn, oats,
and barley are available for this time period. The absclute difference between the
adjusted production figure and f; was expressed as a percentage of f; .
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will be taken for each of these uses will depend on price, and the equi-
librium price is the one at which the sum of the amounts going into the
three uses equals the physical supply. We can think of a total demand
relation obtained by adding the amounts for the three uses at each price.
We then think of price as determined by the intersection of total demand
and the inelastic physical supply. Alternatively, we may think of supply
and demand for feed for current feeding. In this case the supply relation
is obtained by subtracting from the physical supply the amounts going
into storage and export for each possible price.

Since we are primarily interested in the behavior of persons closely
connected with the livestock market, we choose the latter point of view
and consider demand and supply of feed for current feeding. Both the
demand and supply relations include, of course, variables other than
quantity and price of feed. As indicated in (2.4), demand depends also
on the price of livestock products and on the inventory or “herd” of
livestock available at the beginning of the period. Supply depends on
the factors that influence demand for feed for storage and demand for
feed for export. Unfortunately these factors are difficult to specify and
observe. We would expect demand for export to depend on level of in-
come, price of livestock products, price of alternative feeds, and import
restrictions in importing countries. In general data for other countries
are not so complete as data for the United States, and one would have
to know the structure of the market in these countries pretty well to
make best use of such data as are available. Demand for feed for storage
depends very much on anticipations of dealers and producers, and these
are difficult to relate to observable variables. Government policy has
also been important in determining demand for feed for storage and
export during most of our period of observation. Because of these and
other complications, we decided not to try to specify completely the
supply of feed for current feeding in the present study. Our model is
incomplete in this respect. It is to be hoped that future research will
reveal more about the nature of this relation.

First REVIsION oF MobpEL

The modifications indicated above are incorporated in the model
represented by (2.7)-(2.11) below. Necessary changes in definitions of
symbols are indicated.

f. = quantity of feed fed to livestock (now regarded as endogenous

and generally not equal to quantity produced)
*

Tt

st = unspecified or unobserved factors affecting supply of feeds for

physical supply of feed (regarded as exogenous)
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current feeding

(2.7) hetPe1, G, 821 (Inventory relation)

(2.8) by feshe ot (production relation)

(2.9) fo,q,pe5 M (demand for feed)

(2.10) Ie,pe;y:,ne, 7 (demand for livestock products)
211)  Je,q :ft , St (supply of feed)

A semicolon may be read “appear in a relation with.” The variables
to the left of the semicolon are current endogenous variables, those to
the right are regarded as predetermined in the particular relation being
viewed. (2.8) could be read “Current endogenous variables I, and f,
appear in a relation with predetermined variables h, and ¢.”” Regarding
h, as predetermined in (2.8) and (2.9) is proper if random disturbances
appearing in (2.7} are statistically independent of disturbances in the
other relations.)? In this case, the model can be separated into two
statistically independent parts, (2.7) being thought of as determining
the probability distribution of . , given pi—1, ¢ir , and s, , and (2.8)-
(2.11) as determining a multivariate distribution of I, fi, ¢:, p. for
given values of k., &, ¥, %, *4, f+, st. This may be contrasted with
the model given by (2.1)-(2.4) in which each relation determines a
univariate distribution of a single endogenous variable for given values
of certain predetermined variables.

SIMULTANEOUS DETERMINATION OF ENDOGENOUS VARIABLES

This aspect of the transition from (2.1)-(2.4) to (2.7)-(2.11) can
perhaps be stated more simply by temporarily assuming that no random
disturbances enter the relations. In a certain sense we may then say that
each of the relations (2.1)~(2.4) determines the value of one endogenous
variable. If the relations determining the exogenous variables and the
lagged variables remain fixed, then we may consider the effects of chang-
ing the relations in the model one at a time. If (2.1) is changed, & is the
only variable in (2.1) that will be altered. Similarly, if (2.2) is changed,
only I, {of the variables in 2.2) will change. p; and ¢, would respond to
changes in (2.3) and (2.4), respectively.

In this sense each relation may be said to have one dependent and
several independent variables. This does not hold for the system (2.7)~
(2.11). (2.7) is the same as (2.1) and has one dependent variable k, .
However, such an association of a particular variable with a particular
relation cannot be made for the other relations. If any one of the rela-

12 See T. C. Koopmans, op. ¢il., pp. 402-406.
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tions (2.8)-(2.11) is altered, the variables I;, f:, ¢:, p: all change. We
say that they are simultaneously determined by the relations 2.8-2.11.
Under suitable assumptions about the algebraic form of the relations
and the distribution of random disturbances, least-squares theory would
apply to any of the relations 2.1-2.4 but not to 2.8-2.11. The kind of
mutual interdependence illustrated by the latter set is common among
economic relations and gives rise to the economist’s interest in simul-
taneous equations methods of analysis.”

HererogENEITY OF LivEsTocxk FEEDS

The original model has thus far been modified to allow for the fact
that the quantity of feed fed to Iivestock depends on a market adjust-
ment and is not determined by feed production alone. When we look at
the nature of the markets for individual types of feed, we find rather
wide differences. Pasture, for example, can be marketed or stored in
only a very restricted fashion. Corn on the other hand can be sold in an
almost worldwide market and can be economically stored for several
years if conditions warrant. These differences seemed to offer some
incentive for disaggregating the feed-consumption variable. To a con-
siderable extent, differences in marketability, conditions of production,
and chemical composition of feeds tend to coincide, leading to a rather
natural classification of livestock feeds into roughage, feed grains, and
protein feeds. The latter two classes are sometimes treated together under
the heading of concentrates. -

Roughage includes pasture, hay, straw, corn fodder and corn stover.
Although hay can be stored and traded to a larger extent than pasture,
these operations are costly for hay compared with concentrates. Rough-
age consumed does not necessarily equal roughage produced in a given
year, but there is no well-organized market on which roughage consump-
tion is brought into equilibrium with supply. Roughage may be wasted
in one part of the country while it is very searce and being economized
in another. Hogs and poultry can make only limited use of roughage,
whereas cattle can be fed roughage exclusively and in certain regions it
is economical to follow this procedure. To a fairly close approximation,
it seemed to us that roughage consumption could be regarded as deter-

 For more comprehensive discussions see the following:

Trygve Haavelmo, The Probability Approach in Econometrics, Fconometrica,
Vol. 17, Supplement, 1944,
, The Statistical Implications of a System of Simultaneous Equations,
Economelrica, Vol, 11, 1043,

Jacob Marschak, op. cit.

Herbert A. Simon, Causal Ordering and Identifiability, Studies in Econometric
Method, Cowles Commission Monograph 14, op. cit.
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mined by the aggregate and geographie distribution of roughage produc-
tion and the numbers and geographic distribution of various types of
animals, These factors seemed sufficiently independent of the relations
in our model to justify us in regarding roughage consumption as ex-
Ogenous.

The most important feed grain is corn. During our period of observa-
tion corn fed to livestock averaged 23.2% of the total livestock feed
and 67.4% of feed grains fed. Other important feed grains are oats,
barley, wheat, and grain sorghums. Feed grains average by weight about
7.9% total digestible protein and 67.9% of other digestible nutrients.
This compares with 3.1 % protein and 16.2 % other digestible nutrients
for roughage and 30.8% protein, 42.4% other nutrients for protein
feeds.” For the most part, the items we have eclassed as protein feeds
result as by-products in the processing of agricultural products. These
include such items as tankage, various oil cakes and meals, fish meal
and dried-milk produets. There are, however, a number of feed crops
that resemble protein feeds in chemical composition and a number of
by-product feeds whose composition is like feed grains. We elected to
classify these according to composition rather than origin. As will be
seen in Chapter III, this resulted in our putting wheat and rice mill
feeds in with feed grains and calling soybeans a protein feed. However,
with minor qualifications, we can say that feed grains have a fairly
homogeneous chemical composition, are farm-produced, and are com-
monly fed to livestock on the farms where the feed is produced. They
can be readily stored and transported but have rarely been imported or
exported in large quantities by the United States. Protein feeds have a
different, cheroical composition, are produced as by-products in proces-
sing operations, can be stored somewhat less easily than feed grains, but
have sometimes entered relatively more into international trade of the
United States.

Seconp REevision oF Mobnn

These differences would seem to make it worth while to distinguish
supply-and-demand relations for feed grains and for protein feeds. A
model reflecting these decisions with respect to the disaggregation of
the feed variables is given below.

a; = amount of feed grains fed to livestock

b, = amount of protein feed fed to livestock

1 Total digestible nutrients (TDN) are equal to total digestible protein (TDP)
plus other digestible nutrients (ODN). The data and sources used in ecalculating
these percentages are more fully discussed in Chapter III.
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¢ = quantity of roughage fed to livestock
d; = price of feed grains
g: = price of protein feed
a = physical supply of feed grains
bF = physical supply of protein feeds
s = unspecified or unobserved factors affecting supply of feed grains
for current feeding
s, = unspecified or unobserved factors affecting supply of protein
feeds for current feeding
(212) he:pioa,y Gia, 8ia (inventory relation)
(2.13) 1., gg., bey by, e, {production relation)
(2.14) a:,de, gc, p: 5 Be, €0 (demand for feed grain)

(218) by, de, g¢, ps; Re, ¢ {(demand for protein feed)

(2.18) e, P ye,ne,m (demand for livestock produets)
(2.17) a;,d;;ar, s (supply of feed grains)
(2.18) be,qis b} , St (supply of protein feeds)

Perhaps some further explanation of the use of the variables s, §,
s” in the model is in order. As these are being used, an s (with or without
primes) in a relation indicates that important factors that influence the
behavior represented by the relation are omitted. The omissions arige
because the investigators do not know what the other influences are or
because data on the other factors have not been assembled. Of course,
there are unspecified factors influencing all the relations. If we are will-
ing to assume that the most important factors have been specified and
that the influence of the others can be approximated by drawings from
a probability distribution with certain properties,” then the relation
may be analyzed statistically. This is how the statistical treatment of
the relations that do not contain an s is rationalized. In effect, then, the
inclusion of an s in a relation is an indication that, in the investigators’
judgment, the neglected factors are so important that it would be useless

18 These properties, of course, help to determine what statistical procedures
are appropriate. In general, in this study we have assumed addifive randem dis-
turbances with stable distributions over time and with finite first and second
moments.
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to attempt statistical analysis of the relation without further specifica-
tion of variables.

MurTirLe RoLEs or AwiMars IN Herp

One other important aspect of livestock production is not shown in
the system (2.12)-(2.18). A given animal at a given time may be viewed
as (a) a finished good, (b) a good in process or (c¢) a piece of fixed capital.
This 1s perhaps most dramatically apparent for a young heifer, say 16
to 20 months old, of a beef or dual-purpose breed. If the animal has
been well fed, she may be immediately marketable as medium or pos-
sibly good beef. Alternatively she might profitably be fed intensively for
a short period with a consequent increase in weight and possibly in grade.
A third alternative would be to retain her in the breeding herd to pro-
duce calves (or calves and milk if she were a dual-purpose heifer). Though
a narrower range of alternatives exists for most other animals, it is
typically true that selling livestock for slaughter reduces the productive
capacity of the farm herd. Thus an individual producer or all producers
as a group can Increase current marketings either by increasing feeding
and production or by decreasing the productive potential of their herds.
For a given level of production, an increase in marketings means a
decrease in production capacity retained.

If there existed only one type of animal and if we measured inventory,
production, and sales in a common unit, say pounds, the connection
indicated above would appear in the form of an exact accounting iden-
tity. Ending inventory for any period would be equal to beginning
inventory plus production minus sales. If we have various animals and
products and do not employ common weights in forming indices of
inventories, production, and sales, the accounting relation will not be
exact. The discrepancy will depend on the size of various components
in each of the indices. In our present model we have fairly strong reasons
for not using common weights in forming our various aggregates. In
(2.16), the demand for livestock products relation, we wish to represent
the reactions of consumers and processors to various levels of marketings
of livestock products for given levels of income, population, other prices.
To a processor or consumer an 800-1b heifer and an 800-lb steer are
almost perfect substitutes. To a beef producer they are quite different.

It is clear that, for the production relation to be accurate, . should
reflect the productive potentials of the various types of animals in the
herd. For the demand relation to be accurate, I, should combine animals
and products sold as nearly as possible according to their typical mar-
ginal rates of substitution in consumption. Thus one of the difficulties
of an aggregate study is that (1) an inappropriate index must be used
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for h: in the production relation (and the demand for feed relations),
(2) sn inappropriate index must be used for quantity sold in the livestock
demand relation, or (3) our natural accounting identity must be made
inexact. The last alternative seems the least of the three evils; hence
(2.26) below contains a random component, reflecting changes in com-
position of inventories, production, and sales.

On the average, during our period of observation, the difference be-
tween livestock products produced and livestoek products sold was
2.5% of production. This may seem too small to bother with, unless we
recognize that we are seeking an explanation for annual variations in

our variables. The average annual variation in livestock produced was
3.7%.1

Tuirp Revision or MopeL

The livestock demand relation (2.16) makes no allowance for the
influence of past incomes and prices on present consumption. Most
arguments for recognizing such influences” are based on the belief that
consumers do not immediately adjust consumption to changed incomes
and prices. Although a variety of influences are undoubtedly present,
it has seemed to us that consumption of the immediately preceding
period was perhaps as good a simple indicator of the influence of past
circumstances on present consumption as we could find."® Lagged con-
sumption is therefore included in (2.23), the livestock demand relation
in the revised model presented below.

l; = quantity of livestock and livestock products produced

1Y = quantity of livestock and livestock products sold

k: = price of farm labor in period {

a = a constant reflecting average adjustment for differences in
weighting in measuring A, and I,, Iy

16 These percentages are computed from data in Table III on p. 60.

17 Some discussion of the effects of pasi experience on current behavior are
contained in the following:

J. 8. Duesenberry, I'ncome, Saving and the Theory of Consumer Behavior, Ch. 5,
Harvard University Press, Cambridge, 1949,

F. Modighiani, Fluctuations in the Saving-Inecome Ratio: a Problem in Eco-
nomic Forecasting, Studies in Income and Wealth, Vol. X1, National Bureau of
Feonomic Research, New York 1949.

M. J. Farrell, Irreversible Demand Functions, Eeonometrica, Vol. 20, 1952.

James Tobin, op. eit.

18 See also Chapter VII, pp. 112, 113.
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v: = a disturbance representing the effects of variations in composi-

tion of A, , 1} , I,

219 L, ae, b hy, et {production relation)

{(220) ai,de,ge, P b, e (demand for feed grain)

(2.21) by,di,ge, pes he, e (demand for protein feed)
(222) 1,,4d:, g, pe, I s he , Ky (supply of livestock products)
(2.23) 10, peiye, me, e, biss (demand for livestock products)
(2.24) a,,d:;al, s, (supply of feed grains)

(2.25) by, ge; by Y (supply of protein feeds)

(226) Ry = hi+ all, — 13) + v, {inventory relation)

(2.26) and (2.22) replace (2.12) of the previous model. k. is the
inventory of livestock on farms at the end of the ¢th period. An additional
relation has been added along with the new endogenous variable, I7 .
It seems convenient at this stage to state the inventory relation in
terms of beginning and ending inventories of the fth period since the
other relations all refer to activities of the ith period.

Relations 2.20-2.22 represent the behavior of producers of livestock.
These will sometimes be called the farm decision relations and will be
discussed more fully in Chapter VI. Briefly, the view taken is that the
producers start a period with given herds and decide during the period
how to feed and dispose of them. The amount of roughage to be fed to
the given herds is regarded as a function of the composition of the herds
and the roughage produced (primarily determined by weather) and not
a matter for current choice on the part of the producers. The producers
do make current decisions on amounts of grain and protein feeds to be
consumed, quantity of livestock products to be produeed, quantity to
be marketed, and numbers of livestock of various types to be retained
for future production. Producers are free to decide these five quantities,
subject to the restrictions given by the production relation 2.19 and the
inventory relation 2.26. There are then, in terms of the variables used
here, three free decisions which together with the two restrictions deter-
mine the five variables indicated. (2.20)-(2.22) show the factors on which
these three decisions depend. Logically, of course, the decision relations
could have been written in various equivalent ways. For example, the
meaning of the model would be unchanged if h, were substituted for
17 in (2.22). As (2.22) stands, we are likely to think of proeducers deciding
on sales and the resulting ending inventory being determined by (2.26).
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It would be no different to think of producers deciding on their ending
inventory and sales being determined by (2.26). Given (2.26) and [, ,
one decision is sufficient to determine If and huys .

In the previous model, s,_; represented unobserved factors affecting
the desires of producers to hold animals al the beginning of period ¢,
In the new model the subscripts have been advanced one period (this is
a trivial change since the inventory relation is assumed to hold for ali
values of #) and the price of labor %, has been substituted for s,. Al-
though there is little doubt that the price of labor does affect willing-
ness to retain animals for future produetion, there may still be important
factors that have been neglected. The authors decided, in view of the
difficulty in specifying additional observable variables to experiment
with (2.22) in the form given above. However, it is quite possible that
an s; should have been retained in this relation. It should also be noted
that there are inputs other than animals and feed which should in prin-
ciple enter our production relation. Unfortunately these are not observ-
able. We have elected to analyze the production relation as given, but
ghould keep the missing inpuis in mind as possibly qualifying the re-
sults. Analyses of alternative forms of the production relation are given
in Chapter V.

Torics ¥orR FURTHER STUDY

In Chapter IV the relations are assumed to have a particular para-
metric form, and estimates of parameters in (2.19)-(2.23) are obtained.
Before these are presented, it may he well to review briefly a number of
possible criticisms of the model given by (2.19)-(2.26) that the authors
have not found it possible to take into account in the present study.
Difficulties in treating aggregates and the gaps in the model indicated
by st, 8¢ have already been mentioned. Difficulties that arise in con-
nection with the use of a time variable in the production relation have
also been noted. In addition, our mode!l does not explain variations in
feeds produced. Though there are some grounds for regarding year-to-
year fluctuations as predetermined, one should recognize that, for many
uses to which the relations may be put, longer-run responses of feed
production to economic conditions may have to be considered.

Regarding consumer income and other prices as exogenous is probably
not strictly justified. Since income generated by livestock production
and processing is a component of total income, it is clearly not entirely
correct to regard total income as independent of the relations of the live-
stock model. The assumption of independence was made in this study to

1 For further diseussion see pp. 104, 105.
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limit the scope of the study, in the hope that biases resulting from such
dependence as does exist, would be small 20

The demand relation that has been specified reiates farm price for
livestock products (including live animals) to quantity of livestock prod-
uets sold from farms. Tt thus combines the behavior of consumers and
processors of livestock products. T'o have specified separate relations
representing the behavior of consumers and the behavior of processors
would have been preferable in some respects but would have required
rather more study of the bebavior of processors than was possible.2
Certainly this aspect of the market should also receive more detailed
attention in future studies.

20 A discussicn of the possible bias in treating genersl variables such as income
and the general price level as exogenous in models directed towsards gpecific mar-
kets has been given by T. C. Koopmans in The Bias in Single Equation Methods
of Estimating Behavior Equations Relating to a Small Sector of the Economy,
Cowles Commission Discussion Paper, Statistics 386, Cowles Commission for
Research in Economics, University of Chicago, Cl:ueago, 1949 (unpublished).
Work on the interconnection of particular economic sectors with the general
economy is being undertazken at the Survey Research Center, University of
Michigan. See Research Seminar in Quantitative Economics, Annuel Report, 1951
52, Burvey Research Center, University of Michigan, Ann Arbor, 1952 (mimeo-
graphed).

2 We may think of (2.23) as being derived from a consumer demand relation
and a relation repregenting behavior of processors, say

(2,231 Iy Peaj Yy ey e, Lot (consumer demand)
(2.23") Pt . pi, b (behavior of processors)

where p; represents prices paid by consumers for hvestock products and p: — p.
is the processors’ margin. If (2.23") were solved for p; and substituted into (2.23%),
our relation 2.23 would result. Of course, if other variables enter (2.23”), they will
be introduced into (2.23) in this process.

In a recent study by Been, p., pt , I; appeared to be the more important vari-
ables determining total margins of processors, See Richard (3. Been, Price Spreads
between Farmers and Consumers, Agricultural Information Bulletin 4, U. 8. De-
partment of Agrieulture, Washington, D. C., p. 7, 1949,

For the relation between the farm and the commercial sector for all food,
Girshick and Hanvelmo also suggest the use of quantity of sales, and farm and
retail prices. See M. A. Girshick and Trygve Haavelmo, Statistical Analysis of the
Demand for Food, Examples of Simultaneous Estimation of Structural Equations,
Econometrica, Vol. 15, pp. 91-93, 1947,
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THE OBSERVATIONS

CHoIcE OF SAMPLE PERIOD

In the various statistical analyses to be presented, our sample will
consist of observations over time of all of the variables in the economic
model given on p. 23, except sy, st , and »,. These variables have been
fairly well defined by their verbal descriptions and by the roles that they
play in the model. Some of the variables do not correspond very closely
to any regularly compiled data. It is necessary to comstruct from the
available data measurements that will correspond as closely as possible
o the concepts employed in the model.! The purposes of this chapter are
to describe the measurements that were used, to indicate the sources
of data, and to present some rationalization of the choices of measure-
ments. The observations used in the study are tabulated at the end of
the chapter. :

The sample period in the study extended from 1920 through 1949.
The choice of 1920 as the initial observation was mainly conditioned by
the availability of data. Though production and marketings data were
available before 1920 for cattle and calves, sheep and lambs, hogs,
chickens and eggs, a breakdown of January 1 numbers by sex, age, and
purpose for cattle and calves, sheep and lambs, and hogs was only avail-
able from 1920 on. As for the feeds consumed by livestock, separate
observations were available for the important feed grains {corn, oats),
and for the other feed grains combined, before 1920. For the by-product
feeds, quantity data were less complete, series on most of the by-produet
feeds beginning about 1926. The investigators believed that estimates
could be made for missing observations from 1920 on with some degree
of confidence, but that attempting to extend some series back beyond
1920 would involve considerably more error in the observations.

Another early choice that had to be made was the time interval to
which the observations should refer. Many of the data on livestock,
particularly of livestock inventories on farms, are available only for

! For a discussion of the general problem of the relations between theoreticnl
models and measurements see T. Haavelmo, The Probability Approach in Econo-
metries, Economelrice, Supplement, 1944,

26
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calendar years, whereas many of the data on feed consumption are avail-
able only for crop years defined to take account of the normal harvest
period for various crops. After some examination of the data, it was
decided to use the calendar year as the basic time interval for the study
and to adjust the observations accordingly. Whatever basic time in-
terval is used, there will always be developments during the interval
not, fully reflected in data for the full interval. These contribute to the
disturbances in the relations. Thus, a year in which there was a shortage
of feed in the first or last half is really dissimilar to a year in which feed
was more uniformly available; yet our data do not reflect such differ-
ences. In principle, it should be possible to construct a model with dif-
ferent time periods for different variables. Complications in the con-
struction and interpretation of such a model made it seem advisable to
forego such an attempt in the present study and to adjust measurements
to relate to a common time period.

WEIGHTS FOR QUANTITY AGGREGATES

Observations on the production, marketings, births and deaths of
cattle and calves, sheep and lambs, and hogs are available in Meat
Animals—Farm Production and Income, 192/—44, and annual releases
for 1945-50 published by the U. 8. Department of Agriculture. Produc-
tion of eggs, milk, turkeys, broilers, and chickens is from Agricultural
Statistics published annually by the U. 8. Department of Agriculture.
Slaughter of cattle and calves and farm prices for the components of
I and I7 are from this latter source. The data on January 1 numbers are
from Livestock on Farms and Ranches, January 1, Statistical Bulletin 88
of the U. 8. Department of Agriculture and from Agricultural Statistics,
1942-51. The most detailed data on feed consumption by livestock are
contained in two bulletins by R. D. Jennings. The first, Feed Consump-
tion by Livestock, 1910-41, Circular 670, U. 8. Department of Agricul-
ture, contains data on a calendar-year basis. The second, Consumption
of Feed by Livestock 1909-47, Circular 836, U. S. Department of Agri-
culture, presents data on an October-year basis, that is a year beginning
and ending on October 1.

The problem of constructing aggregates from heterogeneous com-
ponents is always difficult and involves subjective judgments of the re-
searcher. Some guides for judgment can usually be found by examining
the components of the aggregate and the relations of the aggregate to
other variables in the model. Consider the quantity aggregates 1,, I}
in the model on p. 23. I} represents the quantity of livestock and live-
stock products sold from farms during the ith year (home-consumed
products were freated as sold). I; represents the quantity of livestock
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and livestock products produced. Each of these is an aggregate of quan-
tities of cattle, calves, hogs, sheep and lambs, chickens, broilers, turkeys,
milk, and eggs. As was noted in Chapter I, these products can, generally
speaking, be expected to be substitutes both in production and in con-
sumption. If they were perfect substitutes in production, the equilibrium
levels of their relative prices would equal their constant rates of sub-
stitution in production, and these rates of substitution would furnish
natural weights for aggregating production of the various commodities.

Similarly, if the commodities to be aggregated were perfeet substitutes
in consumption, their relaiive prices would, in equilibrium, be equal to
their constant rates of substitution in consumption, and thesc rates of
substitution would furnish natural weights for aggregating quantities
sold. Although the commodities entering ¥ and I, are not perfect sub-
stitutes, either in production or consumption, there would seern to be a
high degree of substitutability on the consumption side, and, at least at
the margin, considerable substitutability on the production side. It
thus seems that observed prices over a fairly long period should roughly
indicate marginal rates of substitution over the same period. In view
of these considerations, we have elected to use average farm prices over
the sample period 192049 as weights in forming I, and 7.

The remainder of the present chapter is devoted to the details of the
construction of indices of these and other variables. The observations
used in computations are given in Tables III, IV, and V at the end of
the chapter. Some readers may wish to omit the details of adjustment
and aggregation and refer immediately to the tabulated dafa.

Data oN PRODUCTION AND SLAUGHTER

Published data on production were available for all the commodities
that entered I, . For hogs, cattle and calves, sheep and lambs, the pub-
lished series on liveweight production of these animals in the United
States were constructed as follows. Liveweight production for each state
was obtained by deducting the weight of livestock shipped into the state
from the total pounds of marketings (including both slaughtered ani-
mals and animals shipped in for feeding and breeding) plus farm slaugh-
ter, and adding or subtracting the difference in inventory poundage
between the beginning and end of the year. State figures were summed
to give total production for the United States. For chickens and turkeys,
the published series on liveweight production were somewhat similarly
defined. For chickens, the number produced consisted of the total num-
ber raised (cquals hatchings minus death loss of chicks and young chick-
ens during the year), less the death loss during the year of mature birds
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on hand January 1. The number of chickens produced was then con-
verted to a liveweight basis.

For turkeys, production consisted of the number raised (equals poults
hatched minus death loss of poults and young turkeys during the year),
less the death loss of breeder hens on hand Januwary 1. Numbers pro-
duced were then converted to a liveweight basis. However, for turkeys,
no observations on liveweight production were available for the period
1920-28. Production was estimated for these years. In the period
1929-38, turkey production increased about 609, We have assumed
that turkey production showed a similar increase in the period 1920-28
and that this increase occurred at the constant rate of 514 ¢, per year.
Commerical broiler production in pounds liveweight was assumed zero
before 1934 when broiler production first began to make an important
contribution to total pouliry production. Farm production of eggs is
reported in million dozen. Farm production of milk in million pounds,
as reported, exclades milk produced by cows not on farms.? It may be
doubted whether milk produced by cows not on farms enters com-
mercial channels, and so, where possible, we have excluded from the
feed variables those quantities of feed going to livestock not on farms.
Furthermore, since our livestock inventory variable refers to livestock
on farms, the exclusion of milk production by cows not on farms seemed
appropriate. For all the above commodities, it would appear that the
published data on production correspond reasonably well with the
theoretical concept of production for the commodities entering I .

As for cattle and calves and sheep and lambs, separate farm prices
were reported for each of these four caiegories. However, liveweight
production data were reported for cattle and calves combined, and for
sheep and lambs combined. The farm price of calves per pound was
appreciably higher in most years than the corresponding price for cattle.
A similar situation was found in comparing the farm price of lambs per
pound with the farm price of sheep per pound. It appeared to the in-
vestigators that these differentials in price should be taken into account
in the weighting of the combined production data for cattle and ealves
and the combined production data for sheep and lambs. The production
of cattle and calves in pounds liveweight was weighted by the average
price of catile over the sample period. To the resulting dollar value was
added a calf “bonus™ in dollars, which allowed for the heavier contri-
bution of the calf price to the production in dollar terms. The calf

2 Farm production of milk for the years 1920-23 was taken from R. D, Jennings,
Consumption of Feed by Livestock 190947, Circular 836, U. 8. Department of
Agriculture, Washington, D, C., p. 57, 1949. Subsequent years were from Agricul-
tural Statistics, 1842-61, U. 8. Department of Agriculture, Washington, . C.
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“bonus” was calculated in the following manner. Net births of calves
(births minus deaths) were computed for each year. Each calf was
assumed to weigh 200 b at slaughter, so that the calf “bonus™ is 200
times (average farm price of calves per pound, minus the average farm
price of cattle per pound) times (net births).?

For sheep and lambs, a farm price per pound for each year for the com-
bined commodities was obtained by dividing cash receipts in dollars
from the sale of sheep and lambs by marketings in pounds.* The aver-
age farm price for sheep and lambs per pound was the mean of the series
a0 resulting, and this was the weight used in forming I, .

For I} , the contribution that turkeys, broilers, eggs, and milk make
to sales was taken to be the same as the contribution of these four groups
to I, . For broilers, eggs, and milk, the influence of inventory changes is
negligible, whereas, for turkeys, relatively few data exist for earlier years
which would enable the value of inventory changes to be considered in
this class. I} represents a sales variable, where sales are to the commer-
c¢ial sector for consumption purposes. Not all published data gave a
series of livestock and livestock products that entered into the commer-
cial sector, and it was necessary to isolate from the observations avail-
able a sales component which corresponded with the theoretical com-
ponent of I} .

ADIUSTMENTS IN INDIVIDUAL SERIES

1. Hogs. Marketings in thousand pounds liveweight included inship-
ments for feeding and breeding purposes. Inshipments were excluded
from the marketings data for two reasons. First, animals that are shipped
in, fed, and sold during the calendar year would appear to be counted
both as inshipments and also as subsequent slaughterings. Second,
It represents a consumption variable, since we are primarily interested
in the demand for livestock products for use by consumers and not in
the demand for feeding and breeding purposes. Inshipments in thousand
pounds liveweight were computed by dividing the cost of inshipment in
a given year by the farm price per thousand pounds for that year. The
live weight of inshipments was then deducted from liveweight market-

? The slaughter weights which are used throughout this chapter were suggested
by the weights of animals slaughtered under Federal inspection from Livestock
Meats and Wool. Market Staiistics end Related Data, 1942, and Livestock Market
News. Statistics and Related Dala, 1949, both published by U. 8. Department of
Agriculture, Washington, D. C,

+ Data on cash receipts for sheep and lambs together with the gross income
and cost of inshipments figures used for I, are from Meat Animals—Farm Produc-
tion and Income 1924~44 and 1946-60 from U. 8. Department of Agriculture, Wash-
ington, I, C. The inshipments data for hogs under I} were from this same source.
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ings. To the figure so resulting was added farm slaughter in thousand
pounds liveweight. Average weights for farm slaughter in each year
were obtained by dividing marketings in pounds by marketings in num-
bers and using these average weights to convert farm slaughter in num-
bers to thousand povnds liveweight. The final “sales” fipures were then
weighted by average farm price per pound for hogs over the sample
period to yield a dollar value of ‘“‘sales” at an average price.

2. Cattle and calves. Total slaughter of cattle in thousands including
farm slaughter was converted to thousand pounds liveweight, using
weights of Federally inspected slaughter. Total slaughter of calves in
numbers was similarly converted to pounds liveweight.

As a check on the accuracy of the data we employed the following
identity.

(3.1) JI:: — &y = X:+1 - X
where 2% = production in the fth period of a given commodity en-
tering I,
T = sales of the same commodity in the tth period
X, = inventory at the beginning of the fth period of this com-
modity

Xy = inventory at the end of the ¢th period of this commodity

These checks were performed for cattle and calves and hogs. For cattle
and calves we employed pounds liveweight as the unit of measure for
(3.1). The production and slaughter data were already in pounds live-
weight, and to convert the numbers of the various classes of cattle and
calves on hand January 1 to pounds liveweight we assumed various
weights. These weights were suggested by those published in Morrison.5
The check for cattle and calves revealed that total liveweight slaughter
for cattle and calves combined tended to be greater than production
plus or minus the change in inventory. It was decided to adjust the
series on both eatile slaugbter and calf slaughter downward. The de-
cision to adjust the slaughter data rather than the production or in-
ventory data was made after discussion with various advisers had made
it appear that the production and inventory data were somewhat more
reliable than the reported figures on total slaughter of cattle and calves.
Numbers of Federally inspected slaughter seemed to be more reliably
reported than numbers of other slaughter. To adjust the liveweight
slaughter of both cattle and calves, we used the ratio of total 1920-49

¢ ¥. B. Morrison, Feeds and Feeding, 2d ed., Morrison Publishing Co., New
York, p. 615, 1943,
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production of cattle and calves combined to the total 192049 slaughter
of cattle and calves combined. For hogs, equation 3.1 was again used
with pounds liveweight as the unit of measure. Using the adjusted mar-
ketings data employed for hogs in I} , we found a close agreement between
production minus sales and the inventory change. Ideally, the data
check indicated by (3.1) should also be performed for sheep and lambs
and chickens. However, the resources available precluded such a check,
and, particularly for chickens, the nature of the enterprise permits
marked fluctuations in inventory throughout the year, so that the check
is somewhat less meaningful than for the longer-lived animals. In each
case the adjusted pounds liveweight of alaughter were weighted by the
appropriate average farm price, fo obtain an index in dollars of cattle
“gales” and calf “sales,” and these latter two combined to form an
index of cattle and calf “sales.”

3. Sheep and lambs. For sheep and lambs, the marketings data in-
cluded inshipments for feeding and breeding purposes as they did for
hogs. In view of the differential between the farm price of sheep and the
farm price of lambs, the following procedure was adopted to obtain a
“gales” figure in pounds liveweight. Slaughter income (gross income
from all sales of sheep and lambs minus the cost of inshipments) was
divided by the farm price per pound of the combined sheep and lambs
category (described under !; above). Pounds liveweight of sheep and
lambs were then weighted by the average farm price of sheep and lambs
over the sample period to yield a “sales” figure in dollars.

4. Chickens. An average weight for chickens was computed for each
year from data on farm price per head and farm price per pound. Num-
bers sold plus numbers consumed in farm households were weighted by
the calculated average weights to obtain sales in pounds liveweight.
Pounds liveweight were then weighted by the average farm price per
pound over the sample period to lead to a sales figure in dollars.
CoNsTRUCTION OF PrODUCTION, SALES, aND Price Inpicoes

p: is an index of the price of livestock products sold during the year.
To obtain this index, sales data in physical measure (pounds liveweight,
dozen, ete.) for each year were multiplied by the appropriate farm price
for that year, and summation yielded the value of sales at current prices
for that year. Division of the total value of sales at current prices by
It (sales at average prices) resulted in the price index for that year. This
procedure insured that the relation price times quantity equals value
would hold for our aggregates as it does for an individual commodity.

We may summarize the procedures for I, , I} , and p, as follows:

(3.2) U= 2. a
(3.3) L= 2 Ti
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(3.4) Ve = Ei Wig Ty
(3.5) Pe = %
&
where I; = sales in dollars of livestock and livestock products in the
tth period
W; = average farm price over the observation period of the

ith component of I}

Zi = sales in physical measure (liveweight pounds, dozen, etc.)
of the ith coraponent of I} in the {th period

l. = production in dollars of livestock and livestock products
in the ith period

z;, = production in physical measure of the #¢th component of
I; in the {th period

V: = total value of livestock and livestock products sold in

the tth peried
wy; = price of the ith component of I in the fth period
p: = ratio of value of sales at current prices to value of sales

at average prices

Data on LiveEsTock INVENTORIES

h¢ is an index of the quantity of livestock held on farms at the begin-
ning of the tth period. The inclusion of A, in the production relation recog-
nizes the fact that the efficiency of the feeding operation depends on
the beginning inventory. If increasing quantities of feed are fed to a
given herd, one would expect diminishing returns to operate. An increase
in the numbers fed so that the feed inputs are now spread over a larger
number of animals would be expected to increase the efficiency of the
feeding operation and inerease production. In the decision relations 2.20
and 2.21 the role of k, is again a question of the efficiency of the feeding
operation. One would expect that, for an efficient feeding program, the
quantity of feed demanded would be larger, the greater the beginning
inventory. In both cases an inerease in the number of animals on hand
January 1 will increase the marginal productivity of feed inputs, so that
production will be extended, and increased quantities of feed will be
fed. To be consistent with the construction of I, , we will require that
prices also be used as weights in combining the components that enter
k. . However, one must realize that, whereas, in consumption, the sex
of an animal does not affect the substitutability of a commodity, this
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is not true so far as the role of the initial inventory in future produetion
is concerned. Similarly, although age of an animal affects its usefulness
both in production and in consumption, the two effects need not coin-
cide. The components of &, should be combined in such & way as to recog-
nize the possible contribution of an animal to production. To this end,
an average potential production for an individual animal in each category
was estimated, and these estimates were used as weights in forming &, .
Data were obtained on the number of livestock on farms, January 1,
by classes. The types of livestock that entered this aggregate were cattle
and calves, hogs, and sheep and lambs.

With chickens and turkeys the investigators encountered some diffi-
culty in weighting the numbers on hand January 1 by an average po-
tential production. For chickens, data on hens and pullets and other
chickens on hand January 1 were available over the sample period.
However, the time required to enter and leave poultry produetion is
short; production can be expanded within a few months and laying
flocks reduced rapidly by the sale of laying hens for meat. The problem
that arises is to estimate the possible contribution that chickens on hand
January 1 make to total calendar-year production of meat and eggs.
Chickens are predominantly hatched in the months of March, April,
and May.® The seasonality of marketings has not changed much in the
last twenty years, aceording to Christensen and Mighell.” These authors
state that, for the four months of heaviest marketings, July through
October, sales made up 51 % of the total in 194549, compared with 17 %
during the four months of lightest marketings, January through April.
Chickens are sold at approximately 3 months old o older ages, but it
would appear, from the seasonality of hatchings and marketings, that
hatchings after January 1 contribute most to annual marketings. Since
the proportion of total chicken production that goes into storage is
approximately 3.8 to 6.5%, the bulk of production in a calendar year
would appear to come from chickens hatched after January 1. The situa-
tion in egg production was less clear than that for meat production, In
the early years of the sample, egg production displayed a marked sea-
sonalily, with peak production in the months of March through June.
For the years 1945-49, production in the same months was approxi-
mately 439 of total production.

t Monthly data on hatchings and production are from The Pouliry and Egg
Situation, February 1949 and August-September 1950, published monthly by the
U. 5. Department of Agrieulture, Washington, D. C.

" R. P. Christensen and R. L. Mighell, Competitive Position of Chicken and
Egg Production in the United States, Technicel Bulletin, 1018, U. 8. Department
of Agriculture, 1950.
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The decline in seasonality has been attributed mainly to the increased
rate of lay in fall and winter, rather than to increased numbers of layers
on hand January 1.* This means that layers on hand January 1 could be
sold off in the early months of the year, without impairing total produe-
tion of eggs, to a greater extent than was previously possible. In view
of the difficulty of obtaining data on the contribution that the January
1 inventory made to total production of meat and eggs, and the evi-
dence that the January 1 inventory was of little importance in total
annual meat production, but of somewhat greater importance in tofal
anpnual egg production, the investigators decided to exelude January 1
chickens from h,. Though a case can be made for attributing some
weight to the January 1 inventory, in our opinion the omission of chiek-
ens from £, seemed to involve as little error as the use of small but in-
aceurate weights, For turkeys, the total number on farms January 1
was available from the year 1929 on. A breakdown of January 1 num-
bers by sex was available from 1937 on. In view of the incomplete data
and the difficulty of assigning weights of the beginning inventory,
turkeys were also excluded from k; . For categories of animals that were
included in k, the following procedures were used.

CoNsTRUCTION oF INDEX oF LivesTock oN Hanp

1. Cattle and calves on farms January 1 are divided into animals for
milk production and those not for milk preduction. In the for-milk-
production category, the classification is cows and heifers 2 years old
and over, heifers 1 to 2 years old, and heifer calves.

(g) Cows and heifers 2 years and over for milk. Animals in this cate-
gory are possible milk producers and also may produce calves during
the year. Total milk production over the sample period was divided
by the total numbers of animals in this classification to obfain an aver-
age milk-production figure. This latter figure was weighted by the aver-
age farm price of milk over the sample period, to give an average poten-
tial milk-production estimate of $81.27.

The weight for potential calf production was calculated in the fol-
lowing manner. Total calves saved (births minus deaths) was divided
by the total cows and heifers 1 to 2 years old and over in the for-milk
category, plus total cows in the not-for-milk category, plus 0.6 times
heifers 1 to 2 years in the not-for-milk category, to yield a net birth
rate X; . The figure 0.6 was used, on the assumption that approximately
60 % of the heifers in the category concerned are bred, the remaining
40 9 being fattened. The net birth rate was 0.62, The net birth rate

8 fbid.
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times the total number of cows and heifers 1 to 2 years old and over for
milk leads to the total number of calves saved in dairy herds. The total
number of calves staughtered, divided by the total number of calves
saved in dairy herds, gives the average percentage (54 %, X2) of calves
sold for slaughter, if it is assumed that all slaughtered calves are from
dairy herds. The total value of calves slaughtered divided by the total
number of calves slaughtered results in an average value of a slaughtered
calf of $21.58 (X;). The average weight for a calf that is saved and
slaughtered during the year is then the product of Xy, X, , X; : namely,
$7.23. Some calves will not be slaughtered in a given period but will be
carried over into the next period. This potential contribution is computed
ag (1 — X,) times the liveweight of a heifer calf January 1 (295 b from
unpublished Bureau of Agricultural Economics data) times the average
farm price per pound for calves over the sample period, This yielded an
estimate of $14.40. The sum $81.27 + $7.23 + $14.40 = $102.90 is
the average potential contribution of an animal in the class la.

() Heifers 1 to 2 years for milk potentially possess all the producing
capacities of animals in la, but also may gain weight in moving from
1b 10 1a. The average gain in weight in so moving is 265 b (unpublished
BAT data), and so the value component due to gain in weight is 265
times the average farm price for cattle per pound over the sample period.
The estimate yielded was $23.45. The fotal average potential production
estimate was then $102.90 4 $23.45 = $126.35 for animals in 1b.

(e) Heifer calves potentially can gain weight in moving from lc to
1b. The gain in weight in so moving is 280 b (unpublished BAE data),
and 280 times the average farm price of cattle per pound over the sample
period was the appropriate weight ($24.78) for animals in class le.

{d) Cows and heifers 2 years old and over not for milk. Animals in
this category may produce ealves, and, in line with the assumption that
all slaughtered calves are from dairy herds, calves from the class 1d
will be carried over into the next period. The average weight of a calf
in this class on January 1 is 305 Ib (unpublished BAE data}, so that the
estimated value component was given by X; X 305 X average farm
price of calves per pound = $20.06.

{e) Heifers 1 to 2 years not for milk. In le, it was assumed that only
0.6 of this class were bred, so that the potential production of a calf
carried over was (0.6)(20.06) = $12.04. A contribution to production
may also be made by the gain in weight in moving from le to 1d. This
gain in weight was estimated as 265 Ib (unpublished BAE data), so
that the average potential production in this class was $12.04 + $23.45
= $35.49.

(f) Calves not for milk. Potential production in this class consists of
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a gain in weight. Animals in this category include heifer and bull calves,
with the latter tending to show larger weight gains than the former.
It was estimated that an average gain in weight would be 335 b, and
the potential production estimate was then 335 X average farm price
of cattle = $20.65.

(g) Steers. Allowance was made for a gain in weight only of 225 Ib.
The average weight of a steer January 1 was taken as 795 Ib (unpublished
data from BAE), and the average slaughter weight was estimated as
1020 lb. The estimate of potential production was 225 X average farm
price of cattle = $19.91.

{(h) Bulls. The average potential production of a bull is a possible
welght gain, and the estimate was arbitrarily taken as 109, that of cows
2 years and over not for milk; namely, $2.01.

2. Hogs on farms January 1 are classified as under 6 months old; sows
and gilts 6 months and over and others 6 months and over. Following
Jennings, pigs under 6 months were treated as fall pigs, pigs over 6
months as spring pigs.? Potential production of pigs under 6 months
consists in the value of farrowing plus any gain in weight, since gilts
that are capable of farrowing during the coming year are included in
the under-G-months category. Sows and gilts 6 months and over may
farrow and also gain weight. Pigs over 6 months are potential weight
gainers only.

(a) Fall pigs. The average gain in weight during the year of a fall
pig was given as 140 lb by Jennings.!® 140 X average farm price of
hogs per pound during the sample period = $14.53 was the component
of the pofential production estimate due to the gain in weight. It was
assumed that one half of the total fall pigs saved were farrowed by
gilts under 6 months on January 1. T'o ¢btain a fall birth rate from new
sows, 0.5 times fall pigs saved was divided by fall pigs on hand January
1 (X,). It was estimated that deaths subsequent to the pigs-saved
enumeration were approximately 109; of all pigs saved. The average
weight of a fall pig on January 1 was given by Jennings as 90 1b. The
component due to gilts under 6 months on hand January 1 which sub-
sequently farrow was 0.9 X X; X 90 X average farm price of hogs per
pound = $4.71. The tofal average potential production of fall pigs
was then $4.71 + $14.53 = $19.24.

(b) Spring pigs. The average gain in weight of a spring pig from the

® R. D. Jennings, Units of Livestock Production. A Measure of Grain Consump-
tion at the National Level, F. M. 63, Bureau of Agricultural Economics, U, 8.
Department of Agriculture, Washington, D, C., 1943,

1 The weights used throughout this section on hogs were suggested by the
weights in Table 4 of R. D. Jennings, thid.
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previous crop was assumed to be 50 1b during a given calendar year,
as indicated by Jennings. The estimated average production potential
was then 50 X average farm price of hogs per pound = $5.19.

(¢) Sows and gilts. Animals in this class may produce a spring litter
and a fall litter, both of which will show a subsequent weight gain, as
well as a gain in weight during the year by animals in this class on hand
January 1. This latter weight gain was assumed to be 60 lb, so that
this component of the estimated potential production was 60 X average
farm price of hogs per pound = $6.23. A spring birth rate was calculated
by dividing the total spring pigs saved by the total number of sows and
gilts on hand January 1. This was 5.3 (X;). Deaths subgequent to the
pigs-saved enumeration were again assumed at the rate of 109 of pigs
saved. The average weight of a spring pig on hand January 1 was given
as 190 Ib by Jennings, so that the component due to a spring litter was
09 X X) X 190 X average farm price of hogs per pound = $34.07.

A fall birth rate for animals in 2¢ was computed by assuming that 0.5
times total fall pigs saved were farrowed from sows and gilts in this
category and by dividing 0.5 times the total fall pigs saved by the total
number of sows and gilts on hand January 1. This birth rate was 1.54 (X,).
Since the average weight of a fall pig on hand January 1 was given by
Jennings as 90 Ib, the component due to a fall litter was 0.9 X X, X 90
times average farm price of hogs per pound = $12.95, The total av-
erage production potential estimate for animals in this category was
$6.23 + $94.07 4 $12.95 = $113.25.

3. Sheep and lambs on farms January 1 are given by the following
classes: sheep on feed and stock sheep, the latter category including
ewe and ram lambs, ewes 1 year and over, rams and wethers. The latter
are predominantly wool producers, and, since wool did not enter I;,
wethers were excluded from h,. Similarly, no weight was given for
sheared wool production by other sheep and lambs.

(@) Sheep and lambs on feed are potential weight gainers. The average
weight gain as indicated from unpublished data from the BAE was
12 Ib, 80 that the average potential production estimate in this class
was 12 X average farm price of lambs over the sample period = $1.31.

(6) Ewe and ram lambs. Ewes in the class were taken to be too young
for breeding (Morrison'}, so that this class exhibits a gain in weight
only. The gain in weight in moving from 3b to 3¢ was given as 40 Ib
(unpublished BAF. data) so that the average potential production esti-
mate was 40 X average farm price of sheep per pound over the sample
period = $2.30,

(¢) Ewes one year and over may produce a lamb bui probably show

u F. B. Morrigon, op. cit., pp. T78-779.
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little gain in weight. Total lambs saved divided by the total ewes 1 year
and over gave a lambing rate of 0.85 (X;). Deaths subsequent to wean-
ing were approximately 10 % of lambs saved. The average weight of a
larb on January 1 was assumed to be 75 lb, so that the average potential
estimate was 0.9 X X; X 75 times average farm price of lamb per
pound = $6.25.

(d) Rams. The estimate used for rams was arbitrarily assumed to
be 109 that for ewes 1 year and over. The estimate used was $0.63.

Animals in the various classes were weighted by the relevant com-
puted weights, and summation over the various elements in 1, 2, 3
yielded k. in dollars.

MEeasyrEMENT oF FEEp Fep To LivEsToCk

f: represents the pounds of total digestible nutrients contained in
feeds fed to livestock. No single measure of the feeding value of different
feeds is acceptable under all circumstances, Total digestible nutrients
iz the common denominator most often used. The use of total digestible
nutrients in forming an aggregate of feed fed may be most useful in
combining feed grains or the various types of hay. Jennings considers
that the use of total digestible nutrients as a basis for combining all
feeds may tend to undervalue the protein content of some of the high-
protein feeds, since protein exercises a strategic role in the feed ration,
being essential for reproduction and growth.}? In Chapter V an experi-
ment was attempted in which the amouni of fotal digestible nutrients
was broken down into total digestible protein and other digestible nu-
trients. In such an experiment, explicit recognition was given to the
protein in the diet. The results reported in Chapters IV and V, together
with a comparison of the sources of nutrients in Table XII, p. 87, lead
the investigators to settle on total digestible nutrients as the measure
of relative feeding values in most of the relations. One further conse-
quence of using total digestible nutrients is that, from the production
relation, the productivity of a pound of fotal digestible nutrients could
be computed, and, from this, the productivity of individual components
Of ft B

Sourees of data and adjustments applied to obtain quanfities con-
sumed of the 47 different feeds that entered our aggregate are presented
below. The feeds are listed in Table II, p. 51.1

12 R. D. Jennings, Feed Consumption by Livestock, 1910-41. Relations between
Teed, Livestoek, and Feod at the National Level, Circular 670, UU. 8. Depariment
of Agriculture, 1943.

13 Unless a different source is given all calendar-year data on {feed consumption
are from R. D. Jennings, Feed Consumption by Livestock 191041, op. cif. All
October year data on feed consumption by livestock are taken from R. D. Jen-



40 THE OBSERVATIONS
Feep Grains

Corn and oats consumption were available on a calendar-vear basis
for all livestock, excluding horses and mules, for the years 192041,
For the years 194247, figures were available on an October-year basis.
Calendar-year figures for the latter years were obtained from a moving
average of the October-year data. Consumption of corn for calendar year
1944, for example, was taken to be 0.75 times published consumption
for the year beginning October 1, 1943, plus 0.25 times consumption
for the year beginning October 1, 1944, The ratio 0.75:0.25 was indicated
by the pattern of quarterly consumption figures, where it appeared that
approximately 259% of total consumption of corn on an October-year
basis occurred in the October—December quarter. Observations for
1948 and 1249 for corn were obtained as follows. The ratio of calendar-
year consumption of corn by livestock, excluding horses and mules,
for 192641 to consumption by all livestock for the same years was ap-
plied to adjust downward the October-year observations for consump-
tion by all livestock for 1948 and 1949, and the moving average was
then applied. The corn consumption figures refer to consumption as
grain and include the grain in corn silage and corn hogged off. The ap-
proximate grain content of corn silage is given by Jennings as 12 9.1
For ocats, exactly the same procedure was followed to obtain calendar-
year observations for 1942-49 as was used for corn. Corn and oats seemed
to be the only feeds, apart from pasture and hay, for which an adjust-
ment due to the exclusion of horses and mules seemed practicable. This
may result in overestimation of other feed inputs in the earlier years of
the sample period.

Data on barley and sorghum grains separately and on wheat and rye
combined for the calendar years 192749 are from unpublished BAE
data. For the years 1920-26, observations on each of these three cate-
gories were secured as follows. Jennings’ calendar-year data included a
category “other grains,” which consisted of barley, wheat, and additional
graing fed. These calendar-year observations on ‘“‘other grains” for
1920-26 were partitioned between barley and sorghum grain separately
and wheat and rye combined. The proportionate weights given to each
of these three classes were taken from their ratios in consumption on an

nings, Consumption of feed by Livestock, 190947, op. cit. The series on by-product
feeds from this latter source were extended to 1949 from data published in The
Feed Situation, July 1951, U, 8. Department of Agriculture, Washington, D. C.
monthly,

" Feed Statistics, Statistical Bulletin 95, U. 8. Department of Agriculture,
Washington, D. C., 1950.

1 R. D. Jennings, Feed Congumption by Livestock, 191041, op. ¢il., p. 3.
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October-year basis for each of the years 1920-26. We extended the
process to obtain observations on wheat and rye combined for the ad-
ditional years 1927-34. Each of the observations on wheat and rye com--
bined for 1920-34 was now taken, and, for each of these years, the ratio
of wheat fed on farms where produced to rye fed on farms where pro-
duced'® for that year was employed to break the combined wheat and
rye category into separate observations for wheat and rye. After 1934,
wheat fed to livestock is reported separately.” To obtain rye separately,
these observations were subtracted from the unpublished BAE data on
wheat and rye combined.

Wheat mill-feeds consumption on an October-year basis was given
for the years 1926-47."™ The series was completed to 1949. To place these
data on a calendar-year basis, a moving average using the weights 0.75:
0.25 was employed. For wheat mill feeds, one would expect production
and consumption to move together to a great extent, and the quarterly
production figures indicated that approximately 25¢% of production
on an October-year basis took place in the October—December quarter.
Consumption in the years 1926-30 was approximately 104 ¢, of produc-
fion, both on an October-year basis. From unpublished BAE data on
calendar-year production, the calendar-year consumption for 1920-26
was estimated by taking 1049 of production. For rice mill feeds the
same pattern of consumption was assumed as for wheat mill feeds.
The same moving average was used on October-year data to obtain
calendar-year observations from 1927-49. From 1920-26, unpublished
BAE data on calendar-year production were assumed equal to calendar-
year consumption; stocks of rice mill feeds are undoubtedly small. The
other by-product feeds, which are listed as other grains in Table TI,
p. 51, include tentative estimates of hominy feed, oat mill feed, molasses,
and screenings, and were placed on a calendar-year basis by using a
moving average with weights of 0.75:0.25 on October-year data for the
vears 1927-49, the pattern for these feeds being assumed the same as
for wheat mill feeds. Before 1927 consumption was assumed constant
at 2000 tons per year.

Data for dried and molasses beet pulp for 1927-49 were treated with
a moving average with weights of 0.75:0.25 to convert an October-year

16 The data on wheat and rye fed on farms where produced are from Agricul-
tural Statistics, 1942-61, op. eil.

17 Feed Btatistics, Statistical Bulletin, 85, U. 8. Department of Agriculture,

Washington, D. C., 1949,
' 12 For most of the by-product feeds, quarterly or monthly production data are
given in Feed Statisties, Statistical Bulletin, 85,95, 0p. ¢il. Where quarterly produe-
tion figures are referred to, these two bulletins are the source, unless otherwise
specified.
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basis to a calendar-year basis. For the years 1928-32, October-year
consumption of pulp was approximately 0.027 times total production
of sugar heets.® October-year observations for 1920-26 were estimated,
using this conversion factor and data on production for these years.
The consumpftion of brewers’ dried grains was assumed zero before 1936.
For 1936-49, October-year data were placed on a calendar-year basis,
using & moving average with weights of 0.75:0.25, these weights again
being indicated by quarterly production figures. A moving average with
weights of 0.75:0.25 was used to convert October-year data on distillers’
dried grains to a calendar-year basis for the years 1936-49, Before 1936
unpublished BAE data on calendar-year production were taken equal
to consumption.

Most data®® on miscellaneous feeds fed on farms where produced were
on a crop-year basis and had to be converted to a calendar-year basis.
As was done previously, a system of moving averages was employed.
For rice the weights that were used were 0.70:0.80, which gives a heavier
welght to the period subsequent to harvest, when feeding is probably
somewhat heavier than in later periods. For soybeans and cowpeas,
feeding was assumed heaviest in the fall months, since the beans and
peas are probably of poorer guality than those marketed and do not
store easily, and the moving average weights were 0.40:0.60. For the
years 1920-24, when no observations were available for soybeans and
cowpeas, estimates were obtained as follows. The ratio of calendar-
year consutmption to acreage harvested for 1925-2% was used on acreage
harvested for 1920-24 to obtain estimated consumption for 1920-24.21
Peanuts fed on a crop-year basis were taken to be the same as on a
calendar-year basis on the grounds that the bulk of the peanuts fed are
fed in the period between harvest and the end of the year. Buckwheat
data on a crop-year basis were treated with a moving average with
weights of 0.75:0.25 to convert them to a calendar-year basis. Such
weights assume that consumption is approximately equal in each quarter,
For cottonseed, the data were lagged one year to place crop-year data
on a calendar-year basis.” Such a procedure was based on the assump-
tion that little feeding takes place between the harvesting of the crop
and the beginning of the following ealendar year. For 1924-49, ealendar-
year data on liquid whole milk fed to calves were available.® Consumption

13 A gricultural Statislics, 1842-51, op. cit.

2t Feed Statistics, Statistical Bulletins, 85, 95, op. cit.
. ® Data on acreage harvested for soybeans and cowpeas were from Agriculiural
Statistics, 1942-61, op. cil.

22 The Ootober-year data were completed with crop-year data from Agriculiurel
Statistics, 1942-51, op. eit.

% Feed Statistics, Statistical Bulletins, 85, 95, op. cit.
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in 1920-23 was assumed the same as in 1924, October-year data for
192749 for velvet beans were converted to a calendar year by a moving
average with weights of 0.40:0.60, on the grounds that feeding is heaviest,
in the fall quarter as with soybeans and cowpeas. For 1920-26, the ratio
of production (equals consumption) to acreage harvested for 1927-31
was used as for soybeans and eowpeas.

ProrEIN FEEDS

For the by-product feeds most of the data were on an October-year
basis. A moving average was used to convert an October year to a cal-
endar year. For soybean cake and meal, linseed cake and meal, and
copra cake and meal from 1927 to 1949 the weights used were 0.70:0.30,
on the basis that protein feeds are fed heaviest in the fall and winter
quarters, and from unpublished BAE data on quarterly consumption
of cottonseed cake and meal, which was assumed indicative of the
pattern of feeding for most of the oil cakes and meals. Unpublished BAE
data on the quarterly consumption of cottonseed cake and meal indicated
that, for the years 192642 the percentage distribution of total consump-
tion for these years was October—December 41 %, January—March 28 o,
April-June 14 %, July-September 17 %. For cottonseed cake and meal,
data indicated that the October-December quarter was the quarter of
heaviest production. For soybean cake and meal, linseed cake and meal,
and copra cake and meal, quarterly production data indicated a more
even distribution of production throughout the year, In view of this
more even distribution, consumption in the October—December quarter
was not weighted so heavily as the quarterly consumption data on cot-
ton seed cake and meal would indicate. For years prior to 1927, in which
no observations were available, estimates were made as follows.

Considerable import and export takes place in the oil cake and meals.
For four years of the sample period, a comparison was made between
net exports and quantity fed for some of the by-products feeds for which
data were available. Net exports of dried grains, cottonseed cake and
meal, soybean cake and meal, linseed cake and meal, peanut cake and
meal, tankage, fish meal and soybeans were compared with total con-
sumption of the by-product feeds for the years 1922, 1927, 1936, and
1944, The comparison was made in terms of TDN for net exports and
consumption. For 1922, net exports were approximately 9% of con-
sumption; for 1927, 11 %; for 1936, 1 %; and for 1944, 1 9. For soybean
cake and meal, in the early years of the sample period imports pre-
dominated over exports. For 1923-26, consumption was assumed equal

% Dats on calendar-year imports and exports of by-product feeds are available
in The Feed Situation, June 1945, U. S. Department of Agriculture, Washingion,
D.C.
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to calendar-year production plus 0.9 times imports. For 1922, consump-
tion in the calendar year 1922 was assumed equal to production (year
beginning October 1, 1922) plus 0.9 times imports. Observations for 1920
and 1921 were assumed equal to that of 1922, For linseed cake and meal,
exports tended to outweigh imports, but data were available on both
from 1922, and on exports from 1920, Consumption for the years 192226
was assumed equal to production less net exports, the production data
being completed with unpublished BAE data.?® For 1920 and 1921,
consumption was assumed equal to production minus 0.9 times exports.
For copra cake and meal, for the years 1920-26 consumption was esti-
mated as production plus net cxports. For peanut cake and meal, the
moving average employed in October-yvear consumption data had weights
of 0.60:0.40 for the years 1926-49. These weights differ from those used
on the oilseed cakes and meals considered up to this point. Peanut cake
and meal are fed predominantly in the southern parts of the United
States, and the weights used assume that the quarterly feeding pattern
was the same as that exhibited by cottonseed cake and meal. Before
1927 calendar-year consumption of peanut cake and meal was assumed
equal to calendar-year production.

The principal animal protein feeds are tankage and meat scraps, fish
meal, and dried-milk products. For 1936-49, October-year data were
available. The weights in the moving average to convert data for tank-
age and meat scraps and fish meal to a calendar-year basis were 0.70:
0.30. For tankage and meat scraps for 1921-30, calendar-year consump-
tion was assumed equal to calendar-year production plus average im-
ports of 22,500 tons for each year. The average import figure was for
the years 1931-35, when data on imports were first reported. For 1931,
consumption was estimated as equal to production plus imports, Jan-
vary—September 1931, plus 0.25 times imports for the year beginning
October 1931. For 1932-35, consumption was assumed equal to pro-
duction plus imports. The latter were for an October year and were
placed on a calendar-year basis by employing a moving average with
weights of 0.75:0.25.2¢ An estimate for 1920 was obtained by computing
the fraction that consumption of tankage and meat seraps for 1921
was of total animal slaughter for 1921, and using this same fraction of
total animal slaughter for 1920. For fish meal, consumption in the years
1931-35 was assumed equal to calendar-year production plus net cal-

% For linseed cake and mesl, copra cake and meal, peanut eake and meal,
tankage and meat seraps, the production data in Feed Statistics, Statistical Bulle-
tin, 86, 95, op. cil., were supplemented by unpublished BAE data.

2 October-year data on import and export of by-product feeds are available
in Feed Statistics, Statistical Bulletins, 85, 95, op. cit,
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endar-year imports. In the years 1921-30, consumption was taken as
equal to production plus average net imports 1931-35. The observation
for 1920 was assumed equal to that for 1921,

For the years 1936—49, October-year data on dried-milk products were
converted to a calendar-year basis by employing a moving average with
weights of 0.80:0.20. Heavier weights were given to the preceding
October year for dried-milk products than for the other animal-protein
feeds, on the grounds that dried-milk products are, to some extent, fed
to young animals, and quarterly produciion daia indicated that the
production of dried-milk products was heaviest in the months of April,
May, and June. This would seem to imply a somewhat heavier weight
to spring feeding. For 1920-35, average consumption for the years
1935-39 was utilized for each year. October-year data on skim-milk
consumption were for the years 1927-49. The moving average em-
ployed had weights of 0.60:0.40 to convert these data to a calendar-year
basis. Before 1927, consumption was estimated by using the ratio of
skim milk fed to livestock to milk production for the years 1927-31 on
production data for the earlier years.

For cottonseed cake and meal, amounis fed to livestock on a calendar-
vear basis for the years 1927-49 were from unpublished BAE data.
Before 1927, data were available on an August 1 year, and, for these
data, consumption was taken as supply for domestic consumption,
minus ending inventory, minus amounts used for fertilizer.® The August
1 year was converted to a calendar year, using unpublished estimates
from the BAE on quarterly consumption as follows. €, equals eonsump-
tion for January—March plus April-June plug 0.3 {imes July—September
for the years 1927-31. (% equals 0.7 July-September eonsumption plus
Oectober-December consumption. r equals C1/Cy + Cy, 2 equals Cu/Cy
4 C:. The August 1 year was converted to a calendar year by use of a
moving average with weights r,:r; for each year for 1920-26. For gluten
feed and meal, October-year data on production were available for the
entire sample period. Production was assumed equal to consumption,
and the October-year data were converted to a calendar-year basis by
employing a moving average of (.75:0.25, the weights being indicated
by quarterly production figures. Alfalfa meal is mainly fed in the late
fall and winter months as a substitute for pasture and range, and the
weights employed in the moving average to convert October-year data
for the years 192849 were 0.60:0.40. Before 1928, consumption for
each year was assumed as the average consumption for 1928-32.

7 Quantities of cottonseed cake and meal used for fertilizer are from Feed
Btatistice, Supplement to the February 1940 issue of The Feed Situation, U. 8.
Department of Agriculture, Waghington, D, C.
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RoucHAGE

The total quantity of hay fed to livestock, excluding horses and mules
and livestock not on farms, for the years 1920-44 was on a calendar-year
basis. For the years 1945-47, consumption was on a May 1 year.®
Observations for 194849 were obtained by deducting an assumed 18,000
tons for horses and mules and 1750 tons for livestock not on farms from
consumption by all livestock. To convert a May 1 year to a calendar
year, a moving average with weights of 0.65:0.35 was employed for
the years 1945-49. The weights used were to some extent arbitrary,
gince no information was available on guarterly or monthly feeding rates
of hay. However, it was assumed that little hay would be fed during
the grazing period and that hay would be heavily fed during the winter
months. An assumed constant monthly feeding rate would imply weights
of 0.33 and 0.67; so the weights actually used gave considerable emphasis
to the quantities of hay fed in the early part of the calendar year. To
obtain consumption of individual types of hay, the total consumption
of hay was divided amongst individual hays, using the percentage
contribution that each hay makes to total hay production.®® This pro-
cedure applies to the individual hays, beginning with clover and timothy
hay and ending with cowpea hay in the list given in Table II on p. 52.

For sorghum, forage data were available for the years 192949, the
production series being used as consumption.®® Although the data given
were on an October-year basis, it was assumed that most of the sorghum
forage is fed off before the advent of winter with little feeding after
December. On these grounds, October-year data were used as calendar-
year data. For the years 1920-28, consumption was estimated by em-
ploying the ratio of sorghum-forage production to the produetion of
all sorghums for grain, for the years 1929-33, on data on sorghum-grain
production for these earlier years.® For sorghum silage, consumption
was again taken as equal to production. The series were for 192049
on an October-year basis. This series was first completed back to 1919,
by employing the ratio of sorghum-silage production to the production
of all sorghums for grain, and proceeding as for sorghum forage. To place
the October-year series on a calendar-year basis, a moving average was

% The obgervations for 194547 were from R, D. Jennings, Consumption of
Feed by Livestock, 190847, op. cit. This series is the same a3 the disappearance
data on & May 1 year reported in Feed Statistics, Statistical Bulletins, 85, 95,
op. eit.

2? The production of types of hay is reported in Feed Statistics, Staftstical
Bulletins, 85, 96, op. cil.

30 The October-year data for sorghum forage, sorghum silage, and wet beet
pulp were completed with data from Agricultural Statistics, 1948-1951, op. cil.

31 Feed Statisties, Statistical Bulletin, 85, op, cit.
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used with weights of 0.70:0.30, which imply a heavier rate of feeding in
the October—December quarter. For wet beet pulp (production equals
consumption), October-year data were available for 193049 and were
weighted by a moving average with weights of 0.50:0.50. The October-
year series was first completed back to 1919 by using the ratio of wet
beet-pulp production to total sugar-beet production for the years
1929-34. To obtain corn-silage consumption on a calendar-year basis,
the procedure was that used by Jennings in obtaining calendar-year
data for 1910-41. Namely, 40 % of production was fed in the year pro-
duced, and 60 in the following year. This series included the grain
in silage, and, to obtain the consumption of silage as roughage, an
average grain content of 12 % was deducted. Corn hogged off as rough-
age was obtained by multiplying acreage hogged off by the yield of corn
silage per acre by 0.88.% It was assumed that most of the corn is hogged
off before the end of December. Data on peanuts hogged off were avail-
able for the years 1937-49.2 The ratio of total acreage hogged off in
the southeast area to total consumption in the United States for 1937—49
was applied to data on acreage hogged off in the southeast area, to
yield estimates for 1920-36.%

For pasture two pieces of information were used. QOctober-year data
on pasture consumption in feed units®® by all livestock, excluding horses
and mules, were available up to 1949. These data were based on average
consumption by the various types of livestock and were adjusted by
the index of pasture condition.?® Clough® had constructed an index of
pasture and range consumption based on acreage and condition, but
not taking into account animal numbers. Jennings’ date on pasture
consumption allowed for animal numbers and availability, the latter
being indicated by the condition index. Clough’s data took into account
the acreage of pasture and the condition index. We were inclined to
combine both these sets of data, on the grounds that pasture consump-

# The acreage and yield figures are from Agrieultural Statistics, 1942-51, op. cil.

3 Farm Production, Farm Disposition and Value of Principal Crops, 193749,
U. 8. Department of Agriculture, Washington, D, C.

# Peanuts in Southern Agriculture, F, M. 65, U. 8. Department of Agriculture,
Washington, D, (., 1047,

% The feed unit employed by Jennings takes corn as the base: One pound of
corn is one feed unit, and the nutritive value of other feeds is then expressed as
equivalent to 80 many feed units. For a more detailed dizcuasion, see R. D. Jen-
nings, Consumption of Feed by Livestock 190947, op. cit., p. 54, footnote 1,

# The index of pasture and range condition is from Feed Statistics, Statistical
Bulletins, 85, 95, op. cil.

¥ Maleolm Clough, Feed Production in the United States: Index Numbers,
190943, unpublished manuseript, U. 8. Department of Agriculture, Washington,
D. C. .
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tion by livestock is affected by animal numbers, total acreage of pasture,
and condition. The first problem that arose was to convert feed units
into physical measure. The net energy® of pasture grasses and clovers
in comparison with corn (the base of the feed unit standard) indicated
a conversion factor of 0.165; that is, if a pound of corn is one feed unit,
then one pound of pasturc is 0.165 feed unit. Each observation was
divided by 0.165 to convert feed units to physical measure, that is,
tons of pasture. On the assumption that little pasture and range are
fed after October 1, the observation for a year beginning October was
taken as an observation for the subsequent calendar year.

The data from Clough were recalculated, using additional data.?®
The difference between our procedure and that of Clough was that the
latter computed an index of plowable pasture equivalent in acres, using
conversion factors to change woodland pasture and pasture other than
plowable (excluding pasture not in farms) to plowable pasture equiva-
lent. We also computed plowable pasture equivalent and used the same
conversion factor on woodland pasture, but we included pasture not in
farms and changed the conversion factor from 0.25 to 0.1, the smaller
conversion factor allowing for the poorer-quality pasture in the category
pasture not in farms, A further difference was that Clough used an aver-
age value in acres for woodland pasture and pasture other than plowable,
whereas we obtained observations on each of the three categories of
pasture, using a linear interpolation for the intercensus years. The
interpolation was performed in the following manner. For two successive
census years, total pasture acreage plus cropland harvested was ob-
tained.®® A linear interpolation yielded observations on this combined
acreage for intercensus years. Similar interpolations yielded acreages
of woodland pasture and other than plowable pasture. Subtraction of
these latter two acreages plus cropland harvested for that year resulted
in an estimate of plowable pasture for the given year. To allow for the
pasture-range condition on consumption, average pasture condition
was given a weight of 0.66, and average range condition a weight of 0.34,

# The net energy values for corn and pasture are taken from R. D. Jennings,
Consumption of Feed by Livestock 190947, op. ¢it., p. 52. Net encrgy refers to the
worth of a feed as a source of energy for productive purposes when the feed is used
properly in a well-balanced ration. Since no feed unit value was available for
pasture, the procedure given above was adopted.

# Total pasture in the United States consists of plowable pasture, woedland
pasture, pasture other than plowable, and pasture not in farms, the first three
categories being pasture in farms ,and the last category being idlc grassiand and
woodland and brushland. Bee Land Utilization in the Uniled States, U. 8. Depart.-
ment of Agriculture, Washington, D. C., 1947.

40 These acreage data are from Agricultural Statistics, 1842-§1, op. cit. and Land
Utilization in the Untied Siates, op. cit.
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The weights are based on estimated amounts of feeding coming from
pasture and range, respectively.®* The condition figure arrived at times
plowable pasture equivalent resulted in a production-condition figure
in acres.

To convert acreage to pasture in tons, an average “yield” was com-
puted from total (192049) pasture consumption in tons from Jennings
and total (192049} production—condition in acres from Clough. For
each year, the production-condition figure in acres was multiplied by
the average “yield,” to form production—condition estimates in tons,
The production—condition estimates in tons will tend to overestimate
pasture consumption in the early years and underestimate consumption
in later years because of a component due to horses and mules having
to be excluded. October-year data on pasture in physical tons fed to
horses and mules were obtained for 1920-49.% For each year the devia-
tion of pasture fed to horses and mules in physical tons from the mean
of the series was obtained, and this deviation was added to the produc-
tion—condition estimates in tons. As would be expected, these deviations
are negative in early years and positive in later years of the sample.
Finally, our estimaie of pasture consumption in tons was obtained by
giving a weight of 0.7 to the estimates based on Jennings and a weight
of 0.3 to the estimates based on Clough. The weights used were some-
what arbitrary, but it was believed by the investigators that animal
numbers were more important in determining pasture consumption,
80 that a heavier weight was given to data based on animal numbers.

ConNsTRUCTION OF FEED AGGREGATES

To actually obtain f,, the average total digestible nutrients (TDN)
content of the feed considered was necessary. Average composition
figures for the feeds considered were obtained.®® To allow for the differ-

4 Maleolm Clough, op. cit.

4 The available October-year data for horses and mules were completed by a
personal communication from R. D, Jennings to the authors. _

43 Average composition figures of most of the feeds listed in Table I for Poultry
and livestock other than poultry are available in R. D. Jennings, Consumption of
Feed by Livestock, 190947, op. ¢it. p. 52. However, for the wheat millfeeds, we
have used Jennings figures on wheat bran and middlings and have weighted these
composition figures by the percentages of bran and middlings in by-products from
the milling operation. These percentages are 41% bran and 599 middlings. See
F. B. Morrison, op. ¢il., p. 342. For the rice mill feeds, those by-products from the
milling operation which are available as feed consist of 629, bran, 23%, peligh, and
159%, brewers’ rice. See F', B. Morrigon, op. cif., p. 354-355. An average composition
figure for rice mill feeds was obtained, using these weights and the eomposition
figures for the three components in F. B. Morrison, op. cit., p. 988. For rice, buck-
wheat, peanuts, and peanuts hogged off, the composition figures are from F. B.
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ence in availability between poultry and livestock other than poultry
for some feeds the published values were weighted. For corn, oats, wheat
and rye, soybean cake and meal, peanut cake and meal, copra cake and
meal, tankage and meat scraps, fish meal, dried-milk products, gluten
feed and meal, brewers’ dried grains, and distillers’ dried grains, the
percentages of these feeds going to poultry and other livestock were
used as weights.#% Where less than 109 of a feed went to poultry, the
composition figures used were those for livestock other than pouliry.
The average composition figures actually employed in this study are
shown in Table IT. ‘

In Chapter V, one version of the production relation that was fitted
involved a disaggregation of f. . One of the important changes that has
occurred in livestock feeding practices since the early years of the sample
in this study is the increased feeding of protein concentrates. An attempt
was made to estimate the separate effects of protein and other nutrients
in the ration. For this purpose, the total digestible protein content (TDP)
of the feeds was obtained, using the composition figures in Table II.
The total pounds of other digestible nutrients (ODN) in feeds fed to
livestock was obtained by subtracting the total TDP figure from f,
which was measured in pounds TDN. The total pounds of digestible
protein and the total pounds of other digestible nutrienis contained in
feeds fed to livestock are reported as y, and yi , respectively, in Table
1V, p. 62. '

As was mentioned in Chapter 11, f; was also disaggregated into three
components, feed grains, protein concentrates, and roughage. Table IT
contains a list of the feeds included in 7, and their classification into the
three types of feed. Roughages were classified mainly on physical prop-
erties and origin. In the other two classes, the investigators could have
differentiated feed grains and protein feeds on the basis of origin, that
is, farm-produced or produced as the result of some processing activity.

Morrigon, op. cit., pp. 976-986. The reader will note thai TDN figures for peanuts
exceed 100, This is possible for peanuts since TDN include fat, which is multiplied
by 2.25, since the energy value for animals is approximately 2.25 {imes that of
protein or carbohydrate. See F. B. Morrison, op. cit., p. 42.

For the other grains category in Table II, since these contained oat mill feed
and hominy, principally the latter, Jennings’ figure on hominy feed was adjusted
downward to allow for the poorer quality feedstufis. The wild hay composition
figure is from R, D. Jennings, Feed Consumption by Livestock, 191041, op. cit.,
p. 12. For the category other hay, since this contains wild hay, grains, cut green,
and sweetclover hay, the composition figures in Table II were somewhat arbi-
trarily chogen, using the composition figures for these three categories as guides.

# These percentages were taken from R. D. Jennings, Congumption of Feed
by Livestock, 190947, op. cit., pp. 20-23.
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. Tanug 11
COMPOSITION PER 100 LB OF COMMON FEEDS FOR ALL
LIVESTOCK, INCLUDING POULTRY
TDP
Feed ODN | TDP | TDN ODR
Feed Graing
Corn. . ... 72.1 6.8 78.9 0.094
Wheat............ ... ........... 63.8 12.0 76.8 0.188
Bye. ... o - 56.9 9.5 66.4 0.167
Barley........................... 68.3 9.9 78.2 0.145
Oats................ e 59.6 8.9 68.5 0.149
Sorghum grains. . ....... ... ... ... 72.3 8.4 80.7 0.116
Othergrains. ... ......... ... ...... 55.0 5.0 60.0 0.091
Rice............................. 62.9 6.2 69.1 0.099
Buckwheat....................... 68.0 9.7 77.7 0.143
Wheat mill feeds............... ... 62.6 14.0 76.6 0.224
Ricemill feeds............... .. .. 65.2 8.4 73.6 0.129
Dried and molasses beet pulp.... ... 63.5 4.3 67.8 0.068
Cowpens......................... 56.8 19.2 76.0 0.337
Peanuts.......................... 112.8 27.1 139.9 0.239
Cottonseed... ................. ... 3.7 17.1 90.8 0.232
Velvet beans. .. ............... ... 62.7 19.0 81.7 0.303
Copra cake and meal. .. ..., .. .. .. 57.0 16.1 73.1 0.282
Liquid whole milke............ ... .. 12.9 3.3 16.2 0.256
Protein Feeds
Soybeans. ..................... .. 53.9 33.7 87.6 0.625
Skimmilk, .................... .. 49.5 31.2 80.7 0.630
Cottonseed cake and meal..... .. .| 37.2 32.6 69.8 0.876
Soybean cake and meal. ... ... .. .. 40.6 35.7 76.3 0.879
Linseed cake and meal. ... ... . ... 47.7 29.3 77.0 0.614
Peanut cake and meal . . . ... .. .. 47.6 30.6 78.2 0.748
Tankage and meat scraps. ... ..., .. 32.8 30.6 63.4 0.933
Fishmeal. ....................... 20.1 51.9 72.0 2.582
Dried-miik products {as for skim
milk). . ... 49.6 27.9 77.5 0.563
Gluten feed and meal. ... .. ... . .. 53.2 24.0 77.2 0.451
Brewers’ dried grains. ... ...... ... 44.8 19.6 64.4 0.438
Distillers’ dried-grains. . ........... 56.2 22.0 78.2 0.391
Alfalfameal............... ... ... 32.1 12.2 44.3 0.380
Roughages
Pasture........................ .. 12.6 2.9 15.5 0.230
Wildhay. ....................... 35.0 1.6 36.6 0.046
Comsilage....................... 14.9 1.1 16.0 0.074
Corn hogged off (as for corn silage). .| 14.9 1.1 16.0 0.074
Sorghum forage (as for kafir foddery.| 45.6 4.0 49.6 0.088
Sorghum silage. . .. .. . ......... ... 15.9 1.1 17.0 0.069
Wetbeetpulp. . ... ............. 8.0 .8 8.8 0.100
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TasLe II—Continued

Thp
Feed ODN TDP | TDN ODN
| —

Clover and timothy hay... ... ... 46.4 4.8 51.2 0.103

Iespedeza hay.................... 41.1 6.4 47.5 0.156

Peanut hay.............. ... .... 45,3 6.6 51.9 0.146
Girains cut green (as for corn silage

withears)...................... 18.7 1.3 20,0 0.070

Otherhay........................ 42.0 8.0 50.0 0.190

Peanuts hogged off .. ... ... .. .. 83.3 20.2 | 103.5 0.242

Affalfahay.. . ... ... ... . ... 30.8 1 10.5 50.3 0.264

Soybean hay. ... .................. 39.4 9.6 49.0 0.244

Cowpea hay...................... 39.1 12.3 5l.4 0.315

Alternatively, feed grains and protein concentrates could have heen
classified on the basis of chemical composition. On the demand side,
chemical composition would probably have resulted in an aggregate
that was more homogenous from the viewpoint of rations fed to live-
stock. On the supply side, origin would probably have resuited in an
aggregate that was more meaningful. Since in the model 2.19-2.26 the
demand relations for feeds have been more completely specified than
the corresponding supply relations, it was decided to differentiate the
feed grains and the protein feeds on the basis of chemical composition.
For this purpose the ratio of total digestible protein to other digestible
nutrients was obtained for each feed, not classified previously as a rough-
age. For feeds classified as protein concentrates, the ratio of TDP to
ODN was 0.380 for alfalfa meal and 2.582 for fish meal These figures
were the minimum and maximum, respectively, of the ratios computed
for protein feeds. In the group of feeds classified as “feed graing,” the
minimum value was 0.068 for dried and molasses beet pulp, and the
maximum value was 0.337 for cowpeas.

a; is the number of pounds of TDN in feed grains fed to livestock.
These feeds classified as feed grains were weighted by the average TDN
content given in Table II.

b, is the number of pounds of TDN in protein conecentrates fed to
livestock during the year. These feeds classified as protein concentrates
were weighted by the average TDN content given in Table II.

¢; is the number of pounds of TDN in roughages fed to livestock.
For pasture, since the total quantity of pasture fed was based on plow-
able pasturc cquivalent, the composition figures used were those given
for pasture grasses and clovers in fertile pastures.
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PRICE OF YEEDS

d. is an index of the price of feed grains expressed as dollars per thou-
sand pounds of TDN, Since the unit of measure employed for the feeds
is total digestible nutrients, it is appropriate to express the price variables
in the model 2.19-2.26 in terms of this unit of measure. An estimated
value for each year of all feeds in this category was divided by e, to
yield d, . The estimated value was obtained from the number of physical
tons fed and average prices received by farmers, or average wholesale
prices for obvious by-product feeds. Since the calendar year was the basic
time unit employed, calendar-year prices rather than season average
prices were used in forming estimated value of feeds fed, except where
only a season average price was available. For corn, wheat, rye, barley,
oats, buckwheat, rice, and cottonseed, the calendar-year average price
was obtained for the years 1920-37, except for rice when an observation
was available for 1938 also.*® For later years a calendar-year average
price was obtained by weighting monthly prices by the percentages of
each crop sold in the various months.*® The exceptions were cottonseed,
rice, and buckwheat, where a simple average of monthly prices was
used, since the percentage distribution of sales by months was not
available.¥ For sorghum graing, the prices used for 1920-32 were for
December 1, whereas for 1933-49 weighted monthly prices were uti-
lized.®® The other grains category included hominy feed, and the price
used for other grains was the average wholesale price per ton at Chicago
for hominy feed. The wheat mill feeds included bran and middlings,
and their relative percentages from the milling operation are given as 41
and 599 of the by-products.®® These were the weights used to obtain a
weighted average price of wheat mill feeds from the average wholesale
prices per ton, Chicago, of bran and middlings. For the rice mill feeds,
it was assumed that the relevant price was 0.96 times the wheat mill
feeds price; the estimate being based on the relative TDN figures for
the two mill feeds.

For dried and molasses beet pulp for 1930-49, the price used was a

45 Tneome Parity for Agriculture, Part I—Farm Income, 8ec. 1, 5, 7, 9, 10, 15.
U. 8. Department of Agriculture, Washington, D. C., 1938-41.

4 Data on monthly prices and percentages of each crop sold in the various
months are from Feed Statistics, Siatistical Bulletins, 85, 95, op. ¢it. Unless other-
wise stated, all monthly price data are from these two sources,

11 For early vears in the sample, the source was Yearbook of Agriculiure, 1920-
1932, U. 8. Department of Agriculture, Washington, D. C. For the subsequent five
years the source was Crops and Markets, Vol. 28, U. 8. Department of Agriculture,
Washington, D. C,, 1951.

48 The December 1 prices are from Agricultural Stalistics, 1942-61, op. cit.

2 F, B. Morrison, op. ¢it., p. 342,
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simple average of monthly prices for molasses beet pulp, San Francisco.
For earlier years, the price was estimated as 0.9 times the corn price,
the conversion factor being suggested by the relative TDN figures for
pulp and corn. For liquid whole milk, the price per hundred weight re-
ceived by farmers for milk was used. To allow this full price for milk
fed would seem to have overestimated a price for milk fed, so that an
arbitrary factor of 0.8 was used on the price data. For velvet beans, the
December 1 price was used for the years 1924-49.5¢ For earlier years
0.6 times the price of cottonseed was the estimate. A comparison of the
relative TDN contents of velvet beans and cowpeas had suggested a
conversion factor which appeared to overestimate the price of velvet
beans. This overestimation was suggested by a comparison of the cal-
eulated price, using the conversion factor and published data on prices
of both cowpeas and velvet beans. The factor of 0.6 was suggested by a
comparison of the prices of cottonseed and velvet beans for years where
both these series were available. For copra cake and meal for 1933-49,
& simple average of monthly prices, Los Angeles, was used. For earlier
years, .95 times the price of gluten feed was the estimate employed.
For cowpeas and peanuts, a simple average of monthly prices was used,5

g¢ is an index of the price of protein feeds in dollars per thousand
pounds of TDN. An estimated value for each year of all feeds in this
class was divided by b, to lead to g,. The prices used were predomi-
nantly average wholesale prices for the by-product feeds. For soybeans,
the prices received by farmers were obtained, a simple average of monthly
prices being used.® For cottonseed cake and meal, the price utilized
was a simple average of monthly prices paid by farmers for cottonseed
meal for the years 1920-38.5 Annual average prices for years subsequent
to 1938 were used. For soybean cake and meal, the annual average
wholesale price for soybean meal, Chicago, was used for the years
1930-49. For years prior to 1930, price was estimated as 1.2 times the
price for cottonseed meal. In general, for soybean cake and meal, peanut
cake and meal, fish meal, distillers’ dried grains, and alfalfa meal, where

% The December 1 priee is from Agricullural Slatistics, 1942-61, op. cif.

51 For both cowpeas and peanuts, the earlier price data were from the Yearbook
of Agriculture, 1920-82, and for later years from Agriculfural Statistics, 194951 ,
op. cil.

i For soybeans, the monthly price data were from the Yearbook of Agriculture,
op. ¢it., for the earlier years, and from Agriculiural Statistics, op. cit., for later
years.

5 For the years 1920-38, monthly priee data were from the March 1944 issue of
Agricultural Prices. For 1939, the annual average price was from the December
1945 issue, and for 194049, the annual average price wag from the March 1950
isgue of this source, published monthly by the U. S. Department of Agriculture,
Washington, D. C.
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price observations were missing for some years, the conversion factors
uged on available data were suggested by comparison with composition
figures for a feedstuff for which a complete series was available and which
was somewhat similar in classification to the feedstuff for which estimated
prices were required. The average wholesale price for linseed mesl,
Minneapolis, was used as the relevant price for linseed cake and meal %
An annual average wholesale price for peanut meal was used as the
price for peanut cake and meal for the years 1924-49. Observations for
1920-23 were obtained by using 1.3 times the price of cottonseed meal
for those years. Price data for tankage, Chicago, were given. For fish
mea) for 1935-49, annual average prices and unpublished BAE esti-
mates were used. Before 1935, an estimated price of 1.1 times that of
tankage was employed. For gluten feed and meal, annual average prices
were used, and also for brewers’ dried grains. For distillers’ dried grains,
annual average prices for the years 1933-49 were employed. Before
1933 the estimated price was 1.2 times that used for gluten meal. Al-
falfa-meal annual average prices for 1935-49 were available. For 1920-34,
the estimated price was 0.6 times that of gluten meal. For skim milk
for 1939-49, annual average prices were used. For earlier years, the
ratio of the manufacturers’ wholesale selling price of skim milk for ani-
mal feed to prices received by farmers for milk (1939-48) was used on
data on prices received by farmers for milk. For the dried-milk products,
an estimated price of 1.12 times skim-milk price was utilized. The dried-
milk products are principally skim milk and buttermilk. A comparison
of TDN figures for skim milk fed to all livestock including poultry and
for buttermilk which is fed to livestock other than poultry suggested a
conversion factor of 1.12.

We may summarize the operations on the feed variables as follows:

(3.6) fo= 2 itsu
87 a = Ze lien
(3.8) ’ b, = Ei i:fQu
(3.9) C = Zi toma
(3.10) VS = 2 eupl
(3.11) V= 2 qupk
\ _
{3.12) d, = .
b
(3.13) ge = 'Ti‘
be

5¢ Tn addition to published data for prices of linseed meal, fish meal, and dis-
tillers’ dried grains, unpublished BAE eatimates were uged to extend some series.
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where #; = average TDN content of the ith feed included in f,

8y = amount of the 4th feed, in physical measure, fed to live-

stock

{7 = average TDN content of the ith feed classified as a feed
grain 1 Table 1T

e = quantity of the ¢th feed grain fed to livestock

## = average TDN content of the sth feed classified as a pro-
tein feed in Table II

¢i: = quantity of the 4th protein feed fed to livestock

i = average TDN content of the ith feed classified as a rough-
age in Table II

n i

quantity of the ith roughage fed to livestock

Vi = value of feed grains fed to livestock

Pi. = price in physical measure of the 7th feed grain

vt value of protein feeds fed to livestock

]

pic
Y
d; = price of feed grains per 1000 Ib TDN
¢: = price of protein feeds per 1000 Ib TDN

price of the ith protein feed fed to livestock

consumer disposable income in the United States’

n; = U.S, population®®
Oroer PRICES

7, represents the influence of “other prices” in the commercial demand
relation. ldeally, 7, should not contain the components contained in p, .
The index used for », was the Bureau of Labor Statistics’ index of whole-
sale prices excluding farm products.¥ This index appeared to give the
widest coverage of both commedities and areas. However, excluding all
farm products meant that some of the “other prices,” primarily the fibers,
have been omitted, and, without considerable disaggregation and re-

5% Consumption of Food in the United States 1909-48, Misc. Pub. 691, U. S.
Depariment of Agriculture, Waghington, D. C., 1849, Survey of Current Business,
U. 8. Department of Commeree, Washington, . C., July 1952,

56 OQutlook Charts, 1951. U. 8, Department of Agriculiure, Bureau of Agricul-
tural Economics, 1950,

57 Handbook of Labor Statistics, 1947 ed., Bulletin 916, U. 8. Depariment of
Labor, Bureau of Labor Statlistics, 1948,
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construetion of the published index on all wholesale prices, the index

sclected seemed to give as wide a coverage as possible and to appear
most easily used.

QuanTiTY OF FEEDS PRODUCED

a in Chapter II represented the quantity of feed grains produced. As
a result of the decision to disaggregate f, and not to treat quantity
fed as equal to quantity produced for the feeds, decision relations involv-
ing the demand for feed grains and the demand for protein feeds were
constructed, and corresponding supply relations were incompletely speci-
fied. The availability of feed grains for feeding in the current period is
affected not only by production in the current period but also by the
carryover from previous periods. For most of the feed grains, consider-
able farm stocks exist at the beginning of the calendar year, and the size
of these stocks influence the rate and quantity of feeding during the
period. During the zth period, production from the {th period will be
incompletely known until later on in the year when crop prospects may
be somewhat clearer and influence the current feeding program. Since
the feed grains are typically farm-produced and farm-fed, it was assumed
that the supply of feed grains for feeding was influenced by January 1
stocks, and to some extent by current produection. An index of the
physieal supply of feed grains for feeding was influenced by carryover,
and to some extent by current production. An index of the physical
supply of feed grains in TDN was therefore constructed. Supply was
taken to be carryover, January 1, plus a fraction of the current crop. The
feed grains for which significant stocks existed were corn, oats, and bar-
ley. Stocks of wheat also existed on farms January 1, but these were
excluded from a}. Although quantities of wheat have been fed regularly
to livestock, the most notable period being the years 1943486, the inves-
tigators have considered that factors other than the physical supply
were relevant in determining the supply of wheat for feeding to live-
stock, The factors that determine whether wheat may be economically
fed to livestock are those unobserved factors given under s} in equa-
tion 2.24.

Tor corn, farm stocks, January 1, for the years 192749 were avail-
able.® For the years 1920-26, January 1 stocks were estimated as March
1 stocks plus two thirds of corn consumpfion in the first quarter.®® Data

8 Data on January 1 farm stocks of corn, oats, and barley are from Feed Statis-
tics, Statistical Bulletin 85, op. cil.

9 March 1 atocks of corn are from Corn Statistics, Statistical Bulletin 28, U. 8.
Department of Agriculture, Washington, D. C., 1930. March 1 stocks of oats and

barley and August 1 stocks of the latter are from Statistics of Oats, Barley and

Grain Sorghums, Statistical Bulletin 29, U. 8. Department of Agriculture, Washing-
ton, D. C., 1930.
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on quarterly consumption of corn indicated that approximately 29 9
of total corn consumed in a calendar year was consumed in the January—
March quarter.® January 1 stocks were then estimated as March 1
stocks plus 0.19 times calendar-year consumption of corn obtained in
operations under f,. A similar procedure was adopted for oats for
1920-27 when January 1 stocks were not available. The quarterly pat-
tern of oats consumption was assumed to be that given for “other
grains” where approximately 27 9 of total ‘“‘other grains” consumed
in a calendar year was in the first quarter. January 1 stocks for 1920-27
were then estimated as March 1 stocks plus 0.18 times calendar-year
consumption of oats from f; . Farm stocks of barley on January 1 were
available for the years 1934-49. The quarterly pattern of barley con-
sumption was assumed to be the same as that for the “other-grains”
category, namely, 27 % of total calendar-year barley consumption was
in the first quarter. For 1920-30, March 1 stocks plus 0.18 times annual
consumption of barley from f, gave the estimated stock on January 1.
For 1931-33, August 1 stocks plus seven-twelfths calendar-year con-
sumption of barley from f, resulted in January 1 stocks. The weight of
seven twelfths assumed a constant monthly feeding rate. To the farm
stocks, January 1, was added a fraction of production for that calendar
year. The data indicated that approximately 0.4 of current calendar-year
crop production is consumed in the final quarter of that year for corn,
and 0.5 for barley and oats, and so these were the fractions of produc-
tion used. The totals of farm stocks plus the fraction of production were
converted to TDN, using average composition figures given in Table I1.

b} is the production of protein concentrates in TDN on a calendar-
year basis. For the protein concentrates which are principally by-preduct
feeds, the distribution of production does not exhibit the marked sea-
sonality of the feed grains, production being more evenly distributed
throughout the calendar year. Data on stocks of protein concentrates
were of a limited nature; in many cases the by-product feeds are not
easily or economically stored, and the investigators decided to use full
calendar-year production as the relevant magnitude influencing the
availability of protein concentrates for livestock feeding.

For gluten feed and meal annual production, data were available for
the sample period.® For alfalfa meal for the years 192849, data were
available. For before 1928, the average consumption for the years

¢ Quarterly consumption of corn and “other grains” which includes oats,
barley, grain sorghums, wheat, and rye, is given in Feed Statistics, Statistical
Bulletin 94, op. cit.

f Production data on the by-product feeds are from Feed Statistics, Statistical

Bulletins 85, 85, op. eit. These production data were supplemented in some in-
stances by unpublished BAE estimates.
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1928-32 obtained under f. was taken as production for each year where
an observation was missing. For dried-milk products, production was
taken as equal to consumption, the latter being constructed for f,.
Peanut cake and meal production figures were available, as were produe-
tion figures for brewers’ dried grains, distillers’ dried grains, and fish meal.
The production of brewers’ dried grains was assumed zero before 1936.
For fish meal, 1920 production was assumed equal to 1921 production,
as no observation was available for 1920. For skim milk, produciion was
assumed equal to the consumption series constructed under f,. For
102149, production figures on tankage and meat seraps were available.
An observation was obtained for 1920 by multiplying 1921 production
by the ratio of total animal slaughter for 1920 to total animal slaughter
for 1921. Calendar-year production of cottonseed cake and meal was
given for 1927-49. For years prior to 1927, October-year produetion
data were available and were put on a calendar-year basis by employing
a moving average with weights of 0.56:0.44. Quarterly production data
indicated that approximately 44 9 of total annual production takes place
in the October—December quarter. For soybean cake and mea), calendar-
year production was available for 1923-49. For 1920-22, October-year
production was available and was faken fo be equal to calendar-year
production. To avoid counting soybeans both ag farm produced and as
soybean cake and meal, it seemed preferable to use cake and meal pro-
duction rather than soybeans production, since there are uses other than
livestock feeding for soybeans. The protein fecds were converted to TDN,
using average cormposition figures from Table II.

PricE oF FArM LaABOR

k. is the price of farm labor in period {. Some evidence exists, for ex-
ample Hoselitz et al., that, at least for some livestock, the price of farm
labor may influence the current supply of livestock for slaughter.5
The liquidation of sheep herds that took place between 1940 and 1945
and in later years has been attributed by some observers to the high
price of farm labor. As a measure of the price of farm labor we used the
cash farm wage rate per hour.%

The observations that were obtained by the processes described in the
foregoing are tabulated in Tables TI1, TV, and V, The first symbol at the
head of each eolumn identifies the variable in the notation of Chapter II.
The second symbol refers to a revised notation introduced in Chapter IV.

82 Bert F'. Hoselitz, J. M. Letiche and T. W. Schultz, Lessons Lo be Drawn from
War-Time Experiences with Regard to Foreign Trade, unpublished manuseript,
University of Chicago, May 1945,

8 Qutlook Charts, 1951, op. cif.



TarLe III
LIVESTOCE AGGREGATES CONSTRUCTED FOR THE

COMPUTATIONS
*
Year L, yu ¥, vu l“t* s Yu P, Yee hey 2n
e Zet
1919 5880 55.95
1920 5999 5655 53.10 1.218 5957
1921 5831 5699 52.52 0.821 5881
1922 6257 6037 54.83 0.798 6008
1923 6458 6459 57.72 0.811 6252
1924 6445 6606 57.90 0.800 5977
1925 6342 6417 55.41 0.945 5605
1926 6543 6560 55.88 0.973 5525
1927 6747 6615 55.59 0.935 5588
1928 6742 6645 55.15 0.963 5644
1929 6820 6669 54.75 0.997 5680
1930 6901 6709 54.50 (.851 5695
1931 7087 6821 55.01 0.626 5832
1932 7127 6760 54,17 0.453 6061
1933 7274 6916 55.07 0.444 6340
1934 6612 7099 56.17 0.519 6349
1935 6334 6219 48 .85 0.721 5548
1936 6776 6757 52.74 0.755 5692
1937 6665 6620 51.39 0.794 5566
1938 7025 6845 52.73 0.709 5575
1939 7539 7173 54.80 0.664 5934
1940 7654 7581 57.43 0.6869 6186
1941 7896 7602 57.07 0.873 6152
1942 9036 8644 64.18 1.098 6683
1943 9803 9469 69.37 1.277 7345
1944 9326 9706 70.28 1.269 7328
1945 9331 9489 67.97 1.354 6790
1946 89012 0144 64.76 1.562 6627
1947 8955 9215 63.99 1.842 6465
1948 8844 8873 60.52 1.998 6197
1949 9356 9211 61.74 1.685 6310
1950 9507 9328 62.84 1.736 6308
I;, y1x = production of livestock and livestock products in million dollars
at average prices
If, ya = sales of livestock and livestock products in million dollars at
. average prices
I . - . :
ot Z—‘—' = per capita sales of livestock and livestock produets in dollars
i [ 13
P, yu = index of the price of livestock and livestock produets, equal to the
ratio of value at current prices to value at average prices
b, 21 = January 1 inventory of livestock in million dollars of estimated
potential produection
t, 2 = time

60
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TapLe IV
FEED AGGREGATES CONSTRUCTED FOR THE COMPUTATIONS
Part A

Year ary Yee b y Y Cey B3 ff. y s a?, LT
1920 117,055 7,183 239,414 363,653 141,565
1921 127,628 | 6,645 231,174 | 365,448 | 165,800
1922 126,584 6,830 241,362 374,775 143,483
1923 130,288 7,433 241,618 379,339 139,242
1924 125,451 7,998 235,721 369,170 134,097
1925 118,296 8,497 226,006 352,800 126,686
1926 125,386 9,070 227,276 361,732 146,844 -
1927 128,775 9,223 234,593 372,501 137,646
1928 127,548 9,050 237,586 374,184 140,664
1929 125,949 9,461 234,064 369,474 139,930
1930 123,316 9,528 216,503 | 349,346 | 130,351
1931 120,978 8,975 217,308 347,261 123,851
1932 135,156 8,582 225,410 369,148 149,590
1933 134,016 9,097 225,975 369,088 148,445
1934 103,011 8,773 219,872 331,655 106,357
1935 93,547 8,970 228 056 330,574 99,580
1936 116,040 10,221 216,842 343,103 118,835
1937 99,202 10,628 218,588 328,418 107,116
1938 124,410 10,622 237,998 373,029 149,965
1939 131,380 11,301 233,547 376,228 157,889
1940 133,220 12,097 253,003 398,320 161,051
1941 138,898 13,292 272,816 425,006 167,323
1942 165,464 15,444 287,255 468,163 184,508
1943 197,411 16,549 285,276 499,235 191,472
1944 172,008 16,553 283,252 471,813 173,771
1945 175,694 16,493 293,261 485,447 180,134
1946 171,223 15,321 276,620 463,164 181,722
1947 158,966 15,744 274,121 448,830 174,244
1948 148,437 16,347 265,504 | 430,288 | 169,556
1949 172,346 17,751 266,414 456,511 211,394
1950 | 170,641 18,811 271,352 456,605 200,059

ar, yo = total quantity of feed grains fed in million pounds TDN

b, yn = total quantity of protein feeds fed in million pounds TDN

¢, 222 = quantity of roughage fed in million pounds TDN

fi, ys = total quantity of feed fed in million pounds TDN

a¥, zse = supply of feed grains in million pounds TDN



62 THE OBSERVATIONS
Tasre IV—Continued

Part B
Year d: y Y Gey Yse b:k, Zioe Yoe i
1920 28.21 70.23 7,708 52,585 | 811,067
1921 12,15 45.49 7,556 52,345 313,103
1922 13.24 46,568 7,427 52,774 322,002
1923 17.30 51.46 8,000 54,099 325,240
1924 19.61 46.47 8,899 52,425 316,745
1925 20.28 47 .46 9,733 50,563 302,237
1926 15.54 46.10 10,414 51,923 309,809
1927 17.95 47.75 10,562 53,553 319,038
1928 18.89 50.81 9,783 53,483 320,701
1929 18.74 50.22 10,191 53,204 316,179
1930 16.18 43.48 9,867 50,911 208,435
1931 9.95 32.30 9,508 50,667 206,594
1932 6.15 24.04 9,456 53,405 315,743
1933 8.61 25.88 9,550 53,480 315,609
1934 14.32 31.96 9,068 47,961 283,694
1935 15.45 33.29 9,126 60,115 280,459
1936 16.81 34.09 10,286 50,979 292,124
1937 17.64 36.79 10,844 50,227 278,191
1038 11.57 30.85 11,133 55,975 317,055
1939 11,62 33.78 11,335 56,000 320,228
1940 13.60 32.00 11,614 59,403 338,017
1941 15.07 38.22 13,230 64,100 360,907
1942 18.84 45.07 14,486 70,413 397,750
1943 24.97 46.49 16,418 73,996 425,240
1944 27.47 48.39 16,408 71,080 400,734
1945 26.70 47.59 16,200 72,880 412,567
1946 32.80 58.93 15,523 69,107 394,057
1047 42 .87 63.77 16,201 67,575 381,255
1948 42 23 70.13 16,715 65,653 364,635
1949 28.22 59.91 18,031 68,830 387,681
1950 31.63 58.38
d; , yu = price of feed grains in dollars per 1000 b TDN

g, yu = price of protein feeds in dollars per 1000 b TDN

b*, zy9, = supply of protein feeds in million pounds TDN

Yo = total quantity of TDP fed to livestock in million pounds

Yot = total quantity of QDN fed to livestock in million pounds

In carrying out the computations, more significant figures were used than are
reported in the above tables,
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TapLe V
OTHER VARIABLES USED IN COMPUTATIONS

Year Y, Bne e, Res Te, 2 ke ) 25
1920 69.2 106.5 154.8 32.2
1921 55.0 108.5 100.1 20.6
1922 59.1 110.1 97.3 20.1
1923 68.3 111.9 100.9 22.5
1924 69.1 114.1 97.1 23.0
1925 73.1 115.8 101.4 23.4
1926 75.8 117.4 100.0 23.8
1927 76.1 119.0 04.6 23.8
1928 78.1 120.5 94.8 23.8
1929 82.5 121.8 93.3 23.9
1930 73.7 123.1 85.9 22.2
1931 63.0 124.0 74.6 17.3
1932 47.8 124.8 68.3 12.8
1933 45.2 125.6 69.0 11.3
1934 51.6 126.4 76.9 i2.6
1935 58.0 127.3 80.2 13.7
1936 66.1 128.1 80.7 14.8
1937 71.1 128.8 86.2 16.8
1938 65.5 129.8 80.6 18.6
1939 70.2 130.9 79.5 16.4
1940 75.7 132.0 80.8 16.8
1941 92.0 133.2 88.3 20.5
1942 116.7 134.7 97.0 26.7
1943 132.4 136.5 98.7 35.1
1944 147 .¢ 138.1 99.6 41.6
1945 151.1 139.6 100.8 46.6
1946 158.9 141.2 114.9 50.3
1947 169.5 144.0 145.5 54.3
1948 188.4 146.6 159.8 57.5
1949 187.2 i49.2 152.4 55.3
1950 205.5 151.8 159.2 55.3
#:, 25 = consumer disposable income in billion dollars

fte, zee = U. 8. population in millions

by 2 index of wholesale prices of commodities other than farm products
(1926 = 100)
ki, 2z = cash farm wage in cenis per hour



CrAPTER IV

ESTIMATED RELATIONS

RevisEp NoOTATION

In this chapter the economic model of Chapter Il is assumed to have
a particular parametric form, and estimates of the parameters are ob-
tained by alternative statistical procedures. To facilitate the appliea-
tion of certain theoretical propositions to the present model, & notation
similar to one that has been used in various theoretical discussions is
adopted. The value of a current endogenous variable for a particular
time period is denoted by a y with two subseripts. The first subsecript
identifies the particular variable, and the second subscript refers to the
time period. Similarly a 2z with two subscripts represents the value of a
predetermined variable for a given time period. The new symbols are
defined below, The symbol used to represent a particular variable in
the notation of (2.19)-(2.26) is listed inside the parenthesis following
each new symbol.

nidl) = quantity of Livestock and hivestock produets produced

yo{d) = price of feed grains

ya{g:} = price of protein feed

yu(lt) = quantity of livestock and livestock products sold
ys:(my) = price of livestock and lvestock products

ye:(a;) = amount of feed grains fed to livestock

yi(b:) = amount of protein feed fed to livestock

yau(f:) = total feed fed to livestock

21(h;) = beginning inventory of livestock on farms

2a(t) = time

za(c,) = quantity of roughage fed to livestock

z2u(lt-1) = quantity of livestock and livestock products sold in pre-

vious year
64



A STATISTICAL MODEL 6

)
z{yy) = disposable personal income
ze:(n:) = population
zn(r») = general price index (excluding livestock and livestock
produets)
zg{f;) = price of farm labor
ZQA(GT) = available quantity of {feed grains

z2(bl) = production of protein feeds

Capital letters are used to denote logarithms of the above variables;
ie., Y = log yu, Zir = log 2;, . We now consider g statistical model in
which the first seven relations of the economic model of Chapter IT are
represented by equations that are linear in the logarithms of the ob-
served variables. Though there are certain conveniences in using equa-
tions of this form (computational simplicity, direct interpretation of
coefficients as elasticities) and such usage is usually consistent with our
gualitative presumptions about the form of our relations, it should still
be recognized that their use involves a highly special and incompletely
justified assumption. Statistical results utilizing other algebraic forms
are reported briefly in later chapters. The results given in this chapter
are based on the model given by (4.1) to (4.7) below, which is expressed
in terms of the logarithms of observed variables, except for z;, which
represents time.

A Statisticar MopeL

If log zz had been inserted in the production relation (4.1 below),
both the interpretation of the relation and the values obtained for esti-
mates of the parameter of the variable would depend on an arbitrary
choice of the origin from which time is measured. Inserting z;, along
with logarithms of the other variables implies a constant rate of increase
in the quantity of livestock products obtained from given feed and herds.
If the secular increase in feeding efficiency is to be represented by a
variable representing time, this seems as reasonable as any alternative
assumption abouf the way in which it enters.!

(4.1) Y+ Bws¥Ve + Bo¥n + vuZae + vz + vuZac + v10 = U

(production relation)

+ This agrees with Lorie’s treatment of time in the production relation. See
James H. Lorie, op. cit., pp. 83-96.
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(4.2) Yo+ BuVa + Bus¥or + BauYor + vudie + vuda + yu =
(demand for feed grain)
(43) BauYu+ Yau+ Bas¥se + BuYu + yuZyu + vauZse + v = U
{demand for protein feed)
(4.4) Bu¥u + Bu¥u + BuYs + Y + BsYe: + vuly + vslst + vao
= U, (supply of livestock products)
(4.5) BuYu + Y 4 vuZu + ;Ysszm + veeZo: + s2dve + v = Use
I (demand for livestock products)
48) BuYa+ Yo+ valu+ ¢ 5. = Us
(supply of feed grains)
47 BuYau + Yo + viaZu + 8751 = Un
(supply of protein feeds)

|
&

The symbols 8i; , 74 in the above model represent unknown constant
coefficients to be estimated. The U, represent random disturbances.
g, 0" stand for coefficients of the unspecified variables s;, s; . The fact
that these variables are not known or utilized means that our model is
incomplete and makes some of the estimates described below less efficient
than the estimates that would be obtained if these variables were speci-
fied and observed. Each of the symbols s;, 57 should be thought of as
representing an unknown number of important omitted variables with
¢, 8” representing corresponding numbers of coefficients. If none of the
unknown variables are endogenous, the model could be completed with-
out additional equations, However, if some of the unknown variables
are endogenous, additional relations would have to be specified to com-
plete the model.?

The acecounting relation given by (2.26) has been omitted since 1t is
of secondary interest. If the disturbance in this relation is assumed to be
independent of the other disturbances, then, for statistical purposes,
the accounting relation may be regarded as a separate one-equation
model® An estimate of the parameter of this equation will be given in

2 For a discussion on the concept of a complete model, see T. C. Koopmans,
When Is an Equation Complete for Statistical Purpoges? Cowles Commission
Monograph 10, ep. ¢it., and T. C. Koopmans and William C. Hood The Estimation
of Simultaneous Linear Economic Relationships, Cowles Commission Monograph
14, op. cit., pp. 113-127,

3 Bee pp. 13, 14,
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Chapter VI. The unobserved random disturbances U, are assumed to
have a multivariate normal* distribution with zero means and a finite
covariance matrix. For a given time period, the values taken by the
disturbances may be correlated with each other, but they are assumed
to be independent of the values of disturbances for other time periods.
Their distribution is assumed to remain constant over the observation
period. The meaning of any equation is not changed if each term is
multiplied by a given constant. This makes it possible to choose arbi-
trarily a convenient value for one coefficient in each equation, provided a
coefficient known to be nonzero is chosen. In the above equations, the
coefficients 8:;,7 = 1,2, --+, 7, have been set equal to unity.

IDENTIFICATION OF RELATIONS

Estimates of the other parameters in (4.1) to (4.5) are desired. A
question that logically arises prior to estimation of parameters is that
of identification, because, in general, different sets of structural equa-
tions can lead to the same probability distribution of the current en-
dogenous variables for given values of the predetermined variables. Our
observations generally enable us to draw statistical inferences about
the conditional distribution of the endogenous variables, but our ability
to draw inferences about the structural relations depends on establishing
logical connections between the structural equations and the conditional
distribution of the endogenous variables.

An eguation is said to be identified (or identifiable) if its parameters
(coefficients of observed variables and parameters of the distribution of
the disturbance) could be uniquely determined from the specification of
the model and the conditional distribution of the endogenous variables.
Unless a relation is identified, we cannot expect to obtain point estimates
of its parameters, though we could typically estimate certain funetions
of the parameters. Koopmans and others have derived conditions for the
identification of equations in models like the one presented above’ It

 The estimates to be presented remain consistent if the normality assumption
is relaxed. See H. Chernoff and H. Rubin, Asymptotic Properties of Limited-
Information Estimates under Relaxed Conditions, Cowles Commission Mono-
graph 14, op. cil., pp. 200-212.

8T, C. Koopmans, Identifieation Problems in Economic Model Construction,
Eeonometrica, Vol. 17,1949, Also Olav Reiersol and T. C. Koopmans, The Identi-
fication of Structural Characteristics, Annals of Mathematical Statisties, Vol, 21,
1950. For the necessary and sufficient conditions for identification in linear models
see the following: T. C. Koopmans and William C. Hood, op. ¢it., pp. 135-139, and
algo pp. 185-186; T. C. Koopmans, H. Rubin and R. B. Leipnik, Measuring the
Equation Systems of Dynamic Economics in Cowles Commission Monograph 10,
op. cit., pp. 60-85. Interesting earlier discussions of identification and related
problems in somewhat different language may be found in Henry Schultz, Theory
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has been shown that, if there are H current endogenous variables that
may enter a given equation, then a necessary condition for the equation
to be identified is that there be at least H — 1 observable predetermined
variables in the system that are known not to enter the equation being
considered. If the number of excluded predetermined variables is exactly
H — 1, the equation is said to be just identified; if the number of ex-
cluded predetermined variables exceeds H — 1, the equation is said to be
overidentified. With respect to equation 4.1, for example, H = 3, and
the number of excluded predetermined variables is 7, so that this equa-
tion is overidentified. (4.2) to (4.5) can also be seen to be overidentified,

EsTiMATION OF PARAMETERS

Methods that have thus far been developed for obtaining estimates of
parameters of simultaneous equations systems are based on the principle
of maximum likelihood. If our model were complete, it would be possible
to form the likelihood funection for our sample of observations and to
maximize this function with respect to all the unknown parameters.
Estimates obtained in this way would be called full-information maxi-
mum-likelihood estimates and would have the usual maximume-likelihood
properties.® Even if our model were complete, we would find this com-
putation process exceedingly expensive for a model that contains over-
identified equations. Partly to provide less expensive (though less
efficient) procedures and partly to anticipate circumstances in which
the investigator might not feel justified in making all the specifications
necessary for the application of full-information maximum likelihood, an
alternative procedure called the limited-information method has been
developed.”

and Measurement of Demand, University of Chieago Press, Chicago, 1938, espe;
cially Ch. II, Bec. Illc; A. C. Pigou, A Method of Determining the Numerica
Values of Elasticities of Demand, Economic Journal, Vol. 20, 1910, pp. 636-640;
R. Frisch, Pitfalls in the Statistical Construction of Demand and Supply Curves,
Veroffentlich-ungen der Frankfurter Gesellschaft fur EKongunkturforschung, Neue
Folge, Heft 5, Leipzig, 1933; E. J. Working, What Do Statistieal Demand Curves
Show?, Quarterly Journal of Economics, Feb. 1920, pp. 212-235.

¢ The full-information maximum-likelihood procedure is given in T. C. Koop-
mans, H. Rubin, and R. B. Leipnik, op. cit., pp. 110-183. See also T. C. Koopmans
and William C. Hood, op. ¢it., pp. 143-162.

7 The limited-information procedure is developed in T. W. Anderson and H.
Rubin, Estimation of the Parameters of a Single Equation in a Complete System
of Stochastic Equations, Annals of Mathematical Statistics, Vol. 20, 1950, and The
Asymptotie Properties of Estimates of the Parameters of a SBingle Equation in &
Complete System of Stochastic Equations, Annals of Mathematicol Statistics, Vol.
21, 1950; See also T. C. Koopmans and William C. Hood, op. eil., pp. 162-185, and
T. C. Koopmans, H. Rubin, and R. B. Leipnik, op. ¢il., pp. 110-153. The method
was referred to earlier as the reduced-form method. See M. A, Girshick and Trygve
Haavelmo, op. ¢it., pp. 93-95.
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This method yields estimates for a selected subset of the equations of a
system, neglecting information about which variables appear in particu-
lar equatious in the remainder of the system. In particular, it can be used
to estimate parameters of one equation at a time and can be applied
when the equations not being estimated are incompletely specified. The
estimates so obtained can be shown to be consistent,? but, unfortunately,
little is known about their small-sample properties. Since economists
often have only small samples to work with, this is a serious limitation.

However, pending further developments in the relevant statistical
theory, it seems useful to try this procedure and to make such judg-
ments as are possible of the results, When the limited-information
method is applied to a single equation, the variables are, in effect,
divided into four classes—current endogenous variables that enter the
equation (sometimes denoted by y«), current endogenous variables ex-
cluded from the equation (yss), predetermined variables that enter the
equation (z¢), and predetermined variables excluded from the equation
(2¢x). Except for the normalizing assumption (arbitrarily giving one of
the nonzero coefficients a chosen value), the variables within a class are
treated symmetrically in the calculation of estimates. The 44 do not
enter the computations. Estimation of coefficients of the i, may be inter-
preted as estimating a linear combination of the y«; for example, in
estimating coefficients of the gy in (4.1), we are estimating the linear com-
bination, Y1, + B1¥e + BurYze .

Let the linear combination of the y, be represented by 3°. Consider
the linear regression of 3® on the 24 and the 2., . The limited-information
estimates of the coefficients in 4® are those values that minimize the rela-
tive contribution of the z.«s to the explanation of the variance of 2.
Since this contribution would be zero in the population regression of the
true y* on the z« and 244, the estimation procedure does not seem un-
reasonable under this interpretation. Estimates of the coeficients of the
2% (Y11, Y12, Y13, Yo in 4.1) are the least-squares estimates of coefficients
of the regression of the estimated »° on the z, .2

If some of the z+4 are omitted in the calculation, the procedure still
gives consistent (though less efficient) estimates of coefficients, provided
at least H — 1 of the 2,4 are utilized. This fact, together with the fact
that the ¥4+ do not enter the calculations at all, helps explain why the

% An estimate is consistent if it approaches, in a probability sense, the true
parameter value, ag the number of chservations increases. See A. M. Mood, Intro-
duction to the Theory of Statistics, p. 149, MeGraw-Hill Book Co., New York, 1950.
Also 8. 8. Wilks, Mathematical Statistics, Princeton University Press, Princeton,
1947, p. 133,

® For a more complete account of this interpretation, see T. C. Koopmans and
Williama C. Hood, op. cii., pp. 166-177.
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method can be applied to incomplete systems. In an application to an
incomplete system, certain y44 and 244 are ignored. Omitting the former
does not affect the computations; omitiing the latter sacrifices some
efficiency but does not destroy consistency of the estimates. In view of
this, one may sometimes consider using only part of the available z.x
in order to simplify computations. In such a case it seems reasonable to
use those z45 that might be expected to minimize the variances of resid-
uals in the regressions of the y4 on the 24 and 244 °

PARAMETERS OF PRODUCTION RELATION

Limited-information estimates for the coefficients in equation 4.1 are
given in the first row of Table VI. These were computed, using Zy. ,
Zot o Zaey Zat y Zoe y Zroe 88 the z4y . Zs: , population, was omitted because

TapLe VI
RESULTS FOR PRODUCTION RELATION

Estimates of Coefficients
Method

Bis B T iz T £ 1o

Limited in- |—0.222(0.078)(—0.349(0.003)]—1362(0.119) | —¢.0000(0.001) |4+0.221(0.122){—3.911(0.931)
formation
Least aquares|—{0. 35040.661)|—0.222(0. 075)(—0.252 (0. 103}| —0. 0023 (Q. 0009} 0., 22¢.(0. 110)] —4. 885 (0. 927)

R? = 0,982

it was believed to be too closely related to 2., and other predetermined
variables having a significant trend to contribute much to the accuracy
of the estimates. The second row of Table VI contains least-squares es-
timates of the coefficients in (4.1). The computations relating to this
equation are given in detail in the appendix. The numbers in parentheses
beside the estimates are the calculated standard errors of the estimates.
R? is the coefficient of determination for the least-squares computation.

To obtain least-squares estimates of parameters of a given equation,
it is necessary to designate one of the observed variables as dependent
in that equation. The other obgerved variables are called independent.
Least-squares procedures are derived under the assumption that the
random disturbance in the equation is distributed independently of the
independent variables. If an equation contains one eurrent endogenous
variable and several predetermined variables and if the current endoge-

~ 1 For a fuller account of the properties of limited-information estimates, see
T. W. Anderson and H. Rubin, The Asymptotic Properties of Estimates of the
Parameters of a Single Equation in a Complete System of Stochastic Equations,
op. ¢it. See also H. Chernoff and H. Rubin, op. eit. ‘
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nous is regarded as dependentin applyingleast squares, then least-squares
and limited-information procedures are identical, as are the assumptions
under which they are derived. If an equation contains several eurrent
endogenous variables, then all but one of these have to be regarded as
imdependent in the application of least squares.

This involves an assumption in addition to those underlying the
limited-information calculations. To the extent that this assumption is
not justified, the least-squares estimates of coefficients and their calcu-
lated standard errors contain additional biases. However, this could be
outweighed by the greater efficiency of least-squares estimates if the
least-squares assumptions were approximately true, As was indicated in
Chapter II, it has often been contended that, for many relations involv-
ing agricultural commaodities, least-squares assumptions are sufficiently
realistic. For this reason and because little Is known about the small-
sample properties of limited-information estimates, it has seemed desir-
able in this study to estimate coefficients using both procedures.

Intuitive considerations, which are in a general way supported by
Bronfenbrenner’s results,”! suggest that least-squares bias might be mini-
mized by treating as independent those current endogenous variables
thai are most strongly influenced by predetermined variables not appear-
ing in the equation being estimated (i.e. the z44). In equation 4.1, we
would expect ¥ and ¥, to depend very strongly on Zy and Zy , respec-
tively, so ¥, was treated as dependent in obtaining the least-squares
estimates given in Table VI. This is also consistent with the reasoning
underlying our first-approximation model of Chapter II, in which feed
fed to livestock was regarded as predetermined.

REsvLTs ror FarMm Decision Revations

The choice of dependent variables for equations 4.2, 4.3, 4.4 is some-
what more arbitrary than for equation 4.1. The least-squares results
given in Tables VII, VIII, IX were chtained, using ¥, as dependent in
{4.2), Y; in (4.3), and Y: n {4.4). In computing limited-information
estimates, the 2, used for (4.2) and (4.3) were 2, 75 , Z7, Zs , 2o , Z1o .
The 244 used for (4.4) were the same, except that Z; was included and
Zs exeluded. .

The choice of a dependent variable in (4.5) is fairly clear from the
fact that we expect ¥, to be strongly influenced by Z:, Z3, Zs, Zn

11 Jean DBronfenbrenner, Asymptotic Bias in Least-Squares Estimates of the
Parameters of a Bingle Linear Stochastic Equation in a Complete System, unpub-
lished Ph.D. thesis, University of Chicago, 1950. See also Jean Bronfenbrenner,
Source and Size of Least-Squares Bias in a Two-Equation Medel, Cowles Com-
mission Monograph 14, op. cit.
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TasLe VII
DEMAND FOR FEED GRAINS

Estimates of Coefficients
Method

815 B [ ] Bas I ‘ot | Yax Y2u

Limited information | 0.259(0.229)]-1.582(0.215)
Least squares —0.040(0.181) | —1.285 (0. 179)

1.473(0.206)
1.258(0.261)

—2.760(0,572)
—2.,430(0.528)

0. T0B(0. 6203|7369 (7.359)
0. 441 (0. 567 }(8.615(3.541)

R = 0.948

TasLe VIII
DEMAND FOR PROTEIN FEEDS

Estimates of Coefficients
Method

Baz B Bar Ta RIS Yo

Limited infor- 0.049(0.108) | —0.982(0.146)|0. 542 (0. 087)[ —0.644(0.313}] 0.278(0.356)(—1.584(2.380)
mation

Lenst squares —0.122(0.073)| ~0.739{0.101)(0. 533 (0. 059 )| —0. 342 (0. 262)—0, 083 (0, 298)| —1.213(1.604)
R: = (.985
TasLe IX
SUPPLY OF LIVESTOCK PRODUCTS
Estimates of Coeflicients
Method
Bu Bar Bu Bay Y * 48 | Y40
Limited infor- | —0.908 =0.140 0.061 0.191 —0.0013 —0. 069 —0.661
mation (0.143) (0.032) (@ 111) (0.121) (0.136) (0, 945) (2.839)
Least equares | —0.801 —0.135 0.133 0.136 —0.083 —0.120 —0.993
(0.068) (0.920) {0.050) (0.052) (0.074) (0.035) (0. 568)
Rt = 0.992

and that Y, was treated as predetermined in our first model. ¥ isthere-
fore treated as dependent in the application of least squares to (4.5).

DerLATICN OF VARIABLES IN DEMAND RELATION

Since the demand relation expresses the aggregate result of the be-
havior of alarger number of individual consumers, it seems reasonable to
express the demand relation in per-capita terms. This involves deflating
the original quantity variables (y., 24, ) by population. If we retain
the assumption that the relation is linear in the logarithms of the ob-
served variables, then our per-capita demand relation is given by
(4.5 Fu¥u + Yo + vYuZe + ¥YuZ's + ¥'6Zn + Vo = Ul
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Taprr X
DEMAND FOR LIVESTOCK PRODUCTS

Estimates of Coefficients
Method

B'u T 7’55 a1 '

Limited information 1.319(0.348) | 0.041(0.344) | —0.988(0.100) [ —0.492(0.110) | —6.744(4.022)

Least squares 1.30740.205) | 0.045(0.308) | —D.984(0.089) | —O0.404(0.008) | —6.690(2.469)
B2 = 0.481

where

(4.8) Vi = Yo — Zs = 108 yar/26¢

(4.9) 20y = By — Zgay = l0g 225,01 = Ve

(4.10) Z'se = Zs — Zgr = V0B 250/ 2

The least-squares results reported in Table X were obtained by using
Y5 as the dependent variable and the other observed variables in (4.5) as
independent.

To obtain limited-information estimates of (4.5°), we visualize a model
in whieh Y’4, Z’s, and Z’s; have been substituted for Y, Zi, and
Zs1 , respectively, in the system given by (4.1) to (4.7). The effect of this
is to replace (4.5) by (4.5') and to replace (4.4) by

Bu¥Yu + BeYu + Bu¥au + Y
+ BuYsevaZu + Zot + vislo + vo = Uy

The significance of (4.4") is that the substitution of Y's for Y has intro-
duced Z; into the equation. In the estimation of (4.5'), therefore, Z,
may be used 88 a 24« . The 24 used in obtaining the limited-information
estimates given below were Z,, 2y, Z¢, Zs, 2o, Zn0 +

In estimating coefficients of (4.5’), observations relating to the years
1943 through 1946 were omitted because price control and rationing of
livestock products were effective during this period.”?

In all of the above tables, the calculated standard errors of the limited-

(4.4")

12 There iz a question of whether these observations should also have been
omitted in the limited-information estimation of other relations. If we assume
that the livestock demand relation is the only one appreciably affected and that
the change in this relation can be adequately represented by the intervention of
new exogenous factors, then the variables representing these exogenous factors
would, if observed, enter as 2.+ in the estimation of (4.1) to (4.4). However, if
they are unobserved and omitted from the caleulations, the resulting estimates
of (4.1) to (4.4) remain consistent.
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information estimates are based on asymptotic formulas®® and may be
expected to be biased for small samples. In the absence of a small-sample
theory, they are perhaps as good indicators as we have of the order of ac-
curacy of the limited-information estimates. The choice of units of meas-
urement for the variables affects only the constant term. In the calcula-
tion of the estimates presented here, 3., ¥4, 21, %, 2 are in dollars; ¥,
Y1, 23, 2 , 2 are in thousands of pounds; the unit for ¥, and ¥, is dollars
per thousand pounds. ys is an index whose average level, 1920-49, is
approximately 1; 27 is an index whose average value, 1935-39, is 100.
z; is In years, 2z in cents per hour, and z, in millions of persons.

SoME AspPeEcTs OF THE INITIAL RESULTS

For the most part, differences between estimates obtained by the two
methods are not striking when compared with the indicated magnitudes
of sampling fluctuations. Except for equation 4.5, however, they are
large enough to have important practical consequences if their reliability
were firmly established. An interesting example concerns the differences
in signs of the estimated coefficients of By in (4.2) and Bz in (4.3). The
positive coefficients obtained by limited information imply that feed
grains and protein feeds are technical complements, whereas the negative
coefficients obtained by least squares imply that they are technical sub-
stitutes. Our a priori knowledge in this case is probably insufficient for
us to regard either outcome as implausible. For the least-squares treat-
ment, the outcomes of ordinary ¢ tests of the hypotheses that particular
coefficients are equal to zero ean be told fairly well by inspection. Tests
of coefficients in (4.1), (4.2), and (4.3) involve the distribution of ¢ with
24 degrees of freedom; for coefficients in (4.4) and (4.5) £ has 23 and 21
degrees of freedom, respectively. The value of ¢ in a given case is simply
the ratio of the estimated coefficient (in the least-squares row) to the
estimated standard error. For 21 or more degrees of freedom, the dis-
tribution of ¢ is almost normal, the 5% point being 1.72 for ¢ with 21
degrees of freedom and 1.64 for the normal distribution.* Analogous tests
based on limited-information estimates are not available, but the ratios

¥ Limited-information estimates of coefficients have been shown to have an
asymptotic normal distribution, whose covariance matrix may be obtained from
the expected values of the second partial derivatives of the logarithm of the like-
lihood funection. The variances of the estimates are functions of the true values
of the coefficients of an equation. The ecaleulated standard errors given in the
tables are obtained by replacing the true coefficients with their Mmited-informa-
tion estimates. 8ee T. W. Anderson and H, Rubin, Estimation of the Parameters
of a Single Equation in a Complete System of Stochastic Equations, op. cit., pp.
53-56. Also T. C. Koopmans, H. Rubin, and R. B. Leipnik, op. eit., pp. 133-153,
and T. C. Koopmans and William C. Hood, ap. cit., pp. 177-178.
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" of estimates to calculated standard errors should still give a rough idea
of the reliability attached to the signs of the estimates.

The failure of one of the tests indicated above to reject significantly
the null hypothesis could arise because the variable whose coefficient is
tested is not important in the relation considered, or for & variety of gther
reasons. Variations in the observed values of the variable in our particu-
jar sample might be small or might be elosely related to variations in
some of the other variables. Use of an inappropriate algebraic form for
the relation or other defects in the statistical specification could also bias
the estimates and the associated tests. Therefore, we do not necessarily
drop a variable from the analysis if our estimate of its coefficient does
not appear significant. The relation between the estimates and their
calculated standard errors is one type of evidence faken into account in
considering possible revisions of the statistical model.

Another type of evidence taken into consideration is the comparizon
of the estimates with what we would regard as plausible from our a priori
knowledge of the underlying relations of our model. The estimates of
vz in Table VI appear quite implausible in that a negative coefficient
for Z; implies that increasing the amount of roughage fed to livestock,
while holding other factors constant, would deecrease the production of
livestock products. The negative sign for vy in Table VIII obtained by
applying least squares to equation 4.3 would also lead to a rather im-
plaugible interpretation: namely, that increased quantities of roughage
fed to given herds of animals would lead producers to increase the quanti-
ties of protein feeds fed. It is worth noting, in this connection, that er-
rors of observation in z; may be unusually large, since the dominant com-
ponent is pasture consumption, and this is particularly difficult to
measure.” Other results that seem inconsistent with our a priori informa-
tion are the positive estimates of 84 dnd the small absolute values of the
estimates for s in Table IX, and the positive estimates of yg in Table X.
These will be considered again in later chapters along with some results
using alternative statistical specifications.

14 Tn considering these teste we are mainly interested in whether or not the data
are consistent with the hypothesis that the true value of the coefficient is zero
or of opposite sign to that of the estimate. Consequently the 5% points indicated
are for one-tailed tests. See A. M. Mood, op. cif., p. 425.

15 For the procedure adopied in obtaining a measure of pasture consumption
by livestock see pp. 47 t0 49 in Chapter ILI.



CHAPTER V

THE PRODUCTION RELATION

Dara LIMITATIONS

Certain aspects of the aggregate production relation are considered in
this chapter along with results of statistical analysis of equation 4.1 and
some alternative equations which were algso studied, In view of this
examination none of the equations studied appear to give a satisfactory
empirical representation of the underlying relation, and the need for
further study, possibly with different sources of data and different tech-
niques, is strongly indicated. The results are presented in some detail,
to indicate to other research workers the sort of attempts that have been
made and the nature of the difficulties that arose. It is hoped that this
will assist others in developing more fruitful avenues of attack in future
studies. In addition to uncertainties about the theoretical specification
(form of equation, way in which stochastic elements enter, ete.) and
limitations of existing estimation procedures, two special difficuliies with
respect to the available data have already been cited and need to be
borne in mind in considering the production relation. One is the diffi-
culty in accurately measuring pasture consumption which constitutes
about 35 9% of the total feed consumed by livestock.! The other is the
lack of any observations on vartables other than feed and animal num-
bers that might be expecied to influence the relation significantly.

Pasture seemed too important to be omitted, and so such observations
a8 could be obtained were used throughout the study. In Chapter II it
was provisionally assumed that important unobserved factors had in-
creased fairly smoothly over time and could be approximately taken
into account by introducing a time variable in the production equation.
One attempt to improve on this assumption is reported below {see pp.
85 to 87).

I Thers are, of course, serious difficulties in the measurement of other variables,
However, the importance of pasture in this relation and the likelihood that the
observations of pasture consumption are still less accurate than observations of
other variables seem to justify eiting it as a special problem.

76
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StaTisTICAL TEsTSs EMPLOYED

Fiited equations have been examined by considering the plausibility
of estimates of coefficients, by applying statistical tests of some of the
assumptions on which the estimates are based, and by checking the fitted
equations against data for 1950, the only year for which observations
were availlable that was not included in the sample. Where estimated
coefficients seemed sufficiently implausible, other steps in the examina-
tion were omitted. Checks against 1950 data are reported in Chapter
VIII. The two statistical tests applied in this chapter are the Durbin-
Watson test? for serial independence of disturbances and the Rubin-
Anderson test® of overidentifying restrictions. The latter is only appropri-
ate when the equation in question is viewed as a member of g system of
equations; hence, it is applied only to equations fitted by the limited-
information method.

DurBIN-WaTsoN TEsT oF SErIAL INDEPENDENCE

The Durbin-Watson test is based on the statistic d given by

2

(5.1) d = %—2 where

T
A' = E2 (i — fen)”
="

(52) \
S§? = Z ‘&2,
=1 -
ii, 1s the residual of the fitted relation for time {. Durbin and Watson have
shown that no exact critical region corresponding to a given level of
significance can be found for d, but that upper and lower limits for each
boundary of the critical region can be calculated. They have tabulated
these limits, and their tables are used in the tests reported here. All of
the serial-correlation tests in the present study are two-tailed tests (tests
against both positive and negative serial correlation) at the 0.05 signifi-
cance level (the relevant limits are thus contained in Durbin and Watson
II, Table V, p. 174). If the calculated value of d for a particular equation
is either less than the lower limit (d.) for the boundary of the lower part
of the critical region or greater than the upper limit (4 — d;) for the

2 J. Durbin and G, 8. Watson, Testing for Serial Correlation in Least-Squares
Regression I, Biometrice, Vol. 37, p. 409, and, Testing for Serial Correlation in
Least-Squares Regression I, Biometrica, Vol. 38, p. 159,

3T, W, Anderson and H. Rubin, Estimation of the Parameters of a Single Equa-
tion in a Complete System of Stochastic Equation., op. cil., p. 56,
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boundary of the upper part of the critical region, the null hypothesis of
serially independent disturbances is rejected. If calculated d lies between
the upper limit {(dy) for the boundary of the lower part of the eritical
region and the lower limit (4 — d,) for the boundary of the upper part
of the critical region, the hypothesis of serial independence is not re-
jected. If the calculated statistic falls between dp and d. or belween
4 — dy and 4 — d., the result of the test is inconclusive. Durbin and
Watson have presented an approximate test to be applied to inconclusive
cases, but, since it would involve substantial extra calculations in our
cases, and since they only assert that it is a good approximation when
one has more than 40 observations, this has not been applied.

The test has been developed for the single-equation ease with the inde-
pendent variables regarded as fixed. Thus the Durbin-Watson limits are
inexact when the test is applied to a least-squares equation containing a
lagged dependent variable or when it is applied to an equation fitted by
limited information. None of our least-squares equations contains the
lagged value of the dependent variable, and so there is no difficulty as far
as our least-squares equations are concerned. The use of the tabulated
limits must be regarded as approximate when applied to an equation
fitted by limited information. It was pointed out in Chapter IV that
limited-information estimates of coeflicients of the predetermined vari-
ables in an equation (the z,) could be regarded as least-squares estimates
of coefficients appearing in the regression of a linear combination (%)
of the current endogenous variables (ys) on the z, . If the appropriate
linear combination were exactly known, then no qualification would
attach to the application of the Durbin-Watson test to residuals from
limited-information equations. The fact that we only have estimates of
coeficients of 3° makes the test inexact. However, since we have no exact
test, it was applied. The tabulated limits depend on the number (k') of
independent variables in the equation. Because of the above least-squares
interpretation of limited-information estimates, & was taken to be equal
to the number of predetermined variables in the equation when the test
was applied to limited-information residuals.

For the limited-information version of (4.1), the caleulated value of
d is 1.11. The limits of the lower bound of the critical region for 30 ob-
servations and k' = 3 are d, = 1.12, dy = 1.54. Hence, the hypothesis
of serial independence iz rejected by this test. For the least-squares
version of (4.1), the caleulated value of d is 1.28. The limits for 30 ob-
servations and ¥’ = 5 are d. — 0.98, dy = 1.73. The test is inconclusive
in this case. However, in both cases, some doubt is cast on the validity
of the assumption of serial independence of disturbances. The calculation
of the statistic for both versions of (4.1) is shown in the appendix (pp.
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146 and 149). For other equations the same procedure is used, but the
details are not shown.,

RUBIN-ANDERSON TEST OF QVERIDENTIFYING RESTRICTIONS

The Rubin-Anderson test was designed to test the assumption that
certain coefficients are zero (certain variables do not appear) in a par-
ticular equation, given the validity of the remainder of the specification.
It was observed in Chapter I that, in many applications to economics,
the investigator is likely to have better grounds for the specification of
which variables enter particular relations than for other aspeets of his
specification. In such cases the interpretation of the test is subject to
doubt, but it remains true that an extreme value for the test statistic is
an indication of difficulty somewhere in the statistical specification used.*
The test statistic is T log (1 + 1/A) where T is the number of observa-
tions and A is the largest characteristic root of a determinantal equation
used in the calculation of limited-information estimates.’ The statistic
has been shown to have a limiting x* distribution, with degrees of free-
dom equal to the number of overidentifying restrictions used in the
caleulation of the estimates. In the notation of Chapter IV, the number
of overidentifying restrictions used is the number of zi« employed in
computing the estimates less (H — 1}, the number of 24+ necessary for
identification. Six zs« were used in calculating limited-information esti-
mates of (4.1), and two were necessary for identification (the equation
contained three current endogenous variables); hence the statistic has
4 degrees of freedom in this case. The caleulated value for T log (1 +
1/A) was 18.9. Since values greater than 13.3 would arise by chance only
one time in one hundred, this is a strong rejection of the set of specifica-
tions on which limited-information estimates are based.®

1 See Carl Christ, A Tesi of an Econometric Model for the United States, 198147,
Conference on Business Cycles, National Bureau of Economic Regsearch, 1951, pp.
35-129. Similar observations could be made about the Durbin-Watson test in the
applications considered here. Appareni serial correlation of disturbances could, for
example, be caused by the use of an inappropriste algebraic form or the omission
of an important variable,

5 See appendix, pp. 141-142, for an example of the determinantal equation and
the caleulation of the largest root,

¢ One of the assumptions on which the test is based is that the moment matrix
of the predetermined variables converges to a fixed limit as the number of ob-
servations inereases indefinitely. This is violated by our inclusion of time as a
variable unless we assume that, beyond some point, the {actors associated with
time cease to increase linearly and approach a finite limit. Though this does not
seem unreasonable, the questions raised emphasize both the undesirability of
applying asymptotic theory to a fairly small sample and the complications that
arise with the use of time as a vartable.
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The implausibility of the estimates of the coefficient of Z:;3 and the
implications of statistical tests that have been performed indicate a need
for other formulations of this relationship but do not indicate very pre-
cisely the directions in which one might usefully look for alternatives. In
selecting alternatives to be examined in the present study, the authors
limited themselves to equations that could be analyzed with the time-
series data readily available and that could be readily incorporated into
the economic model developed in Chapter II. More substantial revisions
would have demanded more time and resources than counld be allocated
but may be necessary if real progress is to be made.

EsseNTIAYL INpUTS PROPERTY OF LOGARITHMIC RELATION

One feature of equations linear in the logarithms of observed variables
that is of interest in connection with equation 4.1 is the following. If we
imagine that all of the variables except two are held constant (at finite
positive values) and one of these is arbitrarily set equal to zero, the cther
will be zero or infintie, depending on whether the signs of the evefficients
of the logarithms of the two variables are different or the same. If we
consider a production relation of this form, relating one output to several
inputs, and if the coefficient of the log of output is positive and coeffi-
cients of the logs of inputs are negative, then, for output to be nonzero,
all inputs must be positive. That is to say, at least some of every input
is essential if any output at all is to be produced.

Clearly the appropriateness of assuming this property depends on the
definitions of inputs employed. If the resources that may be used in
production are classified into a large number of highly special inputs, it is
likely that only a few will be absolutely essential to the production of
some output. On the other hand, if only a few categories of inputs are
set up, it is more likely that some amount from each category will be
necessary for any production to be realized.

REAGGREGATION OF FEED INPUTS

In reference to the variables of equation 4.1, there is no question but
that some output of livestock and livestock products could be produced
with zero input of any of the types of feed, provided all three were not
simultanecusly zero. Thus there exists a discrepancy between our a
priori knowledge and the implications of the form of equation adopted
in (4.1). This discrepancy concerns a property of the equation in the
large (i.e., it arises only if large variations in the variables are considered),
and we arc ordinarily more interested in the local properties of our equ-
tions. However, the existence of the discrepancy, combined with other
evidence that (4.1) is unsatisfactory, gives some inducement to consider
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TapLe XTI
ALTERNATIVE PRODUCTION RELATICN

Estimates of Cloeflicienta

Method
178} '}‘;1 ‘f{l l 7:»
Limited information —0.463{0.111) —0,274 (1. 152} —0.0045(0. 0604) —3.132(1.009)
Least squares —0.565(0,107) —0.170(0. 148) —0.0043(0. 0004) —3.274(0.987)

Rt = 0,978

alternatives in which this property is modified. Since the feed variables
are measured in common units (pounds of digestible nutrients), one way
to remove this inconsistency between our a priorli knowledge and the
form of equation used is to introduce a variable representing aggregate
feed fed to livestock into the production relation instead of the three
separate feed variables of (4.1). In the notation of Chapter IV, we then
have

(5.3) Yar = Yor + Y7 + Zae
(5.4) Yie + BuVe + vuZu + Yigza: + v1o = Ut

where Yy = log s . Whether or not {5.4) permits s better approxima-
tion to the underlying relation than {(4.1) can hardly be answered a
priori. Whereas (4.1) did not seem to allow sufficiently for the substitut-
ability of feeds, (5.4) treats them as perfect substitutes. Estimates of the
coefficients of (5.4) are given in Table XI1.

In the caleulation of the least-squares estimates, ¥; was again treated
a3 the dependent variable. To obtain the limited-information estimates
the model given by equations 5.3, 5.4, and 4.2 to 4.7 was considered,
Because (5.3) ig not linear in the logarithms of the observed variables,
this is a mixed linear, nonlinear system. Rubin and Anderson have
shown® that the limited-information method yvields consistent estimates
of a linear subset (in this case 5.4 alone) of such a system. The estimates
in the first row of Table XI were obtained, using Z5, Zs, Z;, Z;, Zs,
Zy , Zy as predetermined variables not appearing in the relation being
estimated.

Both sets of estimates in Table XTI appear plausible on first inspection.

7 The production equation fitted by Lorie, op. ¢it., Ch. IV, was of the same
form as (5.4), with some differences in definitions of variables. In our notation, his
estimates of coefficients, obtained by least squares, using data for the period
191044, were Bz = —0.330, 1. = —0.523, 51, = —0.0021.

3 See T. W. Anderson and H. Rubin. The Asymptotic Properties of Estimates
of the Parameters of a Single Equation in a Complete System of Stochastic Equa-
tions, op. cit. pp. 200-212. '
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The estimates of v1 imply an annual increase of about 1 % per year in
product obtained from given quantities of feed and animals. The sum
of estimates of 81 and vy is —0.74, using either limited-information or
least-squares estimates. In the initial stages of the study, when the a
priorl impressions of a number of informed persons were sought on
various aspects of livestock production and marketing, it was quite
generally conjectured that, at levels of output that have prevailed in the
past thirty years, livestock production is characterized by nearly con-
stant returns to scale. It was somewhat less generally stated that num-
bers of animals fed and amounts of feed used probably dominated pro-
duction to such an extent that output would be almost proportional to
changes in these two inputs (it being recognized that some observed
inputs would tend to change along with animal numbers and feed).

Test oF IMPoORTANCE oF OTHER INPUTS

If both these conjectures are true, then, exeept for sampling fluctua-
tions, the sum of the estimates of gz and 'y;; should be —1. If the first
conjecture is accepted a priori but not the second, a test of the hypothesis
that B + yu = —1 may be regarded as a test of the importance of
unobserved factors that did not consistently vary with animal numbers
or feed. We are inelined to interpret the test in this way, but we recog-
nize that other a priori assumptions would lead to other interpretations,
Since our limited-information proeedures do not include tests of linear
hypotheses, the test is based on the least-squares calculations. The test
statistic has the F distribution with 1 and T — £’ — 1 degrees of freedom
where %', as before, i3 the number of independent variables in the equa-
tion.” The calculated value of F in this case is 6.97, whereas the value
corresponding to the 0.05 significance level is 4.22. Thus, by our inter-
pretation, the test offers substantial evidence of the importance of
omitted variables.

Pravsieiniry or MareiNaL REusroNsEs

Marginal response of output to small increments of feed or animals
can be calculated for particular values of the inputs by solving the equa-

¢ Let the regression equation be given by y, + ez = u, where y = dependent
variable, x, = vector of independent variables, @ = vector of coefficients. Let the
null hypothesis be given by be’ =8, . Then
(T = k' — Dhd — o)

TowMa b

hasthe F distribution with 1 and T — ¥’ — 1 degrees of freedom. M,, = TZL, ziz, ,

F =

s - A 1 " 3 .
& is the least-squares estimate of o, 52 = ¥2L (ye + a:c;}. For a general discussion

of tests of linear hypotheses see A. M. Mood, ep. eit., p. 305,
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tions for ¥ and differentiating with respect to each input. This yields

a . oy r _ r
(55) . %5 = —pfislantilog — yio)ys" ¥ a0 s
s
ayl ! : ! —Bi1s -7'11—1 _7']2
(5.6) 5 = —vynfantilog — v10)ys' 210 2.
1

Whichever set of coeflicients is used, marginal response to one input tends
to decrease with increages in that input and to increase with increases
in the other.

Marginal returns to feed and inventory have been calculated for an
“average,” year considered for this purpose to be a year in which the
variables ys , 21, 2; take on their average values over the period of the
observations. These average values are 392 million for ys, 6.09 billion
for z; , and 15.5 for z; . The units are those used in obtaining the esti-
mates given in Table X1, namely thousands of pounds of TDN for s,
dollars worth of estimated potential production for z; , and years for 2.
If we use these average values for the variables and the limited-informa-
tion cocfficients given in Table XI, the calculated marginal return for
feed is 8.67, and the marginal return to livestock inventory is 0.32. If
we usc least-squares estimates of coefficients, the calculated marginal
return to feed is 10.47 and to inventory 0.20.

The aggregate production relation of our model depends on the pro-
duction functions of individual producers and on relations determining
the distribution of inputs among individual producers. For a small
increase in the aggregate of one input, the rate of response of aggregate
production will be a weighted average of the marginal productivities of
the input for individual firms, and the weights will be proportional to
the amounts by which the individual firms increase their use of the input
in question.'” T'o the extent that individual producers succeed in equat-
ing marginal productivity of an input to the input-output price ratio, we
should expect the marginal response of aggregate output also to ap-
proximate this ratio. In general, we would expect the approximation to

1 Let y = f(a, b, ¢) be the aggregate production relation with ¥ as aggregate
output and a, b, ¢ as aggregates of inputs. Let y: , a;, b, , ¢; , be the output and
inputs of an individual firm with production functien y; = f; {a; , b: , ¢:). We have
¥=2:¢1,a =2;a,ete. Suppose the process by which the input a is allocated
among firms can be summarized in a set of relations a; = gi(a). For a small increase
in g, with b and ¢ fixed, we have oy = 2y % d

da da; da
in detail the implieations of various assumptions about the distribution relations
and the process underlying them. This, however, is outside the.scope of the present
study,

. 1t would be useful to consider
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be closer for current endogenous inputs than for predetermined inputs,
since the latter cannot be adjusted in response to current information.

In any case we do not have data on the eost of inereases in inventory.
We can verify that the general order of magnitude of the calculated
marginal returns to the inventory variable are reasonable, by noting
that average returns are about 1.2 and that average rcturns should
decline if the size of the herd is increased while feed consumption re-
mains constant. This implies that marginal returns are below average
returns. _

Data are also lacking on the cost of roughage. However, since roughage
is predetermined, marginal adjustments in quantity of feed consumed
take place largely through variations in grains fed. We might expect,
therefore, a rough correspondence between marginal returns to grain and
price of grain. Qur calculated marginal returns above, 8.67 using limited-
information coeflicients and 10.47 using least-squares, are in dollars
worth of product per thousand pounds of TDN. The average price of
grain per thousand pounds of TDN during our sample period was
$19.40." Thus there is a substantial discrepancy in this comparison.”?

An explanation that readily suggests itself is that digestible nutrients
obtained through roughage may cost substantially less than digestible
nutrients obtained through grains. This is confirmed if we compare
average production with average quantity of feed fed. Average produc-
tion was $7.4 billion at average prices. If the average quantity of feed,
392 billion b of TDN, is evaluated at $19.40 per 1000 Ib, then the feed
fed to animals was worth about $7.6 billion. At the same time that this
provides an explanation for the discrepancy noted above, it also makes
highly questionable the assumption (utilized in 5.4) that digestible
nutrients in one type of feed are perfect substitutes for digestible nu-
trients in another type of feed.

TestTs oF PRODUCTION RELATION WITH AGGREGATE FEED VARIABLE

The statistical tests described earlier in the chapter and applied to
equation 4.1 also tend to cast doubt on the appropriateness of (5.4) as a
formulation of the production relation. The Durbin-Watson statistic
calculated for the residuals from the least-squares version of (5.4) is
0.634, whereas the lower limit (d.) of the lower boundary of the critical
region for 30 observations and 3 independent, variables is 1.12. For the
limited-information equation, the calculated statistic d 15 0.596 and d,,
for k' = 2is 1.18. In both cases the test significantly rejects the assump-
tion of serially uncorrelated disturbances. The value of T log (1 4 1/))

"t This is a simple average of the figures in col. 1, Table V, on p. 63,
2 Comparisons, using data for seattered individual years instead of averages,
are similar.
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calculated for this relation is 41.7, which is also highly significant, since
a value as large as 16.8 would occur only one time in 100 if alf of the
assumptions on which estimation was based were valid.

AssumpTioNs UNpERLYING THIRD ForM oF PropucTioN RELATION

Another form of the production relation for which estimates were
obtained involved differcnt treatment of the feed variables and omission
of the time variable. An attempt was made to learn of possible sources
of the secular increase in feeding efficiency in livestock enterprises and
to consider to what extent these might be related to observable variables
that eould be utilized in studying the relation. The principal explanatory
factors that seemed to the authors and others to be of importance were
improved breeds, improved feeding practices, and improved care of
animals. If observations were available on all the inputs used in livestock
production, it would seem that improved care and improved feeding
practices could be related, to a considerable extent, to incressed use of
labor and/or equipment, and to changes in the composition of livestock
rations. Different breeds of animals could be regarded as different inputs
if sufficient data were available. Although the data necessary to study
various of these factors are sometimes available in the analysis of feeding
experiments and in intensive farm-management studies of a few firms,
the only aggregate data that seemed promising for incorporation in the
present study related to the amounts of particular feeds fed to livestock
during the sample period.

Several advisers who were consulted suggested that one of the im-
portant historical changes during the period of observation was the
increased recognition of the value of protein in animal diets and the
increased use of high-protein feeds. Although the advisers disagreed
somewhat in their speculation about the relative importance of this and
other factors, it did seem worth while to consider a form of the produe-
tion relation in which protein was distinguished from other digestible
nutrients. It was possible to estimate the number of pounds of protein
(DP) and the number of pounds of other digestible nutrients (ODN)
fed to animals from the estimates of protein and total nutrient content
of individual feeds given by Morrison and Jennings. The use of their
estimates is explained in Chapter III (see especially footnote 43), and
the composition figures actually used in this study are summarized in
Table 11, pp. 51-52.

EstiMAaTED CoEFrFICIENTS FOR REVISED RELATION

Let y, be the total number of pounds of digestible protein contained
in feed fed to livestock in period ¢, and let y1o; be the total number of
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pounds of other digestible nutrients. Yo, = log ¢, Yir = 10g #0s.
(5.4) was modified by taking out 2z, and by substituting ¥y, ¥, for ¥y
Coefficients in the resulting equation were estimated by limited informa-
tion and by least squares with these results:

(5.7) Y, — 3.98Y, 4 3.65Y, — 0.67Z, + 362 =0
0.91) (1.10) (0.36) {2.32)
(5.8) Y, — 197V, 4+ 117y, — 028Z, — 180 =0
{0.40) (0.48) 0.29) .77 R? = (0.88.

The limited-information coefficients are given in (5.7), the least squares
in (5.8). The time subscript has been omitted from each variable. Calcu-
lated standard errors of the estimated coefficients are given in parenthe-
ses below their respective coeflicients.

HisToricAL (CHANGES IN ProTEINS aND OTHER NUTRIENTS

The result that output is decreased by increases in other digestible
nutrients is quite implausible, as is the implication that production could
be so greatly increased by small increases in protein fed. Several possible
explanations for the implausibility of the results were considered. It was
noted with mild surprise that the simple correlation cocfficient between
Y, and ¥ was 0.98 for our sample period. The ratio of protein to other
digestible nutrients fed was 0.166 for the first five years of observation
(1820-24), compared with 0.177 for the last five years (1945-40). The
prior impressions of the investigators had led them to expect a fairly
substantial increase in protein, relative to other nutrients. Because
others may have similar impressions, Table XII, accounting for protein
and other nutrients by sources, may be of some interest.

Though the use of protein concentrates did expand greatly during our
period of observation, a fairly modest expansion in the feeding of grains
relative to forage was sufficient to keep the ratio of digestible protein to
other digestible nutrients almost constant. To the extent that high
correlation between Y, and Yj, contributed to the inaccuracy of the
egtimates of coefficients in (5.7) and (5.8), we should expect the calcu-
lated standard errors of the estimated coefficients to be large. Though
the calculated standard errors are, in fact, large, they are small enough
to suggest that this was not the only source of difficulty with this equa-
tion.

OrTHER FoRMS oF RELATION

Two other production equations were fitted. An alternative algebraic
form involving the same variables as (5.7}, (5.8) is given in (5.9).
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TasLe XII
HISTORICAL CHANGE IN LIVESTQOCK RATIONS
Figures in Upper 8ix Rows Are in Tens of Billions of Pounds

Sources of Nutrients
. Protein
Grain concentrates Roughage Total

1020-24

TDN 62.70 3.61 118,93 185.24

np 6.44 1.50 18.49 26.42

ODN 56.26 2.11 100.45 158.82
1945-49

TDN 82.67 8.17 137.59 228 .43

DP 8.62 3.47 22.32 34.41

ODN 74.05 4.70 115.28 194.02
Per cent increase

TDN 32 126 16 23

DP 34 131 21 30

ODN 32 123 15 22

TDN = total digestible nutrients.

DP = digestible protein.

ODN = other digestible nutrients.
The increase in animal units fed during this interval was about 16.

(59) yl/zl —_ 2.73{9/21 + 57.53[10/21 - 384.31{9%0/2? — 21 =46
{1.83) (26.02) (209.9) (1.507) R2 = (.81

The coefficients were estimated by least squares. The nutrient variables
were deflated by the inventory variable. This implies constant returns
to scale which was conjectured by several of our consultants. The cross
product of the deflated feed variables was introduced to allow for possible
interaction between the nutrients. The positive coefficient of /2 is
sufficiently large to make 8y:/8y: negative over the ranges of the ob-
served values of the variables. This was regarded as sufficiently im-
plausible that no further statistical analysis was performed on this
equation.

Another equation that was considered was obtained by introducing
time into the equation estimated in (5.7), (5.8). The resulting equation
was estimated by both methods and the results are indicated in (5.10)
(imited information) and {5.11).

(6.10) Y+ 4.25Y, — 4.66Yy 4 0.09Z, — 001z, — 390 =0
@07 204 ©27) (0.003) (1.42)
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(5.11) Yy 4 1.32Y, — 1.84Yy — 0.09Z; — 0.0062; — 3.54 = 0
(0.47) {0.46) {0.13) (0.008) (0.84) Ra = 001

In these cases the implausibility of the coefficients of Y3 made it seem
not worth while to apply further analysis.

PossIBLE MODIFICATIONS IN APPROACH

Reconsideration of our approach to the production relation is clearly
in order. A variety of alternative approaches are in principle possible,
and we have not investigated them thoroughly enough to try to make
strong recommendations at this time, By way of illustration, two pos-
gible ways of proceeding are briefly outlined.

On the assumption that an important weakness in the approaches
already tried is the lack of observations on inputs other than feed and
animals, one might consider trying to specify the missing inputs and the
relations that determine their values, in the hope that the other variables
in these relations would be observable. If so, onc could eliminate the
unobservable inputs from these equations, thus obtaining a smaller
number of equations that would not contain the unobserved variables.
The new equations would be called partially reduced form equations
and would have to be reinterpreted in light of the way in which they
were derived, Consider the following hypothetical example. Let (5.12),
(5.13) be two equations of a larger structural system.

(5.12) ¥+ Buye + vurt + veRe + ve = W
(5.13) Yo + Basys + vasZe + vtz + v = Us

Suppose that ys is not observable. By solving (5.13) for », and substitut-
ing for it in (5.12), the following relation is obtained.

(5.14) % — Bufuys + vuz + (viz — Buvw)zs — Buynn = (u + Biziis)

In general, statistical specifications commonly made in analyzing linear
equations will hold for (5.14) if they are valid for (5.12), (5.13). If u, , us
are normal, independent of the 2’s and serially independent, for example,
the new disturbance (¥; + Byus) will also have these properties. {5.14)
will be less autonomous™ than (5.12), (5.13) and typically more difficult
to interpret, but its substitution for (5.12), (5.13) does not affect the
validity of the model.

Another possibility is to seek sampling data on the operations of a
number of individual producers and to use these as the basis for the
analysis. To draw reliable inferences about the relation among aggregate

13 For a diseussion of the autonomy of economie relations see Trygve Haaveimo.
The probability Approach in Econometries, op. cit. pp. 26-39.
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variables, the sample data would have to be rather comprehensive, and
the model would have to specify {perhaps only in part) relations between
individual and aggregate observahle variables and between individual
and aggregate parameters. Tobin's use of sample data to estimate in-
come elasticity in an aggregate demand relation is an example of this
approach.” As sampling data continue to become more available the
possibilities for successfully developing this approach should improve.”
The possibility of making use of data provided by technical experiments
in this connection is also worth exploring. It is possible that models like
those used in Aetivity Analysis' could be developed to provide a basis
for combining experimental data with sampling data and time series.

14 See James Tobin., op. ¢il.

16 Some preliminary speculation about problems that might be encountered in
this development are given in Clifford Hildreth, Combining Cross Section Data
and Time Series, Cowles Commission Discussion Paper, Siatistics 8347. Cowles Com-
mission for Research in Economics, University of Chicago, Chicago, May 15, 1950.
See also

Stephen G. Allen Jr., Estimation of a Single Iiquation in a Complete System
of Stochastic Equations with Cross-Section, Time-Series Data, Cowles Commission
Diseussion Paper, Statisties 366, Cowles Commission for Research in Economics,
University of Chicago, Chicago, Oct. 8, 1951.

Lawrence R. Klein. Sample Surveys of Households: a New Tool in Economet-
rics Economeirica, Vol. 19, p. 345, 1951,

16 Sec Activity Analysis of Production and Allocation, T. C. Koopmans, editor,
Cowles Commission Monograph 13, John Wiley & Sons, New York, 1951.



CuaaprTER VI

THE FARM DECISION RELATIONS

PraN or CHAPTER

The farm decision relations reflect the economic behavior of the pro-
ducers of livestock products. They represent decisions with respect to
the use of feed grains {equation 4.2) and protein feeds (equation 4.3)
and the sale of livestock and livestock products (equation 4.4). For
reference they are rewritten here.

(4-2) Yo+ BuYs + BuYs + BuYs + vauZy + vuZs + v = Us
(4-3) 1832Y2 + Ya e !335Y5 + ﬁa?Y‘r + 73121 -+ 73333 +- Yan Ua
(44) BaY: + BuYs + BuYs + Vi + BuYs + vuZi -+ vuZs + v = Uy

Estimates of coefficients in the equations were given in Tables VII, VI,
1X of Chapter IV. To supplement the rationalization offered in Chapter
IT for the choice of variables in these relations, a formal theory of de-
cision making is developed in the latter part of this chapter, and the
theoretical results are related to the empirical relations used in the
study. The theory will also serve the purpose of calling attention to
certain ways in which the empirical approach can be improved if new
data can be found or new a priori information brought to bear. Before
this theory is developed, the results of applying the statistical tests
described in Chapter V to the decision relations and some results of
experiments with alternative forms of the relation expressing demand
for feed grains are presented.

Linear Form or DEMAND FOrR FEED GRAINS

Tt was desired throughout the study to experiment as much as possible
with different formulations of the various relations of the mode] to see
whether indications of the appropriateness of alternative specifications
could be found. For lack of time, the demand for feed grains was the
only one of the decision relations on which alternatives were tried. A
version of this relation that was linear in the observed variables was
fitted both hy limited-information and least-squares methods. In the

90



COMPARISON OF RESULTS 01

notation adopted in Chapter IV, the relation is given by
6.1) Y20 + Buyac -+ Bostse + Buliee + varen + Yiezae - vao = U

where 1, represents price of feed grains measured in dollars per thousand
pounds of TDN and y; stands for price of protein feeds, also in dollars per
thousand pounds of TDN. s is an index of the price of livestock products,
such that unity corresponds to average prices during the period of ob-
servation. ys represents the amount of feed grain fed in billions of pounds
of TDN, 2z, is beginning inventory of animals measured in billions of
dollars worth of estimated potential production, and z; denotes roughage
consumed by livestock, measured in billions of pounds of TDN. The
units for ¥ , 21, 23 have been changed from those used in Chapter IV,
to keep their coefficients in the linear version from being inconveniently
small. Estimates of coefficients of (6.1) are given in Table XTII.

ComrarisoN oF RESULTS

Predetermined variables not appearing in (6.1} that were used (as zx4)
in the limited-information computation were 21, 25, 27, 2z, 20, Zw.
Equation 4.2, which was discussed in Chapter IV, contains the same
observed variables as (6.1}, but is expressed as a linear function of the
logarithms of the observed variables, In (4.2) the coefficients represent
elasticities, whereas in (6.1) they represent slopes or marginal rates of
response. To compare the results, it is convenient to solve each equation
for ys (after setting the disturbance equal to zero), since ¥ is regarded
as a decision variable by the individual producer, and it seems more
natural, therefore, to make conjectures about the response of quantity
fed to changes in the other variables. Equation 4.24 below was ob-
tained by solving (4.2) for ys and using as coefficients the limited-infor-
mation estimates reported in Table VII, p. 72. The least-squares es-
timates were used to obtain (4.2B). (6.14) and (6.18) result from
expressing s as a function of the other variables in (6.1) and using,

TasLe XIIT
DEMAND FOR FEED GRAINS IN LINEAR FORM

Estimates of Coefficients in (6.1)
Methed

B2 B2 B ¥ T8 10

Limited in. 0.026(0.076) | —28,53(2.92)} 0.202(0.042) | —7.26(1.56) [ 0.004(0.039) | 21.34(16.127)
formation
Least squares | —0.011(0.067) | —25.22(2.61) 0.167(0.038) | —6.67(1.50) | 0.019(0.037) | 19.14(6.585)

Rt = 0.980
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respectively, as coefficients, the imited-information and the least-squares
estimates from Table XIII,

(42A) yﬁ — (961.6)2{;.0'679 y;l).l?ﬁ y;.m 21.875 2;0.431
42B) ys = (2698)y7 "y ™ ™ g0
(6.14) 1y = —4.951y, —0.129y; + 131.3y;
4+ 3594z — 0.0202; — 105.6
(6.1B) ys = —5.988y; + 0.066y; + 151.0y;
+30.94z, — 0.114z; — 114.6

For convenience, the first factors on the right in (4.24) and (4.2B)
have been adjusted so that the units in which variables are measured in
these equations are the same as the units in (6.1). In Table XIV the
slopes of the equations in directions parallel to the various input axes
are listed. The slopes of (4.24) and (4.2B) depend on where the slopes
are measured. For the third and fourth rows of the table, average values
of the variables on the right-hand side of (4.24) and (4.2B) were used.
For the years 1920-49, these were y» = 19.43, y3 = 44.65, 5 = 0.981,
z = 6.093, 2z = 244.9. The average value of ¥ over this period was
135.6. Partial derivatives in the last two columns correspond to the 1950
values of the variables on the right. For 1950, y. = 31.63, y» = 58.38,
ys = 1.736, 2, = 6.508, z; = 271.4, y5 = 170.6. Table XV contains elas-
ticities with respect to the indicated variables. For equations 6.14 sand
B, elasticities have been caleulated for both average and 1950 values of
these variables.

The larger responses of grain consumption (z) to variations in rough-
age consumption (z;) indicated by equations 4.24 and B secm more
plausible than the smaller responses indicated by equations 6.14 and B.

TapLe XIV
ESTIMATED SLOPES FOR FEED-GRAINS DEMAND EQUATIONS

Asgsumed Partial Derivative of ys with Respect to:
Equation Values of

Variables ya Y3 ¥s 2 2
6.14 —4.95 | —~0.13 | 131 35.9 | —0.02
6.1B ~5.99 0.07 151 39.9 —0.11
4.24 Average —4.73 | —0.53 7 148 41.6 | —0.27
4.28 Average —5.50 0.10 | 141 42.6 —0.19
4.2A 1950 ~3.86 1 —0.56 114 53.1 —0.33
4.2B 1950 —4.56 0.10 | 108 53.9 | —0.23
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TasrLe XV

ESTIMATED ELASTICITIES FOR FEED-GRAINS
DEMAND EQUATIONS

Assumed Elasticity of y; with Respeet to:
Equation Values of .

Variables U ¥ ¥s z 2
4.24 —0.68 ; —0.18 | 1.07 1.88 —0.48
4.2B —0.80 0.03 | 1.03 1.93 —0.35
6.14 Average —0.7L 1 —0.04 1 0.95 1.62 | —0.04
6.1B Average —0.86 0.02 1 1.09 1.80 —-0.21
6.14 1950 —0.84§ —0.04 ] 1.22 1.25 —0.03
6.1B 1950 —0.99 0.02: 1.37 1.36 | —0.18

However, the differences in slopes and elasticities among the four equa-
tions are, in general, sufficiently small to be explained by modest allow-
ances for sampling fluctuations. Therefore the comparisons made do not

give any strong indications regarding the appropriateness of the alterna-
tive forms of equations.

REesvLrs oF STatisTican Tests

Results of applying the Durbin-Watson test to residuals from the
limited-information and least-squares versions of (6.1), (4.2), {4.3), and
{4.4) are given in Table XVI, Table XVII shows the resulta of the
Rubin-Anderson test applied to the limited-information fittings. Both
tests tend to cast doubt on the assumptions underlying equation 4.4.
Although the Rubin-Anderson test does not reject (6.1), the ealculated
statistic is sufficiently close to the critical value so that changing the
significance level to about 6% would result in rejection of the null
hypothesis. As was indicated in Chapter V, when one is uncertain about
several aspects of the specification, the tests may be interpreted as gen-
eral tests of the assumptions on which estimates are based. From this
point of view, it would be desirable to know something about the power
of each test against various alternatives. Unfortunately this has not
been investigated.

RevaTions Incruping PrYsicAL SUPPLY oF (JRAINS

Most livestock producers also produce feed grains. A substantial
number of these plan as a regular practice to “market their grain in the
form of livestock.” Among such producers, it seemed that there might
be some tendency for their use of grain to depend partly on their own
physical supply, as well as on price and the other variables indicated. It
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TasLe XVI
APPLICATION OF DURBIN-WATSON TEST TO FARM DECISION
EQUATIONS
5% Level of Significance
Limits of
No. of Relevant
Equation | Method of| Calculated | Predetermined Boundary Results
No. |Estimation| Statistic, d | or dependent .
Variahles, &’ L_o“fer 'pPel
limit, | lirt,
dy, dy
6.1 L L 1.62 2 1.18 | 1.46 N
6.1 L. 8. 1.583 5 .98 11.73 I
4.2 L. 1 1.64 2 1.18 | 1.46 N
4.2 L. 8. 1.56 5 J98 | 1.73 1
4.3 L. 1. 1.69 2 1.18 [ 1.46 N
4.3 £ 8. 1.89 5 98 | 1.738 N
4.4 L. I 2.85 2 2.54*% 2.82% R
4.4 L. 8. 2.86 6 2.17% 3.08% I

Abbreviations: L. I.—Limited information; L. 8.—ILeast squares; N—Null
hypothesis not rejected; I—Inconclusive; R—Null hypothesis rejected.

* Since we are concerned with the boundary of the upper part of the critical
region in this case, its lower limit is given by (4 — dy) and its upper limit by

(4~ dy).

TasLe XVII

APPLICATION OF RUBIN-ANDERSON TEST TO FARM
DECISION EQUATIONS

5% Level of Significance

Test Result
i . Ca]qulfa. ted Degrees of | Critical Values N = Not
quation No. | Statistic, T Freed f Statisti Reicoted
log (1 - 1) reedom of Statistics ejec
R = Rejected
6.1 8.16 3 0.216-9.35 N
4.2 2.03 3 0.216-9.35 N
4.3 4.45 3 0.216-9.35 N
4.4 0.051 2 0.051-7.38 R

seemed difficult to assess, on a priori grounds, the possible importance of
this tendency in the aggregate, and so a version of the demand for feed
grains relation was considered, in which physical supply of grain (z)) was
included, along with the variables that appear in (4.2) and (6.1). If the
tendency cited above were important, we should expeet this relation to



THE INVENTORY RELATION 05

show that, for given values of the other variables, an increase in physical
supply of feed grain should be associated with an increase in quantity
fed. .

Estimates of parameters were obtained for demand equations that
included 2 , the physical supply of feed grain. (6.2) was obtained by
limited information, it being assumed that the relation was linear in the
logs of the observed variables. (6.3) and (6.4) were obiained by least
squares, the equation being treated first as linear in the logs and then
{in 6.4) as linear in the observed variables.

(6.2) Y, +4 0.138Y; — 1.446Y; + 0.856Y¢ — 2.2307,

(0.230) £0.225) 0.597) (0.604)
+0.380Z; + 0.477Z, + 6.241 = U,
{0.636) (0.420) (5.23}
(6.3) Y. — 0.153Y, — 1.161Y; 4 0.433Y; — 1.756%,
0.184) (0.176) (0.440) 0579
+0.0647; + 0.7412y 3~ 7098 = [/,
(0.571) (0.330) {3.18)
R’ = 0.957
(6.4) ya — 0.033y; — 24.22y5 + 0.595ys — 0.481z;
{0.060) (2.34) (0.513) {0.149)
~0.082z; 1+ 0.940z + 14.90 = wu,
{0.341) (0.340) {9.64)
R = 0.970

In all cases the estimated coefficient of z, implied & tendency to de-
crease consumption with increases in the physical supply (other vari-
ables held constant). This seemed sufficiently implausible that further
analyeis of these equations was not undertaken,

THE INVENTORY RELATION

The inventory relation 2.26 is closely associated with the farm decision
relations, expressing the necessary condition that the inventory of ani-
mals available for future production can be increased only to the extent
that current production exceeds current sales. In the revised notation it
is written :
{6.54) (211 — 210) = a(ya — y10) + v

If »; were independent of the disturbances in the rest of the model, 34
and i could properly be regarded as predetermined in this relation, and
the least-squares estimate of & would be unbiased. That this is strictly
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true seems doubtful, since producers must plan their sales and inven-
tories simultaneously and might be expected to recognize and be influ-
enced by factors included in v, . However, since this relation was thought
to be of less interest in the present study, and since computing facilities
were fully employed with the other analyses, this relation was estimated
only by least squares. The least-squares estimate of o in (6.54) is 1.056,
and the simple correlation between (2141 — z1,) and (yae — %1} is 0.88.
If we do not constrain the relation to pass through the origin, i.e. if we
consider

{6.58) (Zremr = 212) = ag -+ oy(yus — Yu) + v

then the least-squares estimates of ay and a, are, respectively, 0.0609
and 1.140. An ordinary ¢ test of the hypothesis that oy = 0 rejecis the
hypothesis at the 0.05 level of significance. The calculated value for { is
2.8; the upper critical value for ¢ with 28 degrees of freedom is 2.05. If
we were dealing with a homogeneous commodity, ap would, of necessity,
be equal to zero. The discrepancy in our sample could be caused by a
systematic change in the composition of our aggregates over the sample
period or by a tendency to overstate sales and/or understate production
in our observations.

TarorYy AS AN A 1o MoperL CoNSTRUCTION

Problems encountered in empirical research seem to fall naturally into
two classes. These are problems of analyzing models and problems of
constructing models. The separation is basically the same as the dis-
tinction often drawn between testing hypotheses and formulating hy-
potheses. Though much useful work remains to be done in both areas,
problems of analyszing models seem to be, in one sense, less baffling, in
that logic, mathematics, and especially mathematical statistics seem to
provide relatively well-defined approaches to these problems. Given a
well-defined model or class of models and associated observations, we
know something about how to check their implications. Mathematical
problems beyond our abilities and eomputational problems beyond our
resources may arise, but we are seldom in the position of not knowing, in
principle, a reasonable way to proceed.

Approaches to problems of model construction are much more difficult
to describe or discuss. Certainly some familiarity with the economic
reality to be represented by a model is necessary, and close familinrity is
an advantage. It has often been asserted that model construction par-
takes more of art than of seience. Without trying to develop & position
on fundamental questions of this sort, we should like to observe that
practice and communication of experiences and reactions seem to play
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important roles, both in art and in science. In the present stage of
econometrics, there may be more to be gained by developing and ex-
plaining examples of model construction than by trying to formulate
general rules or to systematize particular approaches. To make the
example furnished by our study a little more complete, we shall try to
illustrate briefly the possibility of developing formal theories, as an aid to
other processes of model construction.

In most contexts in which theories are constructed, strong motives
exist for making the theories as general as possible. The theorist tries to
abstract from the details that may apply to particular persons, markets,
industries, or institutional settings, and to make ¢lear the nature of the
more general and fundamental aspects of his problem. In applying theory
to a particular economic situation, it may be useful to reintroduce some
of the details that characterize the chosen situation and to rework the
theory with these elements present. Of course, if all the special features
were introduced, the amount of logical or mathematical detail to be
worked through in order to learn the implications of the theory would
be overwhelming. There is still the problem of selecting those properties
that are important for the purposes at hand, but these purposes differ
when one constructs a theory as an aid to development and exposition

of general principles and when one empirically studies a chosen realm
of economic behavior.

A TuroreTtica: MobpeL oF Livestock DECISIONS

An effort has been made to include important features of the economic
problems faced by livestock producers in the theoretical model developed
below. The model is first developed in terms of abstract inputs, outputs,
prices, and other variables, and these are then related to variables that
appear in the decision relations of our economie model. This makes it
convenient to use a different notation for the abstract model, and so the
notation is explained first. Of ‘course, many simplifying assumptions
have been made.

NOTATION AND ASSUMPTIONS

Capital letters denote stocks of a commodity at a given date, small
letters denote flows during a given interval. As before, the subscript ¢
identifies a time interval. A capital letter with subseript f is a stock at
the beginning of the tth period. We consider the decisions and plang' of
an entrepreneur during the rth time period.

1 In the terminology to be used in this seetion plans are regarded as conditional
decisions. The term anticipations will be used to denote possible outcomes of future
events that the entrepreneur regards as likely and uses as a basgig for the forma-



98 THE FARM DECISION RELATIONS

n, represents the output produced during the {th period. i, xe: are
quantities of inputs used. They represent either materials that are used
up (disappear) in the production proeess or services that cannot be
stored. X, represents durable capital equipment on hand af the beginning
of pericd ¢ It is assumed that equipment acquired during period ¢ only
affects the output of periods subsequent to ¢.

Further, it is assumed that the firm’s own output is required in the
production process. N, is the quantity of past output on hand at the
beginning of the period in question. The firm’s production function is
given by

{6.6) 7 = @2y, Tae, Xae, No)

The amount of output sold during the period is denoted by s, . It is re-
lated to output on hand at the beginning and end of the period and to
production by the accounting relation

(67) N4+1 = N; + Ny — 8

Dty Qur , Gor , Ga: TEPTesent prices of &, , %, , %20 , Xs . Money withdrawn
from the enterprise during the fth period w, is given by

(6.8) W, = PiSt — Qi — Qe — Gl Xsen — pXai)

where p represents the proportion of the fixed capital at the beginning of
the period that is still available for use at the end of the period: ie.,
(1 — p) is the rate of physical depreciation, and for simplicity it is as-
sumed to be independent of the intensity of use.

PLaNs AND DECISIONS

The market for x; is assumed to be such that the entreprencur must
choose the amount of this input to be used one period in advance; hence
xy 15 known at the beginning of period {. N,, X, are, of course, also
known at the beginning of the period. We regard prices for period ¢ as
determined in markets that operate independently of this producer’s
current decisions and treat them as known at the time the decisions and
plans of the period are made by the producer.’

tion of plans. Anticipations relate to cutcomes of events that are determined inde-
pendently of the entrepreneur’s actions. Plans relate to events that the entrepre-
neut can control (within limits)., In general, later decisions will coincide with
plans if all the anticipations on which plans are based are realized, Qccasionally
both plans and anticipations will be referrcd to as expectations.

2 In the classical theory of competitive markets, individual buyers and sellers
regard price as a datum, even though their aggregate behavior determines price.
Our further assumption, that prices are known when current decisions are made,
ig realistic for some decigions, less so for others, A livestock producer typieally
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During the period ¢ the producer decides zy,, %y, 8, Negs, Taryr,
X1, @ subject to the restrictions given by (6.6}, (6.7), (6.8). He is
assumed to make these decisions according to a preference function given
by

(6.9) Py = Ylwe, Wepr , Niye Xoega)

where @,41 is the planned money withdrawal during period ¢ 4 1 and
Ni42, X0 are planned holdings of product and capital equipment at the
end of period { + 1. The producer’s plans for future periods are relevant
for his current decisions, because he always faces the choice of taking
more current withdrawals at the cost of depleting the resources (¥, X;)
available for future production. In our example, he must also choose
the input 7, in advance of its use in production. Plans are exceedingly
complex and subtle phenomena, and are hard to incorporate realistically
in a formal theory. In general, plans for the immediate future tend to
be more specific; plans for the distant future tend to be more vague.

In our model, we assume that specific plans are made one period
ahead; variables that must be decided on in ¢ -+ 1 are conditionally
decided on in period {. The plans made in period ¢ are based on anticipa-
tions of prices for period { + 1. Anticipated prices are given by H,
T1141 T2011 »03:41 In oUr notation. For plane to be consistent, the technical
and accounting restrictions that will hold in period ¢ + 1 must be taken
into account. These are stated below and are similar to the restrictions
(6.6) to (6.8) that relate to period &.

(6.10) Fiya = &(Fres1, Zugr, Xaepr, Nes)
6.11) Nepp = Nopy + floyr = S
(6.12) Wi = Pepr¥era — DeprFrer — Jorgolory — Qse(Xaz.pz — pXarp)

i, is planned production for £ -f- 1. %, is planned input of = . & is the
producer’s subjective idea of his production function. §.,; is planned
sales. 73,1 appears In (6.5) and (6.7) as a decision rather than a plan,
because of our assumption that this quantity must be decided one period
shead. To know how highly he values planned holdings of assets for
produection in periods bevond ¢ -+ 1, the producer will have to have some
notions about possible prices in subsequent periods and some ideas on
the desirability of withdrawals in those periods compared with with-

knows, within fairly elose limits, the prices of commodities bought and sold at the
time transactions are made. He does, however, have to make some current-input
decisions while facing considerable uncertainty about price of output. To make
the theory correspond fo reality in this respect, we should have to recognize, in
some faghion, time periods shorter than a year.
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drawals in £ and ¢ -+ 1. We assume that explicit plans and anticipations
for the later periods are not formulated, and that the relevance for de-
cision making in period ¢ of such vague plans and anticipations as do
exist is that they help determine the form of the preference function 6.9.
For example, if the entrepreneur has a vague notion that prices in periods
t 4+ 2, t + 3, ete. will be highly favorable, he is likely to value Nia,
Kasvs more highly relative to w, , @4, than if he anticipates unfavorable
prices.

A major simplification in the situation outlined is the neglect of aspects
of the economic life of the entrepreneur other than his livestock enter-
prise.’ His consumption, investments, cash balance, and other enter-
prises are neglected. For our present purposes these may also be regar ded
as influencing the form of the preference function. Another way of say-
ing this is that, if we considered more aspects of the entrepreneur’s life,
the preference function would depend on additional variables, and the
entrepreneur would have other decisions and plans to make. When we
neglect these other decisions and plans, it is understood that his prefer-
ences among alternative combinations of present and prospective with-
drawsals from his livestock enterprise and livestock assets to be held
depend on his opportunities for outside investment, consumption, and
production in other enterprises.

TeE MAaXIMIZATION PROBLEM

To summarize the decision-making situation that is postulated: During
a given time interval {, the entrepreneur knows 2, , Xs,, N, . He observes
Pty Qe Gor Gae and forms anticipations Piyr, Grea , Gorpr s Jarga - He then
decides iy, e, 8¢, a1, Xaeir, Nega, we and forms plans Eyepq, Aoy,
S141, Kargz, Nis2, @e41, 50 as to maximize his preference function (6.9),
subject to the constraints given by (6.6) to (6.8) and (6.10) to (6.12).
To consider the implications of the situation, the maximization process
is carried out symbolically. The Lagrangian function 6.13 is formed, and
its partial derivatives with respect to variables to be decided and planned
are equated to zero. It is assumed that the conditions so obtained define
the restricted maximum.* The conditions are then interpreted.

% A somewhat more general theory of farm deeision making was outlined by the
genior author in, A Model of Farm Production, Peper 16 (mimeographed), Seminar
on Economie Efficiency, Social Science Research Council Project, University of
Chicago, summer 1950.

4 This invelves implicit assumptions of continuous dlﬁ'erentlablhty of ¢, &, and
¢; absence of effective boundary conditions; and the existence of a unique maxi-
mal stationary point,
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(6.13) F =9 —Mm —¢) — MNip1 — Ne — 0 + 8)
= MW — pese + quexse + gaitn + g0 Xae1 — gspXas)
— MHir — &) — NN g2 — Nept — flopn + 8i4a)
= M@t — PeprSerr + Fuen@ust + Gun@arn

+ Q3z+1)z3t+2l— §3z+1PX3c+1)
Differentiation yields

_ aF
(6.14) o 7\1 E Mg =0
(6.15) o N4+ a=0
am
oF
oF 0p
(6.17) o = Ag m:; Meffarn = 0
(6.18) iF— = —MQu + M + Aells =10
X an aX i
oF
6.19 — = =) A - Ag ==
{6.19) N 2+ A 3N¢+1 + As
oOF &b . _
{6.20) Froialvs s =10
. aF 0 o
N 1 — h — =
(6.21) T e s = 0
(622) OF o Mt h=0
i
F
(6.23) 6? = —Xs+ Nfey1 = 0
S+t
aF oY -
3 —— e mm =\ =
6.24) 0Xuyr  OXage ooy = 0
oF LN
6.25 .
(6.25) N2 0N ’
(6.26) F ¥ =0

it Otberd
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INTERPRETATION OF CONDITIONS

From (6.20), we have A2 = &¢/dw,, and, from (6.15) and (6.16),
M = Ay = pddy/dw;). From (6.26), A; = (8y/9%:41), and, from (6.22)
and (6.23), As = M = pi(8¢/0%,41). When the Lagrangian coefficients
are eliminated, we have

(6.27) a—"P P = ¢ (from 6,14)

That is, for an input that can be decided on when both price of product
and price of input are known, the condition of static theory that mar-
ginal-value product equals price of the input still holds.

a¢
B

(6.28)

Biyt = faupn (from 6.17)

Yor an input that must be decided on before prices are known, expected
marginal-value product equals anticipated price of the input.

(from 6.18)

o
(6.29) aX P¢+1 + plar = ;UH-I

6'!1’“_1 _ 61,& / ow,;

dw, /0

of current withdrawals, in terms of dollars of prospective withdrawals in
t -+ 1. The left side of (6.29) is the expected increase in value of product

is the marginal value to the producer of a dollar

in period ¢ 4+ 1, ( %—1 35;+1) , Que to adding a marginal unit of X, ,
7%

plus the expected worth of the unit at the end of the period (pds;11).
This is the marginal contribution of a unit of Xsyy to eyr. The right
side expresses the subjective cost of a marginal unit of X341, in terms
of expected withdrawals (#0;,1). At the margin, these are equal,

(6.30) 3 N . Pen + P = ":’g’tj‘ p. (from 6.19)
£

If the producer increases his ending inventory (N,4:) by one unit (hold-
ing production constant), he decreases his current sales by one unit and
loses p, in current withdrawals. To him this loss is worth as much as
(8¢4a/Owy)p: of planned withdrawals in the following period. An in-
crease of one unit in N, increases planned withdrawals by $,,., directly
and by (85/8Y 141)P:41 through its marginal contribution to production
in period { + 1. Thus the left side of (6.25) represents the increment of
41 due to an increase of one in N,y; , and the right side represents the
value (in terms of ;1) of the reduction in w; occasioned by adding a
unit to N1 . For P; to be & maximum, these must be equal,
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(6.31) fir1 = duyr  (from 6.21)

0F 1
Expectéd marginal-value produet of a planned input equals anticipated
price.

Dy = Gus
X 3142 e

The marginal rate of substitution between planned withdrawals and
planned holdings of capital equipment is equal to the anticipated price
of capital equipment.

(6.32) (from 6.24)

(6.33) g;}‘:-l =1 (from 6.25)
This is similar to (6.32).

The 7 maximization conditions 627 to 6.33 and the 6 constraints
determine the values of the 13 variables that the entrepreneur is to choose
during ¢. 13 equations in 13 unknowns are assumed to be consistent and
independent and to determine the unknowns uniquely. For briefness, we
shall sometimes refer to the variables xo:, %30, No, D1, Q1s, Qo , 3 88 &
group under the heading “information variables,” and similarly the
anticipations (Hi41, Jupr, Gogr, Gaga), the decisions (s, %e, 8¢, Torg1,
Xais1, Negr, wy), and the plans (fua, fega s S Xserr, Nua, @oga).
An interesting consequence of the assumptions of the theory is that
some of the decisions (21:, ;) can be made independently of the antici-
pations. If we look at condition 6.27 and restraint 6.6, we have two
equations in two unknowns. These can be solved for unknowns z1,, ns,
and the solutions will involve only information variables. In general, the
other unknowns (decisions and plans) depend on both the information
variables and the anticipations.

CoNnECcTIONS BETWEEN THEORETICAL AND EMPIRICAL MODELS

In our empirical model we have treated feed grains and protein feeds
as variables whose use can be determined after prices of input and prod-
uct are known. They are analogous to zy, in the theoretical eonstruction.
This is not entirely realistic, as some feed is consumed well in advance
of the time the product is marketed. To recognize this, we should have
to recognize time intervals shorter than a year. Though this might be
highly desirable on grounds of realism, it would complicate the model
and would be difficult to carry through, so long as we are dealing with
aggregates.” It seemed to us that the importance of marginal adjust-

s For individual commodities, it may be possible to isolate particular dates that
have special gignificance for decision making.
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ments of these marketable feeds made the assumption of quantity deter-
mination with price information a reasonable approximation. A conse-
quence of this assumption is that anticipations do not appear in the
relations expressing demand for feed.

To consider these relations further, we note that the variable za, in
our illustrative theory can be roughly associated with labor. We assume
that, within a year, there is so little flexibility in the amount of labor
required for the livestock enterprise that it is closer to reality to regard
labor as decided in advance, along with size of herd, rather than to
assume that it is decided currently.

If we imagine that grains fed and protein feeds fed are substituted for
o1 in (6.6), then quantity consumed of each will be determined by a
condition analogous to (6.27). Quantity of grains consumed will appear
as a function of price of grains, quantity of protein feeds, and zs,, Xy,
Ny, pi. Quantity of protein feeds would appear as a function of price of
protein feeds, quantity of grains, and s, Xz, Nt , .. These two equa-
tions could then be solved to yield each decision variable as a function
of information variables. In the results, price of protein feed would re-
place quantity of protein feeds in the demand for grain equation, and
quantity of grains would be replaced by price of grains in the demand
for protein-feeds equation. The demand relations used in the empirical
study (4.2), {4.3) differed from those deseribed above in that roughage
consumption was included, whereas s, and X3, were excluded because
they were not observable. No variable similar to roughage was put in
the theoretical illustration because it is regarded as predetermined and
would not have influenced the development of the conditions. If time
had proved a good substitute for . , X3 In the empirical production
relation, there might have been grounds for also substituting time in
the demand relations.

IMPLICATIONS OF ASSUMPTIONS ABOUT ANTICIPATIONS

In principle, all the anticipations should enter the empirieal supply of
livestock products relation 4.4. Since anticipated prices are not observ-
able, some inquiries were made concerning variables that might be closely
associated with anticipated prices. For an aggregate model, there were
none in which much confidence was expressed. It is possible that such
quests will be more helpful when applied to models representing markets
for individual types of livestock. For the empirical supply relation that
was used, anticipated prices were assumed to be functions of current
prices. This made the empirical supply relation resemble the demand
relations more closely than it would have done if other indicators of
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anticipations had been available. Except for the price of labor,® prices
enter (4.4) in a dual role: as indicators of current costs, and of antici-
pated costs. Current production (y) was entered in the supply equation
for reasons that are not apparent in the illustrative theory. It was be-
lieved that sales could be adjusted after the effects of unobserved influ-
ences on production became at least partially known; 1.e., producers in
general would have some knowledge of the value of the disturbance
Us:. This recognizes some lapse of time between feeding and selling
decisions. For the product of a given animal, such a lapse actually exists.
Viewing {he supply relation in this way suggests that feed prices, as
well as price of labor, enter mainly as indicators of anticipations.

It may be of some interest to check the estimated supply equations to
see if they are consistent with this interpretation. If input prices pri-
marily reflect anticipations, and if anticipated price is an increasing
function of current price, then a rise in price of an input, other variables
being constant, should be associated with an increase in current market-
ings (and a decrease in inventory held for future produetion). The supply
equations with limited-information 6.34 and least-squares 6.35 coeffi-
cients are given below.

(634) Y4; = OQOSYU + 0149Y2¢ - 0.0GIYM - 0191Y5;

(0.143) (0.032) (0.111) {0.121)
4+ 0.0013Z2,, + 0.0997;, -+ 0.661
(0.136) 0.045) (2,830}
(6 30) Yﬂ = 0 801Y11 '+‘ 0 135Y2¢ —_ 0 133Y3: - 0 1361’55
(0.066) (0.020) (0.050) (0.052)
+ 0.083Z,, + 0.120Z, 4 0.993
(0.074) 0.035) {0.568)

In both equations, the expected sigh holds for coefficients of Y.,
(price of grains) and Zs; {price of labor), but not for ¥, (price of protein
feeds). In view of our lack of information on anticipations, it is hard to
say how muech confidence should be placed in any specific interpretation
of this result.” However, one fairly reasonable interpretation (first sug-
gested to the authors by R. L. Anderson) is perhaps worth mentioning.
In several regions, protein feeds are largely used to supplement grains in
intensive feeding programs, designed to bring animals quickly to suitable
market weights. A rise in the price of protein feeds could easily cause
some producers to shift to longer feeding programs, involving more use

¢ The reason is that we assume that quantity of labor has been determined in a
previous decision period.

1Tt may alzo be noted that the indication of sign of the coefficient of ¥; in
{6.34) iz not statistically significant,
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of roughage, Such shifts would, for a time, decrease the rate at which
animals became ready for market, even though producers did not wish
to retain more animals for breeding purposes.

One question about livestock supply that has been the subject of much
discussion® is whether an increase in current price tends to increase or
decrease current marketings. It has often been asserted that, in the
absence of offsetting factors, an increase in price (particularly of cattle)
leads to favorable anticipations, to an attempt to build up inventories
and lower current sales, and to a strengthening of the tendency for
current price to rise. This is cited as a destabilizing tendency in livestock
production. The coefficients of ¥; in both equations are consistent with
this argument,

% Lorte, op. cil., Ch. ITI.

Mordecai Ezekiel, The Cobweb Theorem, Quarterly Journal of Economics, Feb.
1938,

G. 8. Bhepherd, Agriculiural Price Analysis, Ch. III, Tows State College Press,
Ames, 2d. ed. rev., 1947.
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THE DEMAND RELATION

Derivep DEMAND FoR PERIsSHABLE CoOMMODITIES

Before additional calenlations pertaining to the livestock demand
relation are reported, it may be useful to examine some theoretical ques-
tions raised by the way in which the demand relation has been specified
in this study. One such question concerns the nature of a demand rela-
tion in which the reactions of consumers and processors are combined.
As in Chapter V1, it is simpler to introduce a new notation for the dis-
cussion of fairly general theoretical points than to employ the notation
previously used in developing our economic and statistical models.

Consider a situation in which a commodity is generally sold by pro-
ducers to intermediaries whom we call processors, and then resold by the
processors to final consumers.' For given values of other relevant vari-
ables,” we may think of quantity sold by producers, quantity sold by
processors, and prices at which the two kinds of exchanges take place as
being determined by four relations. These would be the producers’
supply relation, the processors’ demand relation, the processors’ supply
relation, and the consumers’ demand relation, If the commodity is
perishable, or if storage is sufficiently expensive for any reason, it may
be expected that the same quantity will be sold by processors as is sold
by producers.’ Then there is one less variable to be determined, and the
behavior of processors can be represented by a single relation. The

1 There are, of course, usually more than two stages in the complete production
and marketing process. In general, the number of stages explicitly recognized by
the investigator will depend on the detail with which he chooses to study the
process.

z The other variables need not be predetermined, but it will do no harm to re-
gard them temporarily as predetermined in the discussion of the theoretical inter-
pretation of our derived demand relation. The existence of additional current
endogenous variables in a particular application will mean that the equations
considered in this discussion do not constitute a complete model in that applica-
tion.

3 Here it ig implicitly assumed that net imports are negligible. Although this is
approximately true for livestock products as a whole, foreign trade would have to
be aliowed for in a more refined maodel of an open economy.
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108 THE DEMAND RELATION

processors’ behavior relation thus shows the quantities that processors
are willing to handle at various combinations of producer price and con-
sumer price.

We are interested in the latter case since, for a period as long as a
year, quantities of important livestoek produets taken by processors are
equal or nearly equal to quantities taken by consumers, if consistent
units of measurement are employed. Let the relevant relations be given
by
(7.1) ¢ (z, p,7) = 0 (producer supply relation)

(7.2) x {z, p, ¢, w) = 0 (processor behavior relation)
(7.3) é (x,q,y,2) =0 (consumer demand relation)

where x

= quantity exchanged

= price received by producers ‘
other factors influencing producer behavior
price received by processors

= gther factors affecting behavior of processors
= consumer in¢ome

= other factors affecting consumer behavior

W ogk ey
|

Suppose that x and 8 are of such a form that it is possible to eliminate
g, thus obtaining a relation among z, p, ¥, w, z. This may be called the
derived demand relation.’ It shows how much producers can sell at vari-
ous prices when the behavior of both consumers and processors is taken
into account. Let it be indicated by

(7.4) wlx, p, ¥, w, 2) = 0 (derived demand relation)

RecaTioNs BETWEEN CORRESPONDING MARGINAL RESPONEES AND
ErLASTICITIES

Relations between various slopes and elasticities in w and in # are of
some interest. Let (8x/0p). , (62/9q)s be the limiting values of marginal

¢ To eliminate z from the two equations would yield a valid restriction among
the remaining variables, but, since z appears elsewhere in the model, this would
reduce the number of equations without reducing the number of endogenous
variables, thus leaving the system indeterminate.

Equations obtained by simultanecusly eliminating one or more equations and
one or more endogenous variables from a model have been called partially reduced
form equations in various discussions. In a certain fundsmental sense, all equa-
tions we are likely to deal with may be regarded as partially redueed form rela-
tions. It iz always pessible to imagine a more fundamental explanation of the
phenomena that we ohserve, involving more equations and more endogenous vari-
ables. If the model we use is a reagsonable one, it should, in principle, be possible
to derive it, either exactly or approximately, from the more fundamental model
by sucecessive elimination of variables.
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responses of quantity to ehanges in price in (7.4) and (7.3), respectively,
and let (8x/0y)., (8x/9y)s be the responses to changes in income. Let
E.., By, E., Ey represent the price and income elasticities. Com-
parisons between corresponding slopes and elasticities depend on the

properties of x. Relationships showing this dependence are developed
below. '

The total differentials of x and ¢ may be written
L g Mg g X
(7.5) dx = e dz + 34 dg + 3 dp + o dw =0
99 a8 a8 o0 ,
(7.6) dﬁ——adzﬁ-é&dq-l—@dy—{-&dz—o

By Cramer’s rule we obtain the total differential of x as a function of the
total differentials of p, w, ¥, 2.

9x 3x ox
9x X g ox
3 P 5y W

oq
ag 06 ao
(7.7) de = —' ox ax
z dq
]
ox aq

By principles of differentiation of implicit funetions,’ (8z/9p). is equal
to the coefficient of dp in (7.7); 1.

_ox () (2)
3p @ 3 3
78) (a_x) _ pég_ _ 2/o \9p /x
apJe  Bx €0 _ 9x 90 1__(6_1)(6_96)
dx dq dg ox ox/ \2q /s

The latter equality holds if g—; % # 0. This may generally be expected

and is assumed in what follows. By finding the coefficient of dy in (7.7},
we obtain

ox 90 oz
dx\ _ g 9y _ oy /e
I R (%) (%
dz dg dg ox dx/x\%g /u
5 See, e.g., de La Vallee Poussin, Ch. J., Cours d’analyse infinitesimale, Vol. I,
po. 145148, Dover Publications, New York, 1946,

Goursat, Edouard, A Course in Mathematical Analysis, translated by E. R.
Hednck, Ginn & Co., Vol. 1, pp. 49-51, 1504.
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Price elasticities for the derived and consumer demand relations are
defined by

_P(o _a 036)
(7.10) E,, = - (ap)w, Eo, (aq

From (7.10) and (7.8),

(7.11) B, =P (g_z)v (%)x _ [q (32)1
S r-@E) -GG

The factor in brackets in the numerator of the expression on the right is
(the limit of) the ratio of the relative change in retail price to the relative
change in producers’ price when other factors affecting processor behavior
are held constant. This might be called the elasticity of price transmis-
sion.’ Income elasticities for the two erquations are defined by

o eed(E) s

From the above and (] 9),
(ax)
dy Eﬂy

-GG -GG

The expressions on the right of (7.8), (7.9), (7.11), and (7.13) have the
same denominator. In the class of cases in which 2 does not appear in

X, (9g/0x)y is equal to zero, and this denominator is equal to one. We
then have

o) R )
(79 (gg)w - (g)e

' - p(og
e [E(E)]
(7.13") E., = Eqg

The class of cases for which these latter relations hold includes such

(7.13) E, = g

® The term was suggested by Henry Houthakker,
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proeessor behavior as constant percentage marging, constant dollar mar-
gins, or combinations of the two.’

If the processor behavior relation does contain z, then it seems to us
that we may typically expeet (3¢/3x), to be positive, and therefore the
denominator that appears in our earlier expressions may be expected to
be greater than one. For a constant percentage margin, the elasticity of

. . i} .
price transmission, g (5%),( ,1s equal to one; for constant dollar margin

or the combined case, it is less than one. It secms reasonable to suppose
that, in general, this elasticity rarely exceeds one.® This means that, if
producers’ price rises while quantity processed and such other factors as
prices of inputs used by processors remain fixed, the relative change in
congumer price will not exceed the relative change in producers’ price.
This would certainly be true if effective competition existed in proces-
sing, and might be expected to be typical of other instances as well.
If the two presumptions

(@ 2@

are accepted, then we have

(7.8") | (g_:)a > (3—3), (giﬂ)x
(79") (g—x) S (3“;)

(7.117) Ewp 2 Eg
(7.13") E., £ By
The directions of the inequalities correspond to the usual case where

" These particular assumptions have been extensively used by the Bureau of
Agricultural Economies in comparing farm anhd retail prices of agricultural food
products. See

Price Spreads between Tarmers and Consumers for Food Products 1913-44,
USDA Miscellaneous Publication 578, Bureau of Agricultural Economics, Sep. 1945,
Also Been, Richard O., Price Spreads between Farmers and Consumers, Agrieul-
tural Information Bulletin 4, Bureau of Agricultural Economica, U. 8. Department
of Agriculture, Nov. 1949,

& Relations between farm and refail prices for food livestock produets have
been discussed and analyzed statistically by Karl A, Fax. See Fox, Factors Affect-
ing Farm Income, Farm Prices, and Food Consumption, Agricultural Economics
Researeh, Vol. 111, pp. 72, 73. His results tend {0 confirm our supposition for the
important products with which we are concerned.
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(0z/3p). , (3/0q)s are negative and (9z/8y). , (92/3y)e are positive. If
the above presumptions are correct, consumer demand is at least as
elastic with respect to both price and income as is the derived demand.

Lonag- AND SHorT-RUN REsponses oF QUANTITY CONSUMED

The derived livestock demand relation fitted in Chapter IV did not
contain any variables corresponding to w in (7.4), though variables re-
flecting costs of inputs used in processing would have been included if
satisfactory data had been available. Variables corresponding to the z in
(7.4) were general price level (z7,), population (z), lagged population
{26:1), and lagged consumption (zy or yu—1). The presence of lagged
consumption raises questions about the stability of the system and
about the long-run responses of consumption to other variables. Ques-
tions of stability are not investigated here because they would be rather
involved, and because the incompleteness of our model and our uncer-
tainties about various aspects of the specification would make such an
analysis almost purely illustrative.’ Some simple observations about the
long-run behavior of consumption that are helpful in interpreting our
results, however, are indicated below.

Suppose the demand relation is linear in the observed variables. In the
notation introduced in this chapter, it can then be written

(7.15) e = &0+ Epe + B + B2+ Ewis

To consider long-run reactions of consumers, we assume that p., y., 2.,
remain constant indefinitely at levels §, , 2. (7.15) becomes

(7.16) e = b+ LP + EF + & + EXia
Given any initial value x, for consumption, we have
(T17) 21 = £ + &P + &F + &E + Lo

2y = (L4 80 + &P + & + &2) + £

o= (l+a+a+ - HEG+ BF + 8P + 82 + £
If —1 < £ < 1, we may write

% Some of the stability properties of a simpler model have been considered by
Richard J. Foote. See article in Journal of Farm Economics, Feb. 1953.
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. . . 1 . . -
(718) xr = hm X, = 1—54 (EO + Elp + 52?/ + 532)
t—om - .
Long-run responses of consumption to unit changes in price, income, and
& £ £

other factors are given by the coefficients .=, , .
1 — &1 =81 &

As before, let logarithms of chserved variables be denoted by capital

letters. Suppose the demand relation is linear in these logarithms and is

given by
(7-19) Xi=m+ ’?lPt + ﬂzyt + 2y + 7]4Xt—1
For constant values P, ¥, ZofP,,Y,, Z and —1 < m < 1, we have

¥a . > 1 7 2
(7200 X =IlmX, = =1 (70 + mP + 2.Y + :2)

f—¥on — M

In this case, the coefficients 7: , 52, #: may be regarded as short-run elas-
ticities of demand, and the coefficients w/(1 — s}, m/(1 — n9), s/
{1 — 74) as corresponding long-run elastieities.

A Linear DeManp RELaTioN
Estimates of parameters in livestock-demand equations bhave been
obtained, both under the assumption that the equation is linear in the
observed variables and under the assumption that it is linear in the logs.
Estimates obtained under the latter assumption were given in Table X,
Chapter TV. Estimates obtained for the linear equation are given in
Table XVIII. In the notation used in Chapter IV, the linear demand
relation is given by
(7.21) ﬁgﬂlit + s -+ 'Y;’a;ziz -+ 'yg’sz;; 4 'Y;'?zn + 'Yr’:o = Ug;
. where, as before,
Yi: = Ya/2s: = per-capita consumption of livestock products
ys: = price of livestock products
Zat = Ya—1/%e—1 = lagged per-capita consumption of livestock products
2z = 25,/%: = disposable income per capita
#7, = index of nonfarm wholesale prices
21t , %3¢, %6t , 285 5 Zoe , Z10: WETe Used as zsx in obtaining the limited-infor-
maticn estimates given in Table XVIII. y;, was treated as dependent in

the application of least squares. In the ecalculations underlying the
estimates, ys and z; were measured in dollars worth of product (at average
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TasLe XVIII

ESTIMATES FOR LINEAR VERSION OF DEMAND FOR
LIVESTOCK PRODUCTS

Estimates of Coefficients
Method
B Vo4 ¥ Tir Yo
Limitsd in- 0.0184 (D, 0061) | —0.0077(0.0083) | —0.0012(0.00014)| —0.0044(0.00095} —0.283(0.546)
formation ’

Least squares | 0.0174(0.0057) | —0.0074(0,0062) | —0.0012(0.00014)] —0.0044(0.00034)| —0,248(0. 355)

R? = 0.980

prices) per person, ¥ is a price index which takes the value 1 when
products are valued at their average 192049 prices, z is in current dol-

lars per person, and z is an index whose average value 1935-39 equals
100. '

COMPARISONS OF ALTERNATIVE ESTIMATES

Some interpretations of these results and the results previously pre-
sented in Chapter IV can be facilitated by solving each equation con-
taining a particular set of estimated coefficients for the quantity variable
or its logarithm. (7.22) below was obtained by inserting the limited-
information coefficients from Table X into (4.5} and solving. (7.23) was
obtained from (4.5’), using the least-squares coefficients. (7.24), (7.25)
follow from (7.21) when limited-information and least-squares estimates,
respectively, from Table XVIII are inserted.

(722) Yi= 3417 — 0.758Y; + 0.748Z; + 0.373Z; — 0.031Z;
(7.23) Y= 3.501 — 0.765Y; + 0.753Z¢ + 0.378Z; — 0.035Z;
(7.24) i = 1538 — 54.25y; + 0.068z -+ 0.237z; + 0.4192;
(725) yi = 14.20 — 57.35y; + 0.0722; + 0.2552z + 0.4252,

The constant terms in (7.22) and (7.23) have been adjusted to be con-
sistent with the units of measurement used in the linear equations.
Coeflicients in the logarithmic equations seem plausible, except for the
eoefficient of Z4 . A negative coefficient for lagged consumption implies a
tendency for years of relatively high consumption to be followed by.
years of relatively low consumption, and conversely. By relatively high
and low, we mean as compared with the long-run equilibrium quantities
that consumers would take if prices and incomes were stable. One way of
interpreting this result is to note that it implies that, if consumers start
from a position of long-run equilibrium and encounter a change in in-
come or prices, they tend to overrespond in the first year. In the next

Il
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year, they more than correct for the initial overresponse, and so forth,
gradually approaching the new ethbnum consumption in an oscilla-
tory fashion, provided the coefficient of Zy is greater than —1, This
would introduce a kind of cobweb effect on the demand side of the
market.

Although such behavior is coneeivable, it is contrary to the usual pre-
sumption of initial underadjustments of consumption to changes in
prices and incomes, and would be regarded as implausible by most
economists. The negative sign of this coefficient could ea.s:ly have oc-
curred by chance; it results from the positive estimates of 784 in Table X,
and these are clearly not statistically significant. So far as these results
go, we have no basis for saying whether or not it is reasonable to allow
for the influence of past events on present consumption through a lagged
consumption term. It did not turn out to be a very useful procedure in
estimating these two equations.

CoMparizons wiTH OrHeEr DEMAND STUDIES

The price and income elasticities indicated by the coeflicients of Y5
and Zg in (7.22) and (7.23) seem reasonable, so far as our a priori ideas
as to the general orders of magnitude are concerned. They are a little
higher (in absolute value) than might be expected from the results of
some previous studies, but a number of economists have expressed sus-
picions that most statistical analyses have tended to understate price
and income elasticities. The studies most directly comparable to the
present, one were by Karl A, Fox.'® Using annual data, 192241, and first
differences of logarithms of observed variables, he obtained a price elas-
ticity of —0.41 and an income elasticity of 0.50 for a relation represent-
ing demand for all food livestock products at the farm level. This makes
his relation conceptually very close to our derived demand relation. For
demand for all food livestock products at retail, he obtained price elas-
ticities of —0.52, —0.56, and —0.61 and income elasticities of 0.40,
0.47, and 0.51, using aggregate data for the same period. From family
budget data he estimated income elasticity at 0.33."

10 Karl A. Fox, op. cil. Ae Mr. Fox hag emphasized in correapondence, part of
the difference in results between these two trials undoubtedly results from differ-
ent time geries used to represent the quantity variable. Fox used the BAE series
of civilian consumption per eapita of all food livestock products, as published in
National Food Situation. Aside from weighting differences, this series differs from
yu in excluding government purchases for military use, net exports, and net in-
creases in commercial stocks.

11 The figures —0.61 for price elasticity and 0.51 for income elasticity are ealeu-
lated from the data in Fox, op. ¢if., Table 3, p. 71. The cross-section elasticity is
from Table 9, p. 82. It includes only food consumed at home and may be an under-
estimate for this reason.



116 THE DEMAND RELATION

There have been a number of recent studies of demand for all food.
These deal with demand for food at retail. From our arguments at the
beginning of this chapter, which tend to be confirmed by Fox’s results,
we expect retail demand fo exhibit price and income elasticities (in
absolute value) equal to or higher than our derived demand. On the
other hand, we would expect both income and price elasticity of demand
for livestock products to be higher than the corresponding elasticities of
demand for food, sinee food ineludes a number of commodities (e.g.
cereals) for which the elasticities are known to be very low. If quantity
effects on processor behavior are negligible, then income elasticity of the
derived demand is negligibly different from ineome elasticity in the retail
demand. This is consistent with Fox’s results cited above. Under these
circumstances, income elasticity of demand for all food should be less
than income elasticity of either retail or derived demand for livestock
products. Although other comparisons depend on additional and even
more hazardous assumptions,” some readers may be willing to make
additional assumptions and may thus be interested in looking at various
results on price and income elasticities of demand for all food in this
connection.

Using both family budget data for 1941 and time series, Tobin® ob-
tained estimates of —0.53 and 0.45 for price and income elasticity,
respectively. In his discussion of Tobin’s study, Professor Stone' re-
ports estimates obtained by himself and jointly with Tobin that vary
between —0.39 and —0.90 for price elasticity and between 053 and
0.83 for income elasticity. Three of the six estimates of price elasticity
are within 0.06 of —0.57, and four of the six estimates of income elas-
ticity are within 0.05 of 0.54. Girshick and Haavelmo' have estimated
price elasticity at —0.25 and income elasticity at (.25, using time series,
1922-41, and limited-information methods. From family budget data
for 1948, Fox'® obtained an income elasticity of 0.42 for demand for all
food.

The signs of coefficients in the linear equations (7.24 and 7.25 above)

12 If we assume that processor behavior is given by an equation of the form
(/@) = on(pe/pe-1)™, Where ¢, is retail price, p; is farm price, and e , ) are
constants, then the elasticity of price transmission is equal to an , and Fox’s figure
of 1.47 (Table 4, p. 72) for the percentage response of farm price to a 1%, change
in retail price is a least-squares estimate of 1/« . This would make «; approxi-
mately 0.68. Price elasticity of retail demand would be 1.47 times price elasticity
of the derived demand.

12 James Tobin, A Statistical Demand Function for Food in the U. 8. A., Journal
Royal Statisticel Society, Vol. CXIII, Part I1.

#* Tobin, op. ¢it., p. 142.

M, A. Girshick and Trygve Haavelmo, op. cit.

18 Op, eil., pp, 79-82.



TasLE XIX
POINTS AT WHICH ELASTICITIES ARE COMPUTED

Computed

QObserved Values

Date Values of 5
¥s 2y 27 2 ys' 1{7.24) | (7.25)

1933 0.444 358 69.0 | 54.2 ; 55.1 | 54.9 | 5.0

Avg. 1920-49 0.922 1 643 | 97.7 | 55.7 | 55.9 | 56.9 | 55.9

1949 1.685 | 1249 | 152.4 | 60.5 ‘ 61.7 | 70.9 § 71.4

TasLe XX

ELASTICITIES OF ESTIMATED LINEAR RELATIONS
AT SELECTED POINTS

Elasticity of Quantity with
Respect to:
Me.thod. of Date of _Selected
Estimation Point Price, | Income, { General, Lugged
] z prices, 27 consump-
8 8 ! tion, 2,
Limited information 1933 —0.44| 0.22 0.30 0.41
(7.24) Avp. 1920-49 | ~0.89] 0.78 0.41 0.42
1949 —1.291 1.20 0.51 0.36
Least squares (7.25) 1933 —0.46 | 0.47 0.32 0.42
Avg. 192049 | —-0.95| 0.83 0.45 0.41
1949 —-1.35] 1.28 0.54 0.36
TaeLe XXI
APPLICATION OF DURBIN-WATSON TEST TO DEMAND
EQUATIONS
5 9, Level of Significance
Limits of
E No. of Relevant
qua- Method of 0. of, Caleulated Boundary
tion . . Predetermined \
Estimation . | Btatistic, d
No. Variables, k '
Lower | Upper
limit, dy, |limit, dy
4.5 Limited informa~ 3 1.107 1,04 1.54
tion
4.5 Least squares 4 1.102 0.96 1.65
7.21 | Limited informa- 3 1.329 1.04 1.54
tion
7.21 | Least squares 4 1.313 .96 1.65
n =206
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are all plausible. In attempting to judge the plausibility of the magni-
tudes and form some notion of the appropriateness of the linear form for
this relation, it seems convenient to convert the slopes of (7.24) and
(7.25) to elasticities. The elasticities given by either linear equation vary,
of course, with the point at which the elasticities are computed. To get,
calculations for both representative and extreme values of the variables
and still stay within the general range of the observations, three sets of
values for the variables on the right in (7.24), (7.25) were chosen. These
were the average values for the whole period, the observed values for
1933, and the observed values for 1949. They are given in Table X1X,
along with the observed values of ys and the values of yi computed from
(7.24) and (7.25). The latter were used in computing the elasticities given
in Table XX. The extreme increases in price and income elasticities as
real income increases seem rather implausible and tend fo east some
doubt on the appropristeness of the linear form for this relation.

TesTs oF HyrorgEsEs vor DEMAND RELATIONS

For both the linear and logarithmie forms, the hypothesis of overidenti-
fieation is not rejected by the Rubin-Anderson test. For the logarithmic
equation, the calculated value of 7 log (1 4 1/A) is 11.89, and for the
linear version it is 11.73. The eritical value of x* with 6 degrees of free-
dom and an Q.05 level of significance is 12.6.

The Durbin-Watson test of the hypothesis of serially independent
disturbances is inconclusive in all four cases: i.e., for both the linear and
logarithmie forms and both limited-information and least-squares calcu-
lations. The application of this test is shown in Table XXI.



CuaaprER VIII

PREDICTION TESTS

PurpPoSES OF AVAILABLE Trers

Tests like those that have thus far been applied to various fitted equa-
tions have been described by Christ! as tests of internal consistency. The
Durbin-Watson and the Rubin-Anderson tests check the extent to which
the sample data are consistent with some of the assumptions on which
estimates of parameters are based. When we check the plausibility of
coefficients, we are checking implications of the data and a priori assump-
tions used in estimation against a priori information that was not em-
ployed in the estimation process.

The ultimate purpose of deriving economic relations is useful predic-
tion, and success in prediction is the final test of any structure. Structures
or equations that are internally consistent do not necessarily lead to
useful predietions. On the other hand, it is conceivable that a prediction
scheme, initially unrelated to any consistent theory, could meet with
considerable success in prediction. In the latter case, we would naturally
try to incorporate a rationalization for the success of the scheme in our
thearies of the phenomena predicted. This would be done partly to
improve our theories, possibly enabling us to extend successful prediction
to related areas, and partly to see whether the revised theory indicated
circumstances in which the scheme might be expected to fail. If the latter
were true, we would be cautious in applying the scheme in these e¢ircum-
stances, until a reasonable number of observations were available. These
would either tend to confirm our revised theory or lead t0 new revisions.

Though a suceessful prediction formula would be valuable, regardless
of its source, the fact that we cannot investigate every possible formula,
means that some discretion concerning sources must be exercised. In the
simultaneous-equations approach, an eflort is made to use existing
theory, knowledge of institutional arrangements, and historical dats as
sources, and to arrive at promising methods of predietion through formal

* Carl Christ, A Test of an Econometric Model for the United States, 1981-47,
Conference on Business Cycles, National Bureau of Economic Ressarch, New
York, 1951.

119
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statistical procedures. Unfortunately limitations imposed by both limited
sources of data and available statistical procedures typically force an
investigator to include some dubious information in his formal procedure
and to exclude some potentially useful information. Tests of internal
consistency are efforts to get clues about the validity of the doubtful
assumptions, on which formal procedures have been partly based. They
thus offer some opportunity for selecting, and possibly improving, struc-
tures before or in connection with more direct tests of predictive use-
fulness.

The more direct tests of predictive usefulness presented here involve
the use of data for the year 1950. These data became available while the
computations already reported were in process. The tests applied follow
much the same procedures as those used by Christ and Marshall? They
involve caleulating residuals from fitted equations, using observations
for 1950 and parameters estimated from observations for the period
192049, The residuals are used in a formal test of significance and are
also compared with residuals from certain “naive” relations.?

AN AccEPTANCE REGION FOR A CancunLaTeEp RESIDUAL

The test of significance is straightforward when applied to an equation
estimated by single-equation least-squares methods. Certain complica-
tions, to be discussed below, arise if one makes the assumptions appro-
priate to simultaneous-equations methods. The test is directed toward
substantially the same purpose as the Christ-Marshall tolerance interval
test,* namely, to check whether the estimated relation fits data outside
the sample period as well as should be expected from its fit during the
sample period.® Let the equation in question be written

2 Christ, op. cil.

Andrew W, Marshall, A Test of Klein’s Model III for Changes of Structure,
unpublished, M. A. Thesis, University of Chicago, 1949.

3 Marghall, op. ¢it., p. 21-25.

Christ, op. ¢il., pp. 56-59.

¢ There are some conceptual difficulties with the way in which telerance in-
tervals were obtained by Christ and Marshall. The tables they used were con-
structed to obtain tolerance intervals from suceessive independent observations
from a stable normal population. Successive calculated residuals are not inde-
pendent.

8 Of course, the fit during the outside period should not be expected io be so
good as the fit during the sample period. In the single-equation ease, and in the
notation developed in the text,

B(@}) = o*(1 — z:Mozi)
if { is part of the sample period, and

E(#}) = a2(1 + 2 Moz:)
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,
(8.1) Yo — ay = Uy

where y; is the value of the dependent variable at time., | is a column
veetor of the values of independent variables at time ¢, « is 2 row vector
of constant coefficients. u, is the value of an unobserved random dis-
turbance at time ¢; it is assumed to be normally distributed, nonauto-
correlated, and independent of z,. Ordinarily the equation contains a
constant term, which we allow for by letting one of the components of
x; take the value unity af each time point. The constant term is then
the coeflicient of this particular independent variable.

The least squares (also maximum-likelihood under appropriate as-
sumptions) estimates of the coefficients based on observations of ¥, x,
fort = 1--- T are given by

(8.2) & = M,.M,,

where M. is a vector of sums of cross products of the dependent variable
and each of the independent variables in turn. M., is a matrix whose
elements are sums of squares and eross products of the independent
variables. The residual for time { is given by

(8.3) thy =y — &

Let the subscript r denote an interval of time outside the sample
period. The variance of the residual for the rth period is indicated by®

(8.4) E@@) = (1 + M. 27)

where ¢® is the variance of u; and is unknown. However, let
T

(8.5) &= i

f==1
Then, if k is the number of elements in =z,
V(1 + xMZlx))

has the ¢ distribution, with 7' — k degrees of freedom, and contains no
unknown parameters, This relation can be used to construct confidence
intervals for predictions or tests of significance for caleulated residuals.
The latter are more suitable for our present purposes.

The null hypothesis under which the quantity given in (8.6) has the ¢
distribution consists of two parts:

(8.6) o=

if £ is outside the sample period. %, is the ealculaied residual for time ¢, and
¢? ig the variance of the true disturbance.
¢ Mood op cit., p. 304,
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(@) The assumption of the appropriateness of the statistical specifica-
tion for the sample period.
{(b) The assumption of no structural change between the sample
period and the test period.
An acceptance region of desired size for ¢ can be found from standard
tables and converted to an acceptance region for @, by (8.6). The oc-
currence of a value of @, outside the acceptance region (in the eritical
region) can be explained in one or a combination of three ways:
(¢) As an indication that an inappropriate specification was used
during the sample period.
(b) As an indication of structural change.
(¢) As a statistical accident.
An investigator can never know for sure which explanation is true in
a particular case. He can exercise some control over the probability
that ¢ is the sole factor, by his choice of the size of the acceptance region.
He can usually exercise some judgment between a and b. Important
structural changes are likely to have manifold effects and to leave vari-
ous kinds of evidence behind. Indications of inappropriate specification
may be supported by the results of tests of internal consistency or by
the results of experiments with alternative specifications. To the extent
that the investigator bases his initial specification on peculiarities of
the data for the sample period, he increases the chance that the test
will reject the null hypothesis for the reason of inappropriate specifica-
tion.

Tests BasSED oN 1950 Data

Intervals of 95% aceeptance for the first five relations of the original
statistical model of Chapter IV and for the linear versions of demand for
feed grains and demand for livestock products are given in the fourth
column of Table XXII, The linear version of demand for feed grains
6.1 was included because it was rejected by none of the tests of internal
consistency of Chapter VI and should thus be regarded as a possibly
useful equation, Demand for livestock products in linear form 7.21 was
included because the logarithmic version 4.5 fits the 1950 data so badly.
If the linear version had fit the 1950 and subsequent data well, there
would have been an incentive to re-examine the grounds on which some
of the implications of this equation were labeled implausible in the
preceding chapter. However, it can be seen from the last row of the table
that this is not the case.

No attempt was made to compute an acceptance interval under the
simultaneous-equations assumptions as no satisfactory procedure has
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been developed that could be applied to our case. Rubin’ has developed
an approximation formula for the variance of a residual, but it involves
all of the predetermined variables of a system and thus does not apply
to an incomplete model. We conjecture that, if a reasonable procedure
were found for our case, it would lead to larger intervals than our least-
squares intervals8 If this is true and if we regard the occurrence of a
limited-information residual outside the least-squares interval as grounds
for questioning the limited-information equation, we shall be applying a
more stringent test to the limited-information equations than to the

T Herman Rubin, The Approximate Distribution of Caleulated Disturbances,
Cowles Commission Discussion Paper, Slatistics 318, Oct. 1947 (hectographed).
Rubin’s formula is given in Christ, op. cit., p. 55.

&8 Let 4, be the caleulated residual for time r (outside the sample period) under
leasi-squares procedures and 4, the calculated residual from a limited-informa-
Lion equation.

(i) G = ¥r + ar = (& — aNze 4+ ul

where y, is the variable whose coefficient has been normalized in limited informa-
tion. It is assumed that this variable was treated ag dependent in least squares.
& = (8%) is the vector of estimated limited-information coefficients. o* is the vee-
tor of true coefficients, u, is the true disturbance. z, = (w, z») i8 the vector of
other variables in the equation; w, i a vector of other current endogenous vari-
ables. Let w, = ws; + »; be the reduced form equations for w, , with s. being all
the predetermined variables and ». the reduced-form disturbances. We compare
E(#l) and E(43). The latter depends on two sets of random variables, the & and
the », , which are independent. We can write

(i) E(0) = BE(%: | v

where the expectation sign outside the square brackets refers to expected value
over the distribution of v, .

(iii) E@ | v) = zaz, + 28z, + ur'

where ¢ = E(a — &*)/ (& ~ o*), and 4 = F{&) — o is a vector of biases in the limited
information estimates.

(iv) E(@}) = Efayan) + 2bE.(ul) + o*

where o2 is the variance of u* and b = E (8) — 8. We compare this with

™) E(i®) = 26z + o where 8 = E(s — &) (& — a)

Estimates of diagonal elements of ¥ and ¢ were obtained when coefficients were
estimated, and the estimates of diagonal elements of ¢ were uniformly larger
than estimates of corresponding elements of 4. Estimates of o*2 obtained in the
calculations were uniformly larger than estimates of ¢®. The sign of the middle
term of (iv) is not known, but its absolute value becomes arbitrarily small as the
sample size increases.
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TasLe XXII
TESTS BASED ON OBSERVATIONS FOR 1950

95% Ac-
H 0
Vari- 1950 ..
ceptance Limited-
Egua, able of Valge of Interval Least- Informa- | Residual | Residual
tion | Norm- |Variable Squares -
. for Least- . tion I I
No. | aliza- {of Norm- Residual .
tion lalization Squ_ares Residual
Residual

Y, 9.978 | £0.023 | —0.007 | —0.005 0.067 [ —0.018
Y, 1.500 | +0.108 0.001 | —0.010 0.050 0.225
Y2 31.63 | £4.53 | —-2.04 | —1.82 3.41 17.42

1.766 | ==0.056 0.017 0.007 | —0.011 0.057
Y, 9.970 | £0.035 0.028 0.021 0.006 | —0.021
Y 0.239 | +0.057 | —0.078 | —0.078 0.013 0.087
.21 Ys 1.736 | =0.147 | —0.270 | —0.271 0.051 0.365

=
(R I U
o5

IDENTIFICATION 0F EQUATIONS AND VARIABLES OF NORMALIZATION. 4.1—
production relation, Y : log of index of livestock production. 4.2—demand for
feed graing, ¥, : log of price of feed grains. 6.1—linear version of demand for
feed grains, y, : price of feed grains. 4,.3--demand for protein feeds, ¥ : log of
price of protein feeds. 4.5—demand for livestock products, Y5 : log of price of
livestock products. 7.21—linear version of demand for livestock products,
¥s ¢ price of livestock products.

least squares. In the absence of an appropriate limited-information test,
we elected to follow this procedure. This is a crude makeshift which we
hope can be improved on in later studies through investigations of the
small-sample properties of limited-information procedures.

The variables of normalization in the second column of Table XXI1
are the variables whose coefficients were set equal to unity in the limited-
information estimation of the indicated equations and were treated as
dependent variables in the least-squares procedures.

Residual 1 in the next to last column of the table was obtained by
subtracting the 1949 value of the variable of normalization from the 1950
value. It is the residual obtained by applying naive model I, which
arbitrarily postulates that this year’s value of any variable ig equal to
last year’s value plus a random element. Residual I1 was obtained by
adding to the 1949 value the algebraic difference obtained by subtracting
the 1948 value from the 1949 value. The result was then subtracted from
the observed 1950 value. This corresponds to the application of naive
model IE, which arbitrarily assumes that the change in any variable from
last year to this will be, except for a random disturbance, the same as the

¢ Christ, op. cil., pp. 56-59, 69.
Marshall, op. eii., pp. 21-22.
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change in that variable from year before last to last year. When applied
to logs of observed variables, this model projects the most recently ob-
served proportionate change; when applied directly to observe variables,
it projects the latest absolute change.

The use of naive model tests is largely intuitive. As yet there is no
formal theory of just how the tests are to be interpreted or when they
may significantly reject an equation.'® Nevertheless, their intuitive ap-
peal is strong, and they may easily detect difficulties against which other
tests are relatively weak. Of course, we obtain only a few fragments of
evidence from a single year’s comparisons in any case, With more data
it may often happen in practice that the implications of the tests will be
rather apparent and convincing, even in the absence of a formal theory.

The most striking features of Table XXII are the very large residuals
from the fitted equations for demand for livestock products. They are
uniformly large whether one looks at the linear or logarithmic version,

# For special structures, it eould happen that accurate structural estimates
could be obtained; yet the calculated residual from a given structural equation
could be consistently larger (in absolute value) than ihe residuals from one or
the other of the naive models. As an example consider the following.

Let

() Byt + Tz = u,

be a structural system, and let

(ii) yi = =BTz + B 'y = xzs + 04
be the reduced form. Let

(iii) Yie + boie + gze = up

represent the kth siructural equation normalized on y4 . ww 18 & vector of other
current endogenous variables; % is the random disturbance. b and g are veetors
of coefficients. The kth equation of the reduced form might be written

. !
(iv) Yoo = 7Wz; 4 vy,

Now suppose that, for each predetermined variable z,; , one of the two following
statements holds: (a) The year to year variation in z; is small, or (b) the coeffi-
cient = of 24 in (iv) is small. If, in addition, the vanance of ¢, is small, then
year-to-year variation in yp; will be small, and residuals {from applying naive
model I will be small. However, the variance of u; might be large, relative to
that of vy, and the calculated residuals from the kth structural equation might
thus be larger than the calculated residuals from naive model 1. Nothing in the
above assumptions prevents the obtaining of aceurate estimates of b and g. The
illustration ig admiftedly highly special, but it does suggest the need for further
examination of the interpretations of naive model tests of structural relations.
This possibility would not arise in natve model tests of reduced-form relations,
Such tests were not undertaken in this study becanse of the incompleteness of the
original model.
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the least-squares or limited-information residuals, or whether one com-
pares them with the acceptance interval or with residual I. Possible
interpretations of these residuals are offered below. Other aspects of the
tabulated results perhaps deserve passing mention. From 1948 to 1949
the changes in all of the listed variables were quite large. From 1949 o
1950 they were either modest in size or opposite in direction to the
194849 changes. Thus residuals II are uniformly large. The slight
tendency for limited-information residuals to be less in absolute value
than the least-squares residuals is interesting, but attempts to interpret
this might well be deferred until evidence for other years is available.

Residuals for equation 4.4, supply of livestock products, are rather
large. It will be recalled from Chapter VI that anticipations of producers
enter critically into this relation and that our search for indicators of
anticipations had been unrewarding. Also, the Rubin-Anderson and
Durbin-Watson tests tended to reject the limited-information version of
this relation, and the latter test was inconclusive when applied to the
least-squares calculations, Thus the various scraps of evidence relating
to this equation tend to suggest that it may not be very useful in its
present form. The authors believe strongly that betier handling of
anticipations is necessary here. We think that the prospeets for this will
be much better when particular types of livestock are studied individu-
ally. There will then be better opportunities for relating such things as
surveys of intentions and outlook information for particular crops to
producers’ plans and behavior.

Posrwar DeEveLOPMENTS IN DEMAND FOR LIVESTOCK

To return to the livestock demand relation, the price caleulated from
the limited-information estimate of equation 4.5 is compared with the
observed price for each year 1920-42 and 1947-50 in Figure 2. The
comparison would be negligibly altered if the least-squares parameters
had been used instead. The badness of fit of the relation in 1950 is also
apparent in 1947 and 1949,

It was suggested earlier that a tested residual could fall in the critical
region because of a statistical accident, inappropriate specification, or
structural change. The probability that the 1950 result was due to sta-
tistical accident was 0.05 in the formal test, and the similar diserepancy
for 1949 makes this explanation even less acceptable. The generally good
fit in the prewar period suggests structural change as a strong possibility.
In this instance, there are a number of reasons for believing that a
structural change has taken place in the demand for some livestock
products. Though there is no reason to believe that other factors may not
also be at work, it is possible to account rather well for the postwar
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F1a. 2. Observed and calculated price of livestock products.

behavior of our calculated and observed livestock prices with the hy-
potheses that a significant change in the substitutability of other ma-
terials for animal fats and oils took place during World War II.

Oleomargarine was widely substituted for butter during the war.
Many consumers became acquainted with the product for the first time,
and, in the postwar period, restrictions on the sale of oleomargarine were
gradually removed. Detergents were developed which compete with soap
in many uses, and various vegetable oils came into wider use for cooking.
If the above factors account for a significant part of the apparent decline
in demand for livestock products, then prices of hogs and milk should be
most affected since animal fats account for & larger fraction of the total
value of these products than of the others. Farm prices and per-capita.
consumption of individual and aggregate livestock products are shown
as ratios of their levels in four postwar years to 192049 averages in
Table XXTII. In 1949 and 1950 prices of both hogs and milk are below
the calculated price for all livestock products while per capita consump-
tion of each of these products is relatively low.

Prices of poultry preducts are also low, but this can be fairly ade-
quately explained by inereased production.!! The data on price and
consumption of individual products for 1949 and 1950 are thus roughly

1t The supply curve for pouliry seems to have moved rather steadily to the
right during much of our period. New breeds were developed, eggs per hen in-
creased substantially; the broiler industry developed along with new techmiques
of specialized poultry production, pushing poultry off many general farms.
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TasrLe XXIIT
POSTWAR PRICE AND CONSUMPTION OF LIVESTOCK PRODUCTS
Figures in Table Are Ratios to 192049 Averages

1047 1948 1049 1950
Per- Per- Per- Per-
Commadity capita capita capita eapita
Price | con- | Price | con- | Price | con- | Price | con-
sump- sump- sump- sump-
tion tion tion tion
Aggregate livestock :
{a) Observed 184 |1.141200(1.08|1.69|1.10|1.74 ] 1.12
(b) Calculated 1.67 2.06 1.92| .... | 2.08
Milk 1.671.0211.88|1.00}1.54{0.99(1.50][0.94
Cattle 200)1.24 (2,51 |1.08(2.24|1.07,2.60|1.05
Calves 1.92 11.3512.30|1.191 2.14 ) 1.07 | 2.49 1 0.96
Hogs 2.4111.0212,31/0.971.81{1.03(1.73]1.03
Bheep & lambs 1.80{0.9312.01]0.85012.01(0.69,2.310.5
Eggs 1.62:1.19|1.68}1.17 |1.611{1.1711.30 1.23
Chicken & broilers | 1.40 | 1.16 | 1.61 [ 1.09{1.32|1.25|1.26 | 1.33
Turkeys 1.43|11.4511.8311.32|1.38|1.75]1.29| 1.82
TasLe XXIV

POSTWAR DEVELOPMENTS IN FATS AND OILS
Quantity Figures Are in Millions of Pounds; Price Indices, 1935-39 = 100

Total Vegetable Fats and| Total Animal Fats
Oils and Oils
Df;;g::tw Use of Index of
Year |pearance thi? a.nd DOT DOT who_lesale DO’. DOZ Index
of Oleo- ils In Jmestic mestic] DPrices mestic|mestic of
mareari Soap | pro- |disap-| pro- |disap- | whole-
garine .
duc- | pear- | Do- F duec- | pear- | sale
tion | ance |mes- |- O° | tion | ance | prices
tip | 18D
1947 719 2347 | 3520 | 4658 | 318 | 205 | 6431 | 5856 | 244
1948 802 2122 | 4163 ! 4901 | 303 | 278 | 6093 | 5580 | 248
1949 854 1833 | 4820 ; 4825 | 177 | 224 | 6695 | 5512 [ 183
1950 930 1873 | 4844 | 5358 | 200 | 200 | 6935 | 5960 | 188

Data from Agricultural Statistics, 1951,
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consistent with the structural change hypothesis. The fact that observed
price of the aggregate was well above calculated price in 1947 is as vet
unexplained.

In 1947 liquid assets held by individuals were abnormally high, con-
sumers’ durable goods were scarce and informally rationed, and ration-
ing and price control of livestock products had just been abandoned in
the fall of 1946. These are all factors that were not taken into aceount in
our equation. Therefore they did not influence calculated price but un-
doubtedly did influence observed price. In addition, many of the fats
and oils that compete with animal fats were in short supply in 1947 so
that the increased postwar substitutability may have been largely inef-
feetive. Regulations affecting sale of oleomargarine were gradually
liberalized during the observed postwar period, and detergents became
better known. Evidence of these developments is shown in Table XXIV.

There thus exists substantial evidence of a structural change in the
postwar demand for various animal fats. The fact that this and other
changes (such as technical developments in poultry) affect the various
products differently furnishes an additional incentive to construct fairly
complete models for individual products in future studies.



APPENDIX'

The computational procedures used to obtain the numerical results
of the foregoing chapters are illustrated in this section by a presentation
of the detailed steps involved in all of the calculations pertaining to
equation 4.1. Limited-information results were obtained by the limited-
information single-equation (LISE) method which was developed by
Rubin and Anderson” and has been explained in some detail by Chernoff
and Divinsky® and by Klein.' Least squares procedures are well known;
the calculations are included here mainly for completeness.

Insofar as possible, the notation of the Chernoff-Divinsky paper is
also used here, so that the reader may easily refer to their exposition of
the method. The relation to be estimated was given in Chapter 4.

4.1) Y+ Bu¥e + Bu¥u + yuZs + visee + visdae + yo = Uwe

In the following, the time subscript will be omitted wherever practicable.
The variables that enter the limited-information caleulation are classi-
fied as:

(i) Current endogenous or jointly dependent variables entering the
relation, denoted by ya = (¥, Y, Y3).

(ii) Predetermined variables entering the relation and denoted by
By = (Z1 Za Za)

(iti) Predetermined variables absent from the relation but present in
the model, denoted by zxx = (Zs Zs Z1 Zs Zs Zo)- '

It will also be convenient sometimes to let
(IV) = (Z* Z**) and
v) r

(ya2) = (T 29 --- T1a); 1g

=Y, 22 = Y5, x3 = Yy

i

.'1:4=Z;, Xs = 2z, $5=Za, ete.

1 This appendix was prepared by Mrs. Jagna Zahl and Mr. Francis Bobkoski
with the assistance of the authors.

2 See T. W. Anderson and H. Rubin, Estimation of the Parameters of a Single
Equation in a Complete System of Btochastic Equations of Annals, Mathematical
Statistics, Vol. 20, pp. 46-63, 1949,

3 Herman Chernoff and Nathan Divinsky, The Computation of Maximum Like-
lihood Estimates of Linear Structural Equations, Ch. X of Studies in Econometric
Method, Cowles Commission Monograph 14, William C. Hood and T. C. Xoop-
mans, editors, John Wiley & Sons, 1953.

+ Lawrence R. Klein, A Texibook of Econometrics, Row Peterson & Co., 1953.
Bee pp. 169-183.
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The values taken by these variables in our sample period and their
arithmetic means, m'®, are given ir Table 1.1.° The data are given to
six signifieant figures. The computations were carried out to nine dec-
imal places; for brevity, the numbers appearing in later tables in this
article have been rounded to four places, which will mean that a reader
who checks particular steps in the computations may obtain results
that differ slightly from those presented here.

The first step in the computation is to calculate the matrix of moments
of these variables, M Y, as defired in the Chernoff-Divinsky article in
Section 2. A sample element of this matrix, say the moment involving
Yy and Z; , is given by

(1) T_ﬁé":)za =T ; YoZs — (Z:: Yﬁ:) (Z ZM)

where T = 30, the number of observations.

These moments® are given in Table 1.2, together with the row sums,

j=1 Miagy; (for row i). The sums include those terms under the main

diagonal that need not be written down because the matrix is symmetric.

This convention will be followed throughout this appendix. The ealcu-

lation of this moment matrix is checked by the identity ¥ joq M2, =

n‘z;mi , where z. = Z:-f.l z; for each {, which is the column headed 2 in
Table 1.1. In other words, the sum of the 7th row of the moment matrix
must be equal to the moment of x;and .

Next the moment adjustments are determined (Section 2, Chernoff-
Divinsky) and entered in Table 2.1. In the same table are the means of
each variable, copied from Table 1.1, and the adjusted means, which
are the products of the means and the corresponding adjustment factors.

Next is the computation of a matrix of residuals, Waa, presented in
Table 3. M., and M,, are formed. These are blocks of the adjusted

® We deviate here from the Chernoff-Divinsky notation by keeping our sym-
bols for the variables throughout the exposition rather than relabeling them in
standard notation. Since our original notation already distinguishes between
jointly dependent and predetermined variables, this should not cause confusion
and will facilitate comparisons between the appendix and our text,

¢ The three preliminary calculations illustrated by Chernoff-Divinsky for each
moment given in Table 1.2 are here omitted and only the final moments entered.

7 This represents a deviation from the Chernoff-Divinsky article; in prepara-
tion for the golution of the other equations of the model, their Table 3 is the com-
putation of Wy, = M,, — M,.MoH ., which includes the moments of all the vari-
ables in the model. If LISE estimates only are desired, it is sufficient to find the
submatrix Waa , which excludes the y’s that do not oceur in the equation under
congideration.
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V5 matrix corresponding to the variables z, z and z, ya , respectively. A
sample element of M., is the adjusted moment of ¥; and 2 which is
Fiyesy = insakvehs; = besy + 1+ 1072 Then Ma.M . M.s is computed
by the Doolittle method. The row sums of Mp MM, are obtained
and copied in the column headed > ; these are used in the sum check

for the computation of Waa . The column headed > 2 is a sum check for

TasLe 1.1
TIME SERIES FOR VARIABLES
Part I
Year ¥1 Ya Y Z 22 Zy
1920 9.748084 8.06838% §. 856327 9.774997 i R.379150
1821 9.765710 8. 105950 8. 822490 9.709460 2 8.363038
1922 9.796348 8.102378 5. 834405 9.778758 3 §.382668
1523 9.810104 8114004 8. 871142 9, 796037 p 8.383120
1024 §.80422% 8. 008474 8. 502960 0.778513 5 8.372399
1025 9, 802213 8.072969 §.020202 9.748548 6 8354120
1028 9. 815773 3. 006248 6.067628 9.742323 7 §.356853
1927 9.820126 8.109833 6. 94877 9.747289 8 8.370315
1938 9.828799 8. 108673 6. 056671 8. 751679 9 B.375821
1929 8.833779 £, 100195 6. 975630 0.754352 10 8.369334
1930 9.838925 8.091019 6. 978998 9. 785504 1 8.335463
1931 9. 850433 8.082708 6.953045 9.758315 12 8.337076
1932 9.852829 8.130834 6. 933601 9.782538 13 8.352073
1983 9_861783 8.127158 ©.958015 9.302675 14 8.364061
1034 0.820362 8.012879 8.943120 9.802718 15 8.342169
1635 4.801863 7.971032 8.952704 9.744170 16 £.358042
1936 9. 830080 8. 064608 7009480 4. 755272 17 8.336144
1037 9. 823768 7.906518 7.026471 9, 745581 18 8330627
1048 9.946623 8.094853 7.026107 9.748278 19 8.376573
1920 9.877220 8.118528 7.053128 9.773336 20 8. 388374
1940 5. 883006 8.124569 7.082682 9.781397 21 8403127
1941 9. 807300 8.142606 7.123580 9.780017 2 §.435870
1942 9.955078 8.218703 7.18%769 9, 824041 23  8.458207
1943 9.991342 §.205371 7.218770 9. 8656975 24 8. 455265
1944 9.960697 8.235648 7. 216875 9. 864963 25 8452174
1945 9. 060946 8, 244758 7317291 9.831808 26 8. 467254
1046 9.054709 8.233562 7.185296 9.821342 27 8. 441888
1947 9.052042 8201303 7.107108 9.810507 28 8. 437043
1948 9. 046047 8.171542 7.213443 8.709172 29 8. 424071
1649 9.971076 8.236400 7.240224 9,769098 30 8. 425557
z 205, 936790 243.771606 210. 302519 203,498541 | 465 251. 609339
m'® 9.864560 8.125720 7.026751 9.783285 15.5 8. 386578

Y1 = logarithm of produection of livestock produets in dollars.

Y¢ = logarithm of the quantity of feed grains fed in 1000 1b. TDN.
¥: = logarithm of the quantity of protein feeds fed in 1000 1b. TDN.
Z1 = logarithm of beginning inventory of livestock in dollars,

Zs = logarithm of the quantity of roughages fed in 1000 1b. TDN.
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Part 11
Year Za Zs Z1 Zy Zs Zw x
1520 0.760387 | 1.B40L0G | 2.189770 | 1763428 | 8.150055 | ©.586952 74427546
1921 0.752458 | 1740363 | 2.000434 | 1.574031 | 8.210585 | 6 878292 74.902718
1922 9, 755778 1.771587 1.988113 1, 568202 8. 156801 §. BTO803 76. 006837
1023 9.7R0R21 | 1,834421 | 2.003891 | 1.628380 | 5.143760 | 6.903104 77.260716
1924 9, 810186 1.839478 1.987219 1. 838489 8. 127418 6. 949356 78.311714
1925 9.819965 | 1.863017 | 2.008038 | 1.643453 | 8.102720 | 6.988243 79. 331488
1926 9.807323 | 1.870669 | 2.000000 | 1.648360 | 8. 166857 | 7.017608 80. 460342
1927 9. 818910 1.881385% 1.875801 1.648360 8.138763 7.023753 81.506502
1998 9.820507 | 1.892051 | 1.976808 | 1.648360 | & 146182 | 6.090448 82. 495500
1929 0, 822525 1.916454 1.989882 1.6583213 8. 145811 7.008210 83_549785
1830 9.824031 | 1.867467 | 1.033993 | 1.823249 | 8.1315113 |  6.094172 B4.357034
1931 | 9.828662 | 1.799341 ; 1.872730 | 1.505150 | 5002000 | 6.978083 85, 056453
1032 9.833841 | 1.670426 | 1.834421 | 1.380211 | 8.174903 | 6.975705 85.931384
1033 9.820047 | 1.655138 | 1838840 | 1.332438 | 8.171566 |  6.079980 86.012511
1934 9.830881 | 5.712650 | 1.885026 | 1.380211 | S8.026765 | 6.957531 87.724221
1935 9.851221 | 1.763428 | 1504174 | 1.423246 | 7.098172 |  0.960298 85.728238
1936 0.703733 | 1.820201 | 1.908874 | 1.454845 | 8.074944 | 7.012238 90, 050205
1937 9.820708 | 1.851870 | 1.935507 |. 1.505150 | 8.C20853 | 7.035188 91.134241
1938 9.820828 |  1.816241 | 1.906335 | 1.401362 | 8.1759w1 |  7.046625 92, 347906
1036 0.835368 | 1.848337 | 1900367 | 1.401362 | 8.198358 | 7.054420 93. 516911
1940 9.855602 | 1.870006 | 1.607411 | 1.498311 | 820602 | 7 054007 94.898150
1941 0.879714 | 1.963788 | 1.945061 | 1.585461 | 8.223565 | 7.121647 96.108579
1942 9.880041 | 2.067071 | 1,986772 | 1.608970 | 8.266015 |  7.160933 97. 707560
1943 9, 936738 2.121888 1.994317 1.819544 8.282105 7.215318 49, 196653
1944 0.976315 |  2.167317 | 1.098250 | 1.807627 | 8230077 | 7.215042 | 100.235704
1645 0.987021 | 2.179264 |  2.003461 | 1.044483 | 8.255896 | 7.211931 101.312893
1946 9.077232 | 2.201124 | 2.060820 | 1.982271 | 8.250415 | 7.100073 | 102308217
1947 9.961137 | 2.220170 | 2.162863 | 2.008600 | 8.241154 | 7.200551 103. 411467
1648 9.964474 | 2.27508L 0 2.208577 | 2.0203R1 | B.220313 | 7.222007 | 104472801
1949 9.948048 | 2.272770 | 2.182985 | 2.m12247 | 8 3ms002 | 7.o5602) 105.675416
P 205.608387 | 57.628701 | 59.463158 | 49.478407 | 245.088714 | 201380421 |  2679.260573
m® 9.853613 |  1.920987 l 1.982105 | 1.649280 | B.169624 | 7.046014

Zy = logurithm of the quantity of livestoek products seld in dollars, lagged one year, 1.8, Yer .
Zs = logarithm of disposable personal ineome in the United States in billions of current dollars.
Zv = logarithm of wholesale price index, excluding farm products {1935-390 = 100).

Zz = logarithm of cost of farm labor in eents per hour.

Zy = logarithm of supply of feed graing in 1000 1h. TDN.

Z1o = logarithm of production of protein feeds in [000 1b. TDN,

the computation of MAZMLIM,A_.B My, is written down, analogously to

M.., and the difference Wan = Mas — My, M., M., formed.

8 M, . is the matrix M., with rows written as columns. This is, in general, the
meaning of an interchange of subscripts of a matrix.

This particular product of three matrices ean be computed directly by a varia-
tion of the standard Doolittle method. Although the general Doolittle procedure
is explained in statistics literature, we will sketch the technique for this com-
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putation, as well as another that will be needed later in this discussion of LISE.
To change the notation, suppose 4 is an n X # nonsingular symmetric matrix
and B and n X m matrix. We desire B’A~'B (as in this case) and also A7'B (this
will be used later).

(a) Forward solution (same for both cases). Let the element (%, j) of 4 be ay;
and of B be @iayi - The two matrices are written side by side, and added across:

4 B z
a1 Gz " Gia Aiapl " Olangm &y
21 Q22 - dzn @2nyel 't Oogm Q.
Anl anz " Cna Bangkl ' Onongm Gn-
Define
r—1
Aa
Uy == Apy — Z —
k=1 oy

Let 8i. be the coefficient ayr/ag: .
Then we may write

r=1

G = Gri — 2 Bro
k=1

All the elements a,; form a triangular matrix, as well as the elements 8., . This
means that they are zero under the main diagonal. They are computed alternately,
in the order and layout indicated below. After an entire row has been computed,
it ig checked by the relation, for a row of o's,

T—1

- Oy
Oy, = @y, = kz,l Bircr. and for a row of §'s, B. = —

rr

(We have used the notation ar. = ZM ayy, 8s = 20 8i:, ar = S an):

b
11 a1z . Oia Olagl "'t Xlagm &1,
i Biz - Bu Bingr 7 Brawm B
0 O3z 't Qgn Nenpl T Dlangm .
0 1 T 62:: .Bz.n+1 e ﬂﬂ.fﬂ-m 52-
0 0 **T  Opn bt """ Dnadgm Q.
0 0 coe 1 Brmit "t Banim Ba-

(b) Compuiation of B'A71B (backward solution): Lef



APPENDIX 135

2 Zy
€1 Ciz 't Oim Cl. €y + . np1
B4B =
Cmi Cm2 "' Cmp/ Cme . + a. nim

It is saymmetric. Adjoining the matrix, ag indicated, are two sum columns; for
row % the first sum is ¢,. = 271 €z, the second ¢i. + @ npk = . + Zia1 iyt =
the sum of the kth row of B’A™'B and the kth column of B.

Then

ei; = Zict Qg Binti = Gunti Bt + @2anpi Banti + ¢+ Annpi Bragi
Fach row of B'A-1B, say, the kth, is checked by the relation
Cbe + Gonpr = 2t @rapbi

{¢) Computaiion of A~'B (alternate backward solution): Let

z
diy din cee dal\
A1B =
dnl dﬂ2 T d-nm dra-
The last row is computed first, then the preceding row, ete., as follows:

dni = 8n‘n+i .
Check: dy. = 84. — 1
dn-—l.t‘ = ﬂn—l.n+;‘ - .eﬂ-wl.ndni
Cheek: dﬂ_],.. = ﬁn—].- - ﬂn—l.ndn- -1
dn_y.i = ﬁn—!-n+1' — Botmlai = Bu—sin—1u_is
Check: dy_s,. = Bu-2.. = Bu—zndn. — Broznrde_r.. — 1
dii = Brags — Bintni — Bra—idacii — -+« — Bpaday
Check: dr. = 1. — Bintds. — Bru—ip—r,. — -+ ~ 8oy, — 1

The inversion of 4 alone is a special case of either method; it is obtained by
letting B be the identity matrix. Method b is the simpler. These computations
become clear if we observe that the matrix consisting of the elements ¢ .y ; , and
the matrix whose elements are 8;.,,; correspond ta matrices (B'Q) and PB where
PAQ = I, the identity matrix, and PA is a triangular matrix whose elements on
the main diagonal are ones. The other elements of the matrix P4 are the 8:;.
Method b of the backward solution corresponds to the matrix product B’'QPB =
B'4A™'R, and method ¢ corresponds to PB 4+ [I — PA)JA™'B = A™'B.



TasLE 1.2
MOMENTS M2
i
¥ ¥e ¥ Z 22 Zi L Z Zs % s Zs Zu 1 =

T 40764 | 3.8346 | 7.4685 | 1.5631 472.8347 | 2.0832 | 3.80838 B.OTOT | 1.6532 | 7.7248 | 3.4573 | 6.5324 | s524.0218
Ys 5.0023 | 6.4885 | 1.8208 347.5748 | 2.3808 | 3.3439 0.2228 | 2.6585 | 0.6122 | 4.8047 | 5.8858 | 402.6797
¥ 14.8409 [ 2.5258 0403006 3.7841 | 7.307 | 17.9873 | 30648 | 15.2824 | 5.0185 | 12.8300 | 1047.8780
Z 1.0237 149. 1434 L0936 | 1.4305 3. 1355 JT041 {  3.0561 | 15462 | 2.1357 | 169, 0875
e 67425.0000 | 212,8307 | 472.1944 | 1027.6748 | 161.8000 | 762.2073 | 317.8088 | 611,3831 | 73109. 6426
Z 1.5100 | 1.9760 54554 | 17948 | 5.5140 | D.3362 | 3.3131! 243.7518
Z4 4,1498 04261 | 2.3008 | 87767 | 2.8986 | 6.4332 | 524.0314
Z 283302 | 10.8826 | 29.5619 | 8.6808 [ 16.2802 | 11756523
= 8.1078 | 14.6186 | 3.2235 | 3.9762 | 215.7730
Zy 35.2625 | 9.2871  14.4665 | 0153002
Zs 5.3842 ' 5.4046 |  870.6865

11.5024 1 900.3122

Zw

9¢1

XIANTddY
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TaBLE 2.1
TRANSLATION PAGE

Adjustment, 0 Adjusted Mean,
Variable Factor, k Mean, m‘® m = km®

T, 1 9.8646 9.8646

Y, 1 8.1257 8.1257

Y 10! 7.0268 0.7027

Z 1 9.7833 9.7833

22 102 15.5 0.1550

Zs I 8.3870 8.3870

Z, 1 1.920957 1.920957

Zs 101 9.853613 0.9853613

Zy 1 1.982105 1.982105

Zs 10! 1.649280 0.1649280

Zy 1 8.169624 8.169624

Z1o 10— 7.046014 0.7046014

In Table 4.1, Myy , the submatrix of M ,,z corresponding to the vari-
ables 71, z,, Z; , is given, and its inverse, M+% is computed. Since M, was
formed so that M.« constitutes its upper left corner, half of the Doolittle
forward solution in Table 4.1 is the same as in Table 3 and could cone
veniently be copied.

Table 4.2 consists of three matrices:

1. Mys which is the matrix of adjusted moments of Z , 2, Z;, each
with Y1, Ys, ¥7; they are copied from M., in Table 3.

2. Pﬁ; = M— #M sa , product of the two matrices,? and

3. MauPhs

The matrlces M5 and Pix ave used later in the computation; con-
sequently, the method of computing My} M, is not used in com-
putlng Ma*PA*

From the above we compute Ry = My, M7, M,a — MarP%4 ; the first
matrix is in Table 3, the second in Table 4.2. Our equation is overidenti-
fied, and so the procedure outlined in Section 3 of Chemoﬁ'—Divinsky is
applicable. Next to Raa is written Waa from Table 3. Then Qus = Ras Waa
is computed.'® This is the content of Table 4.3.

Since the equation for the largest latent root k! of R3sWas is of the
third degree, the iterative method of solution described in Section 3 of
Chernoff-Divinsky was used. To conserve space we omit the first few
iterations from our original arbitrary vector. Also the iterations were

® Matrix multiplication and its check are described in Section 2 of Chernofi-

Divinsky.
10 Cf, footnote 6.



TasLE 3
MATRIX Was
M, M:A
z
Z 22 Zs Zs Zs Z7 Z3 Z FAU) 1 Ys Yu

Zy 1.0237 1.4912 0.5936 1.4305 0.3138 0.7041 0.3058 1.5462 0.2136 1.5631 1.8208 0.2526 11,5878
21 6.7426 21263 4,7219 1.0277 1.6180 0.7622 3.1781 0.8114 4.7283 3.4757 0.9484 31.8330
Zy 1.5190 1.9769 0. 5455 1.7p48 0.5514 2.33682 0.3313 2.0532 2.3808 0.3784 16.0875
Za 4.14908 0. 9426 2. 3008 0.8777 28286 0. 6483 3. 8039 3.3439 0.7308 27. 7647
Zy 0.2834 1.0883 0.2058 0.8687 0.1629 0.8071 0.9223 ¢.1797 7.52714
Zr 8.1978 1. 4819 3.0235 0.3678 1. 6522 2. 6685 0. 3965 25, 4939
Zy (.3526 0.0287 0.1447 0.7728 0.9612 0.1528 7.5671
Zs 5, 3842 0. 5405 3. 4573 4. 8047 0.6919 20. 8886
Zio 0. 1150 0.8532 0. 5886 0.1204 £.7385
1.0237 1.4814 6.9936 1. 4395 0.3136 0.7041 0. 3056 1.5462 0.2138 1.5631 1. 8208 0.2528 11,6678
i 1. 4569 0.9706 1. 4081 0. 3063 0. 6878 0. 2985 1.5104 0. 2086 1. 5289 1. 7786 (. 2467 11,3974
4.5697 0.6788 2.6248 0.5709 0. 5922 0.3170 0. 9255 0. 5002 2. 4511 {8231 0.5814 14,6346
1. 0.1485 0.5744 0.1249 0.1206 0. 0694 0.2025 0. 1085 0.5384 0, 1801 0.1272 3.2025
0. 4538 ¢, 1800 0.1584 1.0234 -0.2077 0.698¢ 0.0497 0.1721 0.4913 0.0489 3.48983
L 0, 4184 0, 3447 2. 2550 0. 4577 -1. 5381 0. 1056 0. 3791 1. 0826 0. 1033 7. 6886
0.5388 0. 1084 0.5424 6. 1790 —0.15M 0.0399 0.1261 0. 1053 0.0220 1.4926
1. 0.2012 1.0071 0.3323 —0.3140 0.9740 0.2542 0.1955 0.0409 2.
0.0403 0.3387 0.0550 0.0729 {.0098 0.0274 0.0713 0.0091 0.6226
1. 8.3515 1.3645 1. 8087 0.2437 0. 5804 1.7671 ¢, 2252 15, 4410
1.9703 0. 1025 0.0273 —{,048¢ (). 4847 —0.5095 —0.0564 1.0011
1. 0. 0520 0.013 w{). 0248 —&. 2460 —0, 2586 —0.0286 0.5081
0. (046 0.0388 —{). 0007 0.0030 0.0300 —0.0011 0.6744
1. 8.6667 —{,1527 0.6614 §.7084 ~10,2568 16.4281
1.2668 0.0414 0. 3064 0.7835 0.0217 2.4018
1. 0.0327 0.2419 0.4186 0.0171 1.9103
0. 0023 3.0025 9, 0050 0,0018 0.0128
i. 1.0875 2.6716 0.7078 55667

8€1

XIGNIdEV



Tasre 3 (Continued)

MA:M;:M:A
Y ¥y Y 21 Ez
¢} 4,0128 3.8224 0.7470 8.5822 28.1631
Fs 4,8990 0.8502 9.3718 30,3282
¥r : 0.1478 1,5450 5.3063
Maa
Yl. | Ys Y? 2
" 4.0764 3.8846 0.7469 8.7078
¥s 5.0023 0,6488 9.5357
¥ 0.148¢ 1.5441
Was = Man — Mo, B3 Moa
1 Ye T =
Y 0. 0636 0.0622 =0.0001 0.1257
¥s 0.1033 —0.0014 0.1841
¥i 0. 0008 —0. 0000

XIANAIIV

661



TagLE 4.1

ﬂ—lit
I =
Z] 2o Za
Zy 1 1.0237 1 1.4914 | 0.9936 1. 4,5088
22 6.7425 | 2.1263 1. 11.3602
Zs 1.5190 1. 5.63890
1.0237 i 1.4914 | 0.9936 1. 4. 5088
1. 1.4569 | 0.9706 0.9768 4.4043
4 5697 | 0.6788 | —1.4569 1. 4.7916
1. 0.1485 | —0.3188 0.2188 1.0486
0.4538 | —0.7542 | —0.1485 | 1. 0.5511
1. —1.6618 | —0.3273 | 2.2035 | 1.2144
i )
. b
Z =3 Zs
Z, 2.6946 —0.0720 —1.6618 0.9608
2 0.2674 —0.3273 —{0.1318
Zsy 2.2035 0.2144
TasLE 4.2
M.
b4 Ye Y z
Z, 1.5631 1.8208 0.2526 3.6365
22 4.7283 3.4757 ! 0.9494 9.1535
Zs 2.0532 2.3808 ' 0.3784 4.8125
P;: = M:&M.-A
| Y1 Y { Y =
A 0. 4596 0.6997 —0.0166 1.1427
2 0.4801 0.0193 0.1119 (.6113
Z 0.3791 1.0826 0.1033 1.5651
b 1.3187 1.8017 0.1987 3.31%0
MA* P:l’-
Y, Yo " Y, x
¥, 3.7667 3.4079 0.7153 7.8900
Y 3.01R7 0.6047 7.9314
¥, 0.1411 1.4612

140
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TaBLE 4.3
Qaa
Raa Waa
— b3
¥, Y Y ¥, Y Y.
¥, 1 0.2462 | (0.4144 0.0317] 0.0636| 0.0622] —0.0001 0.8179
Ye 0.9803 0.0455 0.1033| —0.0014| 1.6043
Y. 0.0067 0.0006] (0.0829
0.2462 | 0.4144 0.0317"  0.0636] 0.0622: —0.0001| 0.8179
1. 1.6834 0.1286] 0.2582| 0.2527) —0.0004] 3.3224

0.2827 | —0.0078) —0.0448 —0.0014| ~0.0012] 0.2274
1. —0.0277) —0.1585( —0.0050 —0.0042] (.8046
0.0024] —0.0095 —0.0094] 0.0006/ —0.0160

1. —4.0033] —3.9515 0.2458| —6.7000
QAA = R&—WM
1 Ys ¥, z
Y, 1.2263 0.9533 —{0.0365 2.1431
Y, —0.2692 —0.1143 (.0026 —0.3809
Y1 —4.06033 —3.9515 0.2458 —7.7090

carried further than is indicated in the table where convergence of the
elements of k%, to only four places was required. In the actual computa-
tion, convergence te nine places required twelve steps instead of the
five shown here,

The final vector of the iteration Qg is a characteristic vector b of
RaaWaa associated with the largest root kls, = ki . Next is the product
¢x = —Pixbs, where Pisx comes from Table 4.2. The iteraton for bh
and the caleulation of ci are in Table 4.4. The sum check for matrix
multiplication is used in checking ¢4 .

¢, = —Pb,

Zy 1.1216
2 0.2645
Z3 —0.6850
= 0.7011

Table 4.5 concludes the estimation of coefficients. First the adjusted
means are copied for each variable from Table 2.1. In the second column
headed [bacse]’ the first three numbers are the components of by, the
second three are the components of ¢y , the last number e is the estimate
of 1 . This estimate is equal to —[bscx]m’, the inner product of the two
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TarBLE 4.4
CALCULATION OF &, AND co

:
» ’ ' ' ’ r ’ r Iﬁ'lQ('m
Qm Qn Qo Qay Qw Qs Qm Qn -5}
1 —10.6485| ~12.1064] —13.9311] —15.8135( —18,1784] —20.7650 —23.7316| —27.0080] —3.0955
Ye 2. 2819 2.7004 3.08867 3.5257 4.0275 4. 6007 5.2550 6.0036 0. 6858
¥7 36.0835] 42.4739 43.5957% 55.5189 ﬁﬂ.dml 72.4493] 82.7615 94.5415L 10.7998
T T
‘ ky A 1 2 Ko kg = K
Y1 ‘ 1.1456 1.1422 1.1423 1.1423 1.1423
¥e 1.1834 1.1430 1.1422 1.1423 1.1428
¥y | 1.1771 1.1441 1.1425 1.1423 1.1423

columns so far formed. The third column is the vector of adjustment
factors k’; this also is copied from Table 2.1, with an adjustment 1 for e.
The fourth column is the product of the preceding two; these are the
estimates with the effect of the adjustments removed. The last column
is obtained by dividing each element of the fourth by --3.0955, the
coefficient of Y, ; these are the normalized estimates.

The next computation is for the estimate of the sampling variance-
covariance matrix. We introduce the following notation: If y is a vector
(#h 2 - - - yn) then yy shall mean the vector y with the first element
omitted: 1y = (42 - -+ yn). If A is a matrix, then ;4 is the matrix 4
with the first row deleted, nd is A with the first column deleted, ud
ig A with both the first row and first column deleted.

In Table 5.1 appear the vector bs copied from Table 4.4, Waa copied
from Table 3, and the produets indicated in the table.

Table 5.2 shows the caleulation of two constants, Ii/baWasba and C*,
that are used in subsequent calculations. In Table 5.3, the matrlces

TasLe 4.5
ESTIMATES OF THE COEFFICIENTS
m’ [bdc*e]r E {bg’)clﬁ)e(ﬂll.r [b‘aﬂ)cm)eiﬂ)]’(num)

Y, 1 0.8646 | —3.0055 | 1 —3.0055 1

¥s | B.1257 0.6858 1 0.6858 —0.2216
Y. 1 0.7027 10.7998 1 10! 1.0800 —(.3489
Z, | 9.7833 1.1216 1 1.1216 -0.3623
2s 0.1550 0.2645 | 10-2 0.002645 —0.0009
Zsy | 8.3870 | —0.6850 1 —0.6850 0.2213
e 12.1051 1 12,1051 —3.9105
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TaBLE 5.1
, Waa
ba z
Y1 Ys Y‘I
¥, | —3.0055 0.0636 0.0622 —0.0001 0.1257
Ys 0.6858 0.1033 —0.0014 0.1641
Y: 10.7998 0.0006 —0.0009
AW an
’ Y, Yo | Y >

‘—0.1553 —-0.1364 [ 0.0059 | —0.2858
—0.1305 (sum exclud-

[ ing Y1)
baW anbia = 0.4511
1l (baTWan) (BaWas)l = (:baWas)’ (leWA._A)
Ya Y, =
¥e 0.0186 —0.0008 0.0178
Y, 1 0.0000 —0.0008

Fss, Fy,, and F,, are computed. The necessary steps should be clear
from the table.

In Table 5.4, blocks of the variance-covariance matrix of the adjusted
normalized coefficients are ecomputed. These are

- F, 88 —F, By — -, C*
F=C* Fym', mFm’ + Te

—F ¥8 F Y.
The submatrices Fas , Fpy , Fyy are from Table 5.3, C* is from Table 5.2,

TarLE 5.2
ki = 1.1423 (copied from Table 4.4)
i = 1/kl = (0.8754
(I /baWasba) = 1.9406 (the denominator comes from Table 5.1)
C = (1 4+ I) 5sWaaba = 0.8460
T = 30 = the number of observations
F = 6 = the number of ya's and 2,'s
ky = 1 = the adjustment on ¥,
c* = /T — F) (bik)? = 0.003679
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Tasre 5.3
1wlas  (from Table 4.3)
Y V. z
Ye i (.9803 0.0455 1.0258
e i 0.0067 0.0521
wH = nRas = o (bW as) (bsWa)]
bAWMbA
Y ¥ =z
Ye (.9442 0.0470 0.9913
Yy 0.0066 0.0536
Fgg = (uH)™
Y Y+
¥ 1.6425 —11.7107
Y; 235.05680
(wP3.)" {from Table 4.2)
Ys Y:c z
Z 0.6997 —{.0166 0.6832
20 0.0193 0.1119 0.1312
Zs 1.0826 0.1033 1.1859
= 1.8017 0. 1987
Fyy = Fay(aPi.)
Z, -2 Zs =
Ye 1.3434 —1.2785 (. 5680 0.6329
Y, —12.0900 26.0730 11.6130 25. 5960
Fl = (aPL) F,,
] Zl 4 Za z
Zh 1.1404 —1.3267 0.2050 0.0187
22 2.8924 1.3103 2,8760
Z3 1.8150 3.3303




APPENDIX 145
F_ = Fl, + M. (the last from Table 4.1)

Z # Zs =
Z 3.8350 —1.3987 —1.4568 0.9795
25 3.1599 0.9830 2.7442

Z, 4.0185 3.5447

and ym’ is the vector of adjusted means with the mean of ¥, deleted.
T corresponds to V*(ba,c+)™™ in the Chernoff-Divinsky paper.

The variance-covariance matrix V*(b5”,cs”, ) "™ of the normalized,
unadjusted coefficients is computed in Table 5.5. If we let D be a diagonal

mairix whose diagonal elements are ky,, ky,, kz,, k:;, kz,, 1 then

TABLE 5.4
F -F
F o [ g 87]
_Fvﬂ F’r’v
Yﬁ Y'; Z1 . -2 Zs =
Ye 0.0060 | —0.0431 | —0.0049 0.0047 | —0.0021 | —0.0394
Ty 0.8647 0.0445 | —0.0959 | —0.0427 0.7274
Z 0.0141 | —0.0031 | —0.0054 0.0431
22 0.0116 0.0036 | —0.0811
Zy 0.0148 | —0.03!8
s/ (from Table 2.1) F(um"
¥Ye 8.1257 —0.0463
¥z 0.7027 0.3195
Z, 9.7833 0.0834
) 0.1550 —0.0474
Za 8.3870 0.0251
s 0.3343

mV¥(ba, c,)/ (B, the inner produet of the two columns above, = 0.8670

o
— = 0.000004087
T2

—_ *
mFm’ + % = 0.8670



146 APPENDIX

TasLE 5.5
V*(bg:), cso), 8(0))‘“""

Y Y, Z Z Z3 1
Y 0.0060 |—0.00421 |—0.0049 0.00047 —0.0021 0.0463
Y, 0.008647) 0.00445]—0.0000959 |—0.00427|—0.03195
Z1 0.0141 0.000051 1—0.0054 |~0.0834
22 0.00000116( 0.00036| ©0.000474
Z3 0.0148 |—0.0251
1 0.8670

D D
— *
m'F smFym’ 4 %

where the matrix consisting of the blocks F, Fym’, ymF and ynFym’ +
C*/T* is the variance-covariance matrix of the adjusted normalized
coefficients. This is equivalent to multiplying the estimated covariance
between two adjusted coefficients by the adjustments on those coefficients.

The last step is to test for serial independence, using the Durbin-
Watson statistic."

T T
d= Z Uft z 'ﬁ:iz ;
fa =1

where i, is the calculated residual, and v1; = iy — %16~ - A simplifica-
tion is given by the identity

2
;i’ﬁ: = O* (?M—T—,-E), go that d = (,TT;T;———UIEF—)
This yields 1.11 for the value of the Durbin-Watson statistic.

The calculated residuals are sometimes useful for casual inspections
of the results (such as seeing how closely they correspond to movements
in omitted variables or whether striking historical events have occasioned
particularly large residuals) and are therefore shown in Table 6.

1 J, Durbin and G. 8. Watson, Testing for Serial Correlation in Least Squares
Regression I, Biometrika, Vol. 37, Parts 3 and 4, pp. 409-428, Dec. 1950.

J. Durbin and G. 8. Watson, Testing for Serial Correlation in Least Squares
Regression II, Biometrika, Vol. 38, Parts 1 and 2, pp. 159-178, June 1951.

Thig statistic was not used in our other references, Chernoff-Divinsky and
Klein.
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TABLE 6
CALCULATED RESIDUALS BY LISE
Year Ca,lculateg Residual
()
1920 - —0.030655
1921 ~{.011751
1922 0.015434
1923 0.006589
1924 0.002086
1925 -0.003226
1926 —0.003212
1927 0.005435
1928 0.607704
1920 0.003884
1930 0.001225
1931 0.022113
1932 0.014616
1933 0.007543
1934 —0.006553
1935 0.004520
1936 -0.016416
1937 —0.011023
1938 —{.002789
1939 0.000803
1940 —0.003977
1941 —0.001526
1942 0.008565
1943 0.000108
1044 —0.009510
1945 0.003713
1946 —0.000433
1947 0.002002
1948 0.000254
1949 —0.005531

Equation 4.1 was also estimated by the least squares method, with Y,
chosen as the dependent vanable, and » = (Y Y7 Z; 23 Z;) the indepen-
dent variables. The adjustment factors are the same as before.

First, the matrix of the adjusted moments of the independent vari-
ables, M,, , is formed, analogously to Table 3, and inverted (we omit
presenting the intermediate forward solution).
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Tasre 7
¥e l Y-r ’ Zl l 22 [ Z; =

Mﬂﬂ
Y 5.0023 0.6488 1.8208 | 3.4757 | 2.3808 14,3285
Y: 0.1484 0.2526 1 0.9494 | 0.3784 3.3776
Z 1.0237 | 1.4914 | 0.9936 6.5822
2 6.7425 | 2.1263 15.7854
Zs 1.5190 8.3981

—— 'l
Y 1.2256 —6.9426
Y; —7.4375 182.6998 152.3685
Z —0.9809 8.2322 3.5173 8.3440
22 0.8085 —20.2975 | —0.9741 | 2.5228 —~17.0453
Zs —~0.5583 | —10.8284 | —1.4506 | 0.8950 | 3.9268 —8&.0154

Table. 8 gives the computation of the coefficient estimates; first
My, is formed, which is the column of the adjusted moments of ¥,
with each of the »'s. Then the adjusted means m’ are copied for each
variable from Table 2.1. The third column, headed [, €]’, consists of two
caleulations; 8 = M,y M.y, ,a column of five numbers, and ¢ = my, —
2% _18.,m.; , Where we consider v, = Yo, v2 = Y7, 13 = Zi, ete. The
sum indicated is of 8’ only and is used for a check of the first calculation.
The next column is k’, the vector of adjustment factors copied from
Table 2.1. The last column consists of the desired estimates with ad-
justments canceled; it is obtained by multiplying each element of
column 3 by its corresponding adjustment and dividing by the adjust-
ment on ¥, , here 1. From the form in which equation 4.1 is written, we
actually find —8is = By, — Bu = By, , €tC.

TABLE §
ESTIMATION OF COEFFICIENTS

My, m’ [e)’ k' [a®e®]
¥, 0.86446 1
Ye 3. 8846 8.1257 0.3495 1 0.3495
Yy 0.7469 4.7027 2.2101 10-1 0.2219
Zy 1.5631 9.7833 0.2518 1 0.2518
22 4.7283 0.1550 0.2250 102 0. 002250
Zs 2.0532 8.3870 | —0.2286 1 —0.2286
e 4.8846 1 4.8846
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TABLE 9

149

CALCULATED RESIDUALS #, BY LEAST SQUARES ESTIMATES

Year fie

1920 ~—0.025691
1921 —0.018010
1922 0.010916
1923 0.005649
1924 0.003658
1925 0.000330
1926 —0.001360
1927 0.005980
1928 0.006856
1929 0.005047
1930 0.002435
1931 0.020018
1932 0,005293
1933 0.002743
1934 —0.000214
1935 0.009688
1936 —{(.016350
1937 —{(1.002530
1938 —0.007963
1939 —{(.002446
1940 —{. 003390
1941 0.000515
1942 0.011898
1943 0.000561
1944 —0.002921
1945 0.003981
1946 —0.005544
1047 —0.000094
1948 0.000504
1949 —0.009554

The residuals #, calculated from the least squares estimates are in

Table 9.

The Durbin-Watson statistic, using the formula given previously, is

d = 1.28.

To obtain estimates of the sampling covariance matrix, we find

(Table 104).
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TasLe 104
1. My MMy, = My,.8' = 40033
2. Mnyl = 40764
3. Wyir, =2 — 1 = 0,0732
4, errl /T — F = 0.003048; T and F have the same meaning and value as
in LISE.
My o
Ya ¥ Z 22 Za =z
—0.4201 | 154.5174 | 19.0083 | —0.3254 | 6.7363 162.4164

and m Mzim) = 281.8506 where m., is the vector of means of Y, Y7, 71, 22, Za.

TasLE 10B
ADJUSTED COVARIANCE MATRIX
V*(8,e) =
WYlYl H:r_ul —_Elmw’:
T - F E’ -—' ’ —]—.-
myMami + T
Ys Yy A ) Ze [

Y, 0.003736 |—0.02267|—0.002000] 0.002464|—0.001702| 0.02871
Y; 0.5569 | 0.02509 |—0.06187 |—0.03301 |—0.4710
Z, 0.01072 |—0.002969|—0.004422; — (. 06068
e 0.007690| 0.002728 0.02843
Zs 0.01197 {—0.02053
€ 0.8591

To obtain the final covariance matrix, multiply each element of
V*#(8, ) by the two adjustment factors correspondmg to the row and
eolumn in which it is located, and divide by (kv,)’, in this case 1.

TasLe 10C
COVARIANCE MATRIX
VHE©, e®)
Y bg) 4 z2 Zs e

Ys 9.003736 | —0.002267 | —0.002990 0. 60002464 —0.001702 0.02871
¥: 0.00566% 0.002509 | —0.00006187 ~0.003301 —0.04710
Z1 0.01072 | —0.00002069 —0.004422 —{. 06068
# 9. 0000007650 0,00002728 0.0002843
Zn o.0n97 | —0.02053
¢ 0.8691
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We also obtain the estimated variance s° of the residual @, and the
correlation coefficient R:

2 Wl']_Yl 1
= . = 0.001016: = 0.03187
CTTT -5 G b8
_
B = MreMo Moy _ g9, R = 09910

i 81 4
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