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This paper proposes simple, data-driven, optimal rate-adaptive inferences on a

structural function in semi-nonparametric conditional moment restrictions. We con-

sider two types of hypothesis tests based on leave-one-out sieve estimators. A structure-

space test (ST) uses a quadratic distance between the structural functions of en-

dogenous variables; while an image-space test (IT) uses a quadratic distance of the

conditional moment from zero. For both tests, we analyze their respective classes

of nonparametric alternative models that are separated from the null hypothesis by

the minimax rate of testing. That is, the sum of the type I and the type II errors

of the test, uniformly over the class of nonparametric alternative models, cannot be

improved by any other test. Our new minimax rate of ST differs from the known

minimax rate of estimation in nonparametric instrumental variables (NPIV) models.

We propose computationally simple and novel exponential scan data-driven choices

of sieve regularization parameters and adjusted chi-squared critical values. The re-

sulting tests attain the minimax rate of testing, and hence optimally adapt to the un-

known smoothness of functions and are robust to the unknown degree of ill-posedness

(endogeneity). Data-driven confidence sets are easily obtained by inverting the adap-

tive ST. Monte Carlo studies demonstrate that our adaptive ST has good size and

power properties in finite samples for testing monotonicity or equality restrictions in

NPIV models. Empirical applications to nonparametric multi-product demands with

endogenous prices are presented.
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1. Introduction

Models with endogeneity are pervasive in economics, and are one of the most defying

features that differentiate econometrics from statistics. In the big data era, semiparametric

and nonparametric methods and models allowing for flexible endogeneity are increasingly

widely used in empirical research. A common difficulty in applying any semiparametric and

nonparametric methods in practice is how to choose tuning (regularization) parameters

in a simple, data-driven way that still possesses some “optimal” theoretical properties.

For nonparametric models with endogeneity such as nonparametric instrumental variables

(NPIV) and nonparametric quantile instrumental variables (NPQIV), it is well-known that

the finite sample performance of various estimators and tests are much more sensitive to

tuning parameters than those without endogeneity.

There are a few papers on data-driven choices of regularization parameters in esti-

mation of a NPIV model.1 However, it is well known that data-driven choices designed

for “optimal” nonparametric estimation do not lead to “optimal” inference (testing and

confidence sets) in nonparametric settings (see, e.g., Gine and Nickl [2016]). To the best

of our knowledge, there is currently no work on minimax rate-optimal testing for NPIV

models, nor on data-driven choice of regularization parameters for rate-optimal testing

and confidence sets on NPIV models. In this paper we shall address this important issue

within the framework of rate-optimal testing in semiparametric and nonparametric condi-

tional moment restrictions. As a leading example, we shall provide computationally simple,

data-driven choices of tuning parameters for optimal inference on NPIV functions such as

multi-product demand functions (of endogenous prices) in industrial organization.

This paper first considers the minimax rate-optimal hypothesis testing in semiparamet-

ric or nonparametric models defined by conditional moment restrictions. The maintained

modeling assumption is that there is a nonparametric structural function h satisfying

E[ρ(Y, h(X))|W ] = 0, (1.1)

where ρ is a possibly non-smooth mapping that is known up to the function h, X is a dx-

dimensional vector of continuous endogenous regressors, W is a dw-dimensional vector of

conditional (instrumental) variables, and the joint distribution of (Y,X,W ) is unspecified.

Our goal is to test whether h coincides with a restricted function hr, such as parametric

or semiparametric or shape-restricted function. For example, in a NPIV model E[Y −
h(X)|W ] = 0 we would be interested in testing whether the structural NPIV function h

coincides with some decreasing function hr. We propose two statistics for the hypothesis

1See, e.g., Horowitz [2014], Liu and Tao [2014], Centorrino [2014], Chen and Christensen [2015], Breunig
and Johannes [2016], Gautier and Le Pennec [2018], Jansson and Pouzo [2019] and the references
therein. Most papers suggest data-driven procedures without establishing the rate-adaptivity in NPIV
estimation.
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under consideration: a structure-space test (ST) and an image-space test (IT). The ST

is based on a squared distance between a nonparametric estimator of h and its restricted

version hr. The IT is based on the squared distance between a nonparametric estimator of

E[ρ(Y, hr(X))|W ] and zero.

Both test statistics are based on simple leave-one-out sieve estimators of some quadratic

functionals. We establish an upper bound on the sum of the type I and type II errors.

Specifically, we bound the type I error uniformly over distributions satisfying the null

hypothesis and the type II error uniformly over a class of nonparametric alternative models

separated from the null hypothesis via a so-called rate of testing. We then establish a lower

bound for the sum of the type I and the type II errors at the same separation rate. Thus,

there exists no other test that provides a better performance with respect to the sum of

those errors. This optimal rate of separation is called the minimax rate of testing.

A key technical part to establish the minimax rate of our ST in quadratic distance is

to derive a tight upper bound on the convergence rate of a leave-one-out sieve estimator

of a quadratic functional of a NPIV function h; see the online Appendix F.2 This rate

is different from the existing minimax rate of convergence in root-mean squared error of

any consistent estimator to the function h itself. However, the minimax rate of our ST

depends on an optimal choice of sieve dimension (the key tuning parameter), which is

determined by the unknown degree of ill-posedness (due to the endogeneity in (1.1)) and

the unknown regularity of the nonparametric alternative functions different from the null

restricted functions.

We propose a computationally simple, data-driven version of our ST that does not

require a priori knowledge of smoothness of nonparametric alternative functions h nor

the degree of ill-posedness. The data-driven test rejects the null hypothesis as soon as

there is a sieve dimension (say the smallest sieve dimension) in an admissible index set

such that the corresponding normalized quadratic distance estimator exceeds one; and fails

to reject the null when the maximal (over the admissible index set) normalized quadratic

distance estimator is less than or equal to one. The cardinality of this admissible index set is

determined by a novel exponential scan (ES) method that automatically takes the unknown

degree of ill-posedness (endogeneity) into account. We show that our data-driven ST attains

the minimax optimal rate for severely ill-posed problems and is within a log log(n) term

for mildly ill-posed problems, where n is the sample size. This extra log log(n) term is

the price to pay for adaptivity to unknown smoothness of the nonparametric alternative

functions different from the null restricted function hr.

By inverting the adaptive tests we obtain confidence sets on restricted (constrained)

2We prove in Appendix F that this convergence rate coincides with the lower bound derived by Chen and
Christensen [2018] for estimation of a quadratic functional of a NPIV function. As shown in Chen and
Christensen [2018], the plug-in sieve estimator does not achieve the optimal minimax rate for estimation
of a quadratic functional of a NPIV in the mildly-illposed case.
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structural functions hr. These confidence sets do not require additional choices of tuning

parameters. The adaptive minimax rate of testing determines the radius of the confidence

sets. We argue that the radius based on our adaptive ST can only be marginally improved

in a very limited range of submodels depending on the regularity of the unknown function

h in NPIV models.

Monte Carlo studies indicate that our data-driven ST is not only computationally very

fast, but also has accurate size and good power in finite samples, without the need of com-

putationally intensive bootstrap critical values. In a simulation study of hypothesis testing

for monotonicity of a NPIV function, our adaptive ST automatically leads to a data-driven

confidence set under monotonicity restrictions if the null is not rejected. When the null of

monotonicity is rejected by our adaptive ST, the data-driven choice of the smallest sieve

dimension leading to the null rejection can still lead to a consistent sieve estimate of the un-

restricted NPIV function h, while parts of the true h and its sieve estimate lie outside of the

monotonicity-constrained confidence sets. This simulation demonstrates the importance of

data-driven choice of tuning parameters for testing shapes of a NPIV function. We provide

empirical applications concerning shapes of consumer demands, where our data-driven test

detects heterogeneity in the curvature of demand curves among different income groups.

For instance, our adaptive ST fails to reject that the demand for certain nondurable goods

is decreasing (in its price) for low income household, but does reject the decreasing shape

for high income household. Therefore, it may lead to erroneous policy evaluations when

nonparametric decreasing demand (in own price) is imposed across all income levels.

Our main contribution is the data-driven, rate-optimal hypothesis testing in structure-

space. But we also present the minimax rate-adaptive image-space test (IT) as compari-

son. Although both are simple to implement, their data-driven procedures choose different

key tuning parameters to achieve their respective minimax optimal rate for testing. The

sieve dimension J for approximating h(X) is the key tuning parameter in the ST ap-

proach, while the sieve dimension K for approximating the conditional moment function

E[ρ(Y, hr(X))|W ] is the key tuning parameter in the IT approach for a simple or parametric

null hypothesis. The adaptive ST has the advantage of automatically providing a data-

driven choice of the sieve dimension J that can be used for estimation of semi-nonparametric

or shape-restricted function hr. This greatly simplifies the construction of data-driven con-

fidence sets. In addition, we show both theoretically and via Monte Carlo simulations that

the adaptive ST can be more powerful than adaptive IT when the dimension of the con-

ditional instruments is larger than the dimension of endogenous regressors (i.e., dw > dx).

On the other hand, the image-space test (IT) is more convenient for non-separable models

such as nonparametric quantile IV regressions, as well as for partially-identified models.

Literature review: The concept of minimax rate of testing in nonparametric models
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was perhaps first introduced by Ingster [1993] and Spokoiny [1996].3 It has been ap-

plied to optimal testing in nonparametric regression models without endogeneity, including

Horowitz and Spokoiny [2001] and Guerre and Lavergne [2005] and others. Our paper is the

first to study minimax rate-optimal test in nonparametric conditional moment restrictions

with endogeneity, including NPIV model as a leading example.

There are papers on specification tests for NPIV type models by extending Bierens

[1990]’s test for conditional moment restrictions to models that allow for functions de-

pending on endogenous regressors; see, e.g., Horowitz [2006], Breunig [2015], Santos [2012],

Tao [2014], Chernozhukov et al. [2015], Zhu [2020] and the references therein. These tests

are similar to what we called the image-space test. Among these papers, Chernozhukov

et al. [2015] is the most general one that provides inference on equality or/and inequality

constrained conditional moment restrictions allowing for partial identification. Chen and

Pouzo [2015] provide inference results using either sieve Wald (“structural space”) test

or sieve QLR (“image space”) tests for general point-identified semi-nonparametric condi-

tional moment restriction models. Chetverikov and Wilhelm [2017] studied mean squared

rate sieve estimation of NPIV by imposing monotonicity restriction. Freyberger and Reeves

[2019] considered L2 confidence sets for monotone NPIV function. Compiani [2019] also

imposed monotone restriction in his estimation of IO demand NPIV function. None of these

papers consider minimax tests for NPIV type models nor data-driven choice of key tuning

parameters. Our paper is the first to propose simple, adaptive structure- and image- space

tests that achieves minimax rate-optimality. In addition, we provide data-driven choice of

tuning parameters based confidence sets for NPIV functions hr.

The remainder of the paper is organized as follows. Section 2 describes our data-driven

structure-space hypothesis testing (ST). It also presents a simulation study to adaptive

testing for monotonicity in NPIV models. Section 3 first establishes the minimax optimal

rate of the ST. It then shows that this optimal rate is attained (within a log log n term)

by our data-driven ST procedure. Section 4 introduces the data-driven image-space test

statistic, and presents its minimax rate of testing and the adaptivity. Section 5 provides

three empirical illustrations. It also contains additional Monte Carlo studies to compare

the finite-sample size and power properties of the adaptive ST vs the adaptive IT. Section

6 briefly concludes. Appendices A and B contain proofs for the minimax rates for the ST

and the adaptive ST under simple null hypothesis respectively. The online supplementary

appendices contain additional materials: Appendix C presents robustness checks using

bootstrap critical values for the empirical applications. Appendices D and E provide proofs

for the optimal rates of the adaptive ST under composite null hypothesis and of the adaptive

IT respectively. Appendices F and G contain additional technical lemmas.

3It has a close connection to robustness or sensitivity literature that has gain popularity in macroeco-
nomics; see, e.g., Hansen and Sargent [2008].
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2. Preview of Adaptive Structure-Space Test

We first introduce the null and the alternative hypotheses as well as the concept of minimax

rate of testing in Subsection 2.1. We then describe our new data-driven, rate-adaptive

structure-space test (ST) for NPIV type models in Subsection 2.2. The formal theoretical

justifications are postponed to Section 3. Subsection 2.3 provides a simulation study of our

adaptive testing for monotonicity of structural functions.

2.1. The Hypotheses for NPIV models

Let H denote some class of functions. Let {(Yi, Xi,Wi)}ni=1 be a random sample from the

distribution Ph of (Y,X,W ), where h ∈ H, such that

E[Y − h(X)|W ] = 0.

Let Hr denote a subset of functions in H that satisfies a conjectured restriction, such as

monotonicity, concavity, some other shape or some parametric restrictions. For any h ∈ H,

we introduce hr ∈ Hr such that E |E[h(X) − hr(X)|W ]|2 ≤ E |E[h(X) − hr(X)|W ]|2 for

all hr ∈ Hr.

We analyze the null hypothesis that there exists a function h ∈ H with E[Y −h(X)|W ] =

0 satisfying a conjectured restriction captured by Hr, specifically, the set

H0 :=
{
h ∈ H : E[Y − h(X)|W ] = 0 and

∫ (
h(x)− hr(x)

)2
µ(x)dx = 0

}
is not empty. Here we measure the distance between restricted and unrestricted functions

with a measure depending on a prespecified weighting function µ which is restricted to be

positive on the support of X. If we want to test that h coincides with hr on some subset of of

the support of X only then this modified null hypothesis can be implemented by changing

µ accordingly. To analyze the power of any test against nonparametric alternatives, we

require some separation between the null and the class of nonparametric alternatives for

all h ∈ H. The resulting class of alternatives considered in this paper is given by

H1(δ, rn) :=
{
h ∈ H : E[Y − h(X)|W ] = 0 and

∫
(h(x)− hr(x))2µ(x)dx ≥ δ r2

n

}
for some constant δ > 0 and a separation rate rn. The rate rn is also known as the rate of

testing and we establish its optimality in the minimax sense as described below.
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In this paper, we establish the min-

imax rate of testing rn in the sense

of Ingster [1993]: We propose a test

which minimizes the sum of Type

I error uniformly over H0 and the

maximum Type II error uniformly

over H1(δ, rn). Moreover, we show

that the sum of both errors cannot

be improved by any other test.

H0

√
δrn H1(δ, rn)

The minimax rate of testing requires on optimal choice of tuning parameters depending on

unknown smoothness properties of the structural function h and unknown mapping prop-

erties of the conditional expectation given W . We provide a data driven extension to the

minimax test, i.e., a testing procedure that adapts to the smoothness of the unrestricted

function h in the presence of unknown smoothing properties of the conditional expectation

mapping.

2.2. An adaptive structure-space test for NPIV models

In this section we describe our adaptive structure-space test for the point identified NPIV

models. Our test builds on the leave-one-out, series estimator of the quadratic distance∫
(h(x)− hr(x))2µ(x)dx depending on the dimension J given by

D̂J(hr) =
2

n(n− 1)

∑
1≤i<i′≤n

(
Yi − hr(Xi)

)(
Yi′ − hr(Xi′)

)
bK(J)(Wi)

′Â′GÂ bK(J)(Wi′)

where G =
∫
ψJ(x)ψJ(x)′µ(x)dx and Â = n[Ψ′B(B′B)−B′Ψ]−Ψ′B(B′B)− with − denoting

the generalized inverse. Here, Ψ = (ψJ(X1), . . . , ψJ(Xn))′ and B = (bK(W1), . . . , bK(Wn))′

where ψJ(·) and bK(·) are vectors of basis functions of dimension J and K = K(J). The

dimension parameters J and K = K(J) can grow slowly with the sample size n. Through-

out the paper, we keep the relationship of J and K fixed, i.e., the function K(·) does not

depend on the sample size.

In many situations, the functions in Hr are unknown. We consider the restricted, sieve

minimum distance estimator of hr given by

ĥrJ = arg min
h∈Hr

J

∑
1≤i,i′≤n

(
Yi − h(Xi)

)(
Yi′ − h(Xi′)

)
bK(J)(Wi)

′(B′B/n)−bK(J)(Wi′) (2.1)

for some sieve space Hr
J = {φ = β′ψJ : φ ∈ Hr} which is a subset of Hr and becomes dense

as J tends to infinity.
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We propose a test which rejects the null hypothesis H0 6= ∅, as soon as at least for

one J the normalized estimator D̂J(ĥrJ) is sufficiently large. That is, given a nominal level

α ∈ (0, 1) we define

ŜTn = 1

{
∃J ∈ În such that ŴJ :=

n D̂J(ĥrJ)
√

2η̂J(α) v̂J(ĥrJ)
> 1

}
, (2.2)

where 1{·} denotes the indicator function and v̂J , În and η̂J(α) are defined as follows.

First,

v̂J(h) =
∥∥∥n−1

n∑
i=1

(
Yi − h(Xi)

)2
G1/2Â bK(J)(Wi)b

K(J)(Wi)
′Â′G1/2

∥∥∥
F

(2.3)

where ‖ · ‖F denotes the Frobenius norm.4

Second, the index set În is constructed via a simple exponential scan (ES) procedure

În =
{
J ≤ Ĵmax : J = J2j where j = 0, 1, . . . , jmax

}
(2.4)

where J := b3
√

log log nc, jmax := dlog2(n1/3/J)e, and

Ĵmax = min
{
J > J : ζ2(J)

√
`(J)(log n)/n ≥ smin

(
(B′B/n)−1/2(B′Ψ/n)G−1/2

)}
where `(J) = 0.1 log log J , and smin(·) is the minimal singular value. Further ζ(J) =

√
J

for spline, wavelet, or trigonometric sieve basis, and ζ(J) = J for orthogonal polynomial

basis.

Finally, the critical value η̂J(α) is specified differently for testing equality and inequality

constraints. For testing equality constraints, we compute η̂J(α) using the Bonferroni correc-

tion to a critical value from a centralized chi-square distribution relative to the cardinality

of the ES index set denoted by #(În). That is,

η̂J(α) =
q
(
α/#(În), J

)
− J

√
2J

, (2.5)

where q
(
a, J) denotes the upper a-quantile of χ2 distribution with J degrees of freedom.

For testing inequality constraints we have implemented two approaches. The first one is

presented in Remark 3.1, which is a simple, data-driven, finite-dimensional correction to

the chi-square critical values. The second one is introduced in Remark 3.2, which is a

bootstrap approach to calculate the critical values.

4The Frobenius norm for a J × J matrix M = (Mjl)1≤j,l≤J is defined as ‖M‖F =
√∑J

j,l=1M
2
jl.
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2.3. A Monte Carlo Study: Adaptive Testing for Monotonicity

We investigate finite sample performance of our adaptive ST for decreasing function in a

Monte Carlo experiments. The results are based on 5000 Monte Carlo replications for every

experiment. In all the experiments, realizations of Y are generated according to a NPIV

model

Y = h(X) + U , E[U |W ] = 0 (2.6)

for some unknown structural function h. The functional form of h and the joint distribution

of (X,W,U) vary in different Monte Carlo designs. Results presented in this section indicate

that our adaptive ST with simple data-driven critical values has very good size and power

in finite samples, and that the adaptive ST with computationally demanding bootstrapped

critical values has no obvious improvement in terms of size or power.

Let Φ denote the standard normal distribution function. We set Xi = Φ(X∗i ) and

Wi = Φ(W ∗
i ), where the random vector (X∗i ,W

∗
i , Ui) is generated according toX

∗
i

W ∗
i

Ui

 ∼ N

0

0

0

 ,

 1 ξ 0.3

ξ 1 0

0.3 0 1


 . (2.7)

The parameter ξ captures the strength of instruments and varies in the experiments below.

As ξ increases the instrument becomes stronger (or the ill-posedness gets weaker). The

experimental design with ξ = 0.5 coincides with the one considered by Chernozhukov et al.

[2015], and we follow their design by generating the dependent variable Yi according to

(2.6) where

h(x) = c0

[
1− 2Φ

(x− 1/2

c0

)]
for some constant 0 < c0 ≤ 1 .

The function h is monotonically decreasing where c0 captures the degree of monotonicity.

For small c0 the function h is close to zero, and for c0 = 1 it holds h(x) ≈ φ(0)(1 − 2x)

where φ denotes the standard normal probability density function.

We study the size and power patterns of our adaptive ST under the null hypothesis that

the NPIV function h is weakly decreasing on the support of X. For the monotonicity test,

We implement the test statistic ŜTn given in (2.2) using quadratic B-spline basis functions

with varying number of knots for h. Due to piecewise linear derivatives, monotonicity

constraints are easily imposed on the restricted function at the derivative at J − 1 points.

For the basis in the instrument space we also use quadratic B-spline functions with a

larger number of knots so that K(J) = 2J . We make use of the data-driven critical value

η̂J(α) given in Remark 3.1 (which is implemented using the R package coneproj). As a
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Sample c0 ξ Emp. Size of ŜTn average Ĵ Emp. Size of ŜT
B

n average ĴB

size 10% 5% 1% at 5% level 10% 5% 1% at 5% level

500 0.01 0.3 0.083 0.044 0.009 3.67 0.086 0.046 0.013 3.69

0.5 0.083 0.044 0.007 3.86 0.083 0.045 0.016 3.86

0.7 0.082 0.042 0.010 4.05 0.081 0.049 0.013 4.06

0.1 0.3 0.086 0.045 0.011 3.69 0.088 0.050 0.016 3.71

0.5 0.085 0.045 0.007 3.91 0.087 0.046 0.018 3.91

0.7 0.082 0.043 0.011 4.14 0.082 0.047 0.016 4.14

1 0.3 0.096 0.050 0.013 3.73 0.095 0.055 0.015 3.74

0.5 0.088 0.045 0.010 3.98 0.088 0.047 0.017 3.97

0.7 0.084 0.045 0.010 4.25 0.092 0.056 0.015 4.23

1000 0.01 0.3 0.083 0.045 0.009 3.69 0.085 0.041 0.012 3.70

0.5 0.088 0.047 0.010 3.96 0.086 0.052 0.013 3.98

0.7 0.084 0.046 0.011 4.45 0.087 0.045 0.015 4.46

0.1 0.3 0.089 0.049 0.010 3.72 0.087 0.046 0.014 3.74

0.5 0.091 0.049 0.012 4.03 0.082 0.052 0.014 4.03

0.7 0.084 0.050 0.014 4.56 0.088 0.049 0.016 4.57

1 0.3 0.097 0.055 0.011 3.77 0.096 0.053 0.018 3.80

0.5 0.099 0.056 0.015 4.16 0.088 0.057 0.017 4.14

0.7 0.104 0.059 0.015 4.53 0.110 0.058 0.019 4.52

Table 1: Testing Monotonicity - Empirical Size for the adaptive tests ŜTn and ŜT
B

n

comparison, we also implement our adaptive ST using bootstrap critical values as described

in Remark 3.2. In each Monte Carlo iteration, we generate 200 bootstrap replications using

random weights ω ∼ N (0, 1) drawn independently from (X,W,U).

Table 1 reports the empirical size control for different nominal levels of the test ŜTn and

the bootstrap analog ŜT
B

n for the sample sizes n ∈ {500, 1000}. Results are presented under

the different parameter values for ξ ∈ {0.3, 0.5, 0.7} and c0 ∈ {0.01, 0.1, 1}. Overall, we see

from Table 1 that the test provides adequate size control for different parameter values of ξ

and c0. It is interesting to see that the computationally demanding bootstrap version ŜT
B

n

with 200 bootstrap replications does not have any improvement in terms of size control.5

In addition to the coverage, Table 1 also presents the average data driven choice of

tuning parameter J at the 5% nominal level, denoted by Ĵ for the test ŜTn and ĴB for its

bootstrap analog ŜT
B

n. Specifically, Ĵ is the average choice of J which maximizes ŴJ over

the index set În when the null is not rejected; and is the smallest J ∈ În such that ŴJ > 1

when the null is rejected. (This data-driven choice of J corresponds to early stopping when

5We did run 1000 Monte Carlo replications with n = 500 sample size and 500 bootstrap evaluations per

Monte Carlo replications for the monotonicity test. ŜT
B

n with 500 bootstrap evaluations have slightly
more accurate sizes than that with 200 bootstrap evaluations. Nevertheless, our simple adaptive ŜTn
test also has very good size control in 1000 Monte Carlo replications and is super fast to compute.
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Figure 1: Adaptive Monotonicity Test - Empirical Power for the adaptive tests ŜTn and ŜT
B

n when

ξ = {0.5, 0.7}. Solid (or dashed) lines show power results for data-driven (or bootstrap)

critical values. Power curves are not size adjusted. LHS: n = 500; RHS: n = 1000

we reject the null.) From Table 1 we see that the average data driven choice Ĵ increases as

the strength of instruments increases (captured by the parameter ξ). Further, Ĵ decreases

as the regularity of the structural function h declines (captured by the parameter c0). This

is due to the fact that with increasing nonlinearity of h a smaller degree of knots is sufficient

in order to reject the hypothesis. The data driven choice of J hence works in the opposite

direction as in adaptive estimation where larger smoothness leads to smaller values of J .

Finally, we see that as the sample size increases so does the value of the estimator Ĵ .

To study the power of the test that the NPIV function h is monotonically decreasing, we

consider deviations from the constant zero function. Specifically, we examine the rejection

probabilities of the adaptive ST when the data is generated by the design (2.7) but using

the structural function

h(x) = −x/5 + cAx
2.

Note that h′(x) ≤ 0 holds if and only if x ≤ 0.1/cA. Since the support of X is contained in

[0, 1] we obtain from our model that the null hypothesis of weakly decreasing functions is

satisfied only if cA ≤ 0.1.
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Figure 2: Estimated NPIV curves with data generated from (2.8) with cA = 0.1, n = 1000,

showing true structural function (black dotted lines), unconstrained estimator (red

dashed lines), and constrained estimator (blue solid line). LHS: 95% CB based on

constrained estimator. RHS: 95% CB based on unconstrained estimator.

Figure 1 depicts the power function of the adaptive monotonicity test ŜTn and ŜT
B

n, based

on 200 bootstrap iterations, under a 5% nominal level for different parameters ξ ∈ {0.5, 0.7}
and sample sizes n ∈ {500, 1000}. From Figure 1 we see that both tests become more

powerful, for cA > 0.1, as the parameter of instrument strength ξ and the sample size n

increase. The bootstrap test ŜT
B

n is more powerful for cA < 1 when ξ = 0.7 and n = 1000.

In the other cases, the power improvement by using bootstrap critical values is only of

small magnitude or absent. When the power curves are size adjusted the slight advantage

in power of ŜT
B

n over ŜTn disappears. In particular, we found that ŜTn is more powerful

when cA > 1 and ξ = 0.7 under size adjustment. Finally, note that we did not report results

of ŜT
B

n with larger number of bootstrap iterations as it is computationally demanding.

To illustrate the choice of our adaptive inference procedure we further provide impli-

cations on estimation. We consider here a modification of our data generating process by

considering the model

Y = −X + cAX
2 + U/4 (2.8)

where the vector (X,W,U) is generated as in (2.7) and we consider cA ∈ {0.1, 0.2}. For

cA = 0.1 the null hypothesis of weakly decreasing structural functions is satisfied and it is

violated for cA = 0.2.
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We apply our adaptive ST to one sample {(Yi, Xi,Wi)} of size n = 1000 for which we

obtain a data-driven choice of sieve dimension Ĵ = 3 in both cases cA ∈ {0.1, 0.2}. Based

on the dimension parameter choice, Figure 2 shows the constrained sieve NPIV estimator

(blue solid line) and unconstrained sieve NPIV estimator (red dashed lines). We show the

95% uniform confidence bands (CB) following Chen and Christensen [2018] based on 1000

bootstrap on the constrained on the left and based on the unconstrained estimator on the

right. From Figure 2 we see that the difference between CBs based on constrained and

unconstrained estimator is minor, although there exists a slight improvement of the CB

based on the constrained one.
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Figure 3: Estimated NPIV curves with data generated from (2.8) with cA = 0.2, n = 1000,

showing true structural function (black dotted lines), unconstrained estimator (red

dashed lines), and constrained estimator (blue solid line). LHS: 95% CB based on

constrained estimator. RHS: 95% CB based on unconstrained estimator.

Figure 3 shows the estimation results when cA = 0.2 and hence, the null hypothesis of

decreasing curves is violated. While imposing monotonicity constraint has become increas-

ingly popular in NPIV estimation, we see that imposing a wrong shape-constraint can lead

to a severe bias.

3. Adaptive Inference via the Structure-Space Test

This section presents several results on data driven structure-space test (ST) statistics.

Subsection 3.1 introduces the notation and the main regularity conditions. Subsection 3.2
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establishes the minimax rate of testing without a data driven choice of the sieve dimension.

Subsection 3.3 establishes the minimax rate of testing of the adaptive ST. Subsection 3.4

shows that this rate coincides with rate of testing attained by the tests with composite null

hypothesis. Subsection 3.5 proposes data-driven confidence sets by inverting the adaptive

ST under the null hypothesis.

3.1. Main Assumptions

Before we state the minimax rate of testing in structure space, we introduce additional

notation and main assumptions. For a random variable X, we define the space L2(X) as the

equivalence class of all measurable functions of X with finite second moment with ‖ ·‖L2(X)

as the associated norm. For any sigma-finite measure µ we define ‖φ‖2
µ :=

∫
φ2(x)µ(x)dx

for all φ ∈ L2
µ := {φ : ‖φ‖µ <∞}.

Assumption 1. (i) H ⊂ L2(X); (ii) supw∈W suph∈H Eh[ρ
2(Y, hr(X))|W = w] ≤ σ2 < ∞

and suph∈H Eh[ρ
4(Y, hr(X))] < ∞; and (iii) infw∈W infh∈HVarh(ρ(Y, hr(X))|W = w) ≥

σ2 > 0.

Let A = [S ′G−1
b S]−1S ′G−1

b where S = E[bK(W )ψJ(X)′] and Gb = E[bK(W )bK(W )′]. We

introduce the projections ΠJh(·) = ψJ(·)′G−1
∫
ψJ(x)h(x)µ(x)dx for h ∈ L2

µ and ΠKm(·) =

bK(·)′G−1
b E[bK(W )m(W )] for m ∈ L2(W ). The minimal singular value of G

−1/2
b SG−1/2 is

denoted by sJ . We make use of the notation ζJ = max(ζψ,J , ζb,K), for K = K(J), where

ζψ,J = supx ‖G−1/2ψJ(x)‖ and ζb,K = supw ‖G
−1/2
b bK(w)‖. We define dx = dim(X) and

dw = dim(W ).

Assumption 2. (i) s−1
J ζ2

J

√
(log J)/n = O(1); (ii) ‖ΠJh− h‖µ = O(J−p/dx) for all h ∈ H

and some p > 0 such that ζJ
√

log J = O(Jp/dx); and (iii) the eigenvalues of G and Gb are

uniformly bounded from below and above.

Let T : L2(X) 7→ L2(W ) denote the conditional expectation operator given by Th(w) =

E[h(X)|W = w]. We further define ΨJ = clsp{ψ1, . . . , ψJ} ⊂ L2(X).

Assumption 3. (i) suph∈ΨJ
‖(ΠKT−T )h‖L2(W )/‖h‖µ = o(sJ) and (ii) ‖T (h−hr−ΠJ(h−

hr)‖L2(W ) = O(sJ‖h− hr − ΠJ(h− hr)‖µ) for all h ∈ H.

Assumption 4. For any h ∈ H, Th = 0 implies that ‖h‖µ = 0.

Discussion of Assumptions. Assumption 1 captures second moment bounds. In addi-

tion, a lower bound for the variance is imposed. Assumption 2 (i) imposes bounds on the

growth of the basis functions relative to the singular values of the matrix G
−1/2
b SG−1/2.

Assumption 2 (i)(ii) imposes bounds on the growth of the basis functions which are known

for commonly used bases. For instance, ζb,K = O(
√
K) and ζψ,J = O(

√
J) for polyno-

mial spline, wavelet and cosine bases, and ζb,K = O(K) and ζψ,J = O(J) for orthogonal
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polynomial bases; see, e.g., Newey [1997], Huang [1998]. Assumption 3 (i) is a mild condi-

tion on the approximation properties of the basis used for the instrument space. In fact,

‖(ΠKT−T )h‖L2(W ) = 0 for all h ∈ ΨJ when the basis functions for BK and ΨJ form either a

Riesz basis or an eigenfunction basis for the conditional expectation operator. Assumption

3 (ii) is the usual L2 “stability condition” imposed in the NPIV literature when hr = 0 (cf.

Assumption 6 in Blundell et al. [2007] and Assumption 5.2(ii) in Chen and Pouzo [2012]).

Note that Assumption 3 (ii) is also automatically satisfied by Riesz bases. Assumption 4

is required for identification of the quadratic functional ‖h‖µ and the condition can be less

restrictive than imposing L2 completeness when the support of µ is a subset of the support

of X.

Example 3.1 (NQIV). The ST test can also be applied to models with nonseperable un-

observables after linearization. Consider as an example the nonparametric quantile instru-

mental variable model with conditional moment restriction

E[1{Y ≤ h(X)} − q|W ] = 0

for some q ∈ (0, 1). A linearization of the model can be obtained using the Frechet derivative

at hr maps h to E[fY |X,W (hr(X))(h(X)−hr(X))|W ]. This leads to a modified version of our

test statistic where B′Ψ is replaced by an empirical analog of E[fY |X,W (hr(X))bK(W )ψJ(X)′]

and Y − hr(X) by fY |X,W (hr(X))hr(X). We do not address the estimation of the condi-

tional density and hence, the NQIV case explicitly for our structural space test.

Example 3.2 (Testing Derivatives of h). Note that the test can be extended to check for

derivatives of the function h. To do so, we replace G by the matrix∫
∂xψ

J(x)(∂xψ
J)(x)′µ(x)dx

as long as the basis function ψj are differentiable on the support of µ. This straightforward

extension is only possible in case of ST but not for IT and hence, illustrates the advantage

of the ST approach.

3.2. The Minimax Rate of ST Under Simple Null Hypothesis

We first consider the simple hypothesis case where H0 = {h0} and, in particular, hr = h0,

for some known function h0 satisfying (1.1) with ρ(Y, h(X)) = Y − h(X). We introduce a

J dependent analog to the adaptive structure-space test ŜTn under the simple null:

STn,J = 1

{
nD̂J(h0)√
2 η v̂J(h0)

> 1

}
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for some constant η > 0. The test STn,J with optimally chosen J serves as a benchmark of

our adaptive ST procedure (given in (3.5)) for the simple null hypothesis case.

3.2.1. Upper bound

Theorem 3.1. Let Assumptions 1–4 be satisfied. Then, for any ε > 0 there exists a

constant δ∗ > 0 such that

lim sup
n→∞

{
Ph0(STn,J = 1) + sup

h∈H1(δ∗,rn,J )

Ph(STn,J = 0)
}
≤ ε, (3.1)

where the rate rn,J is given by

rn,J = n−1/2s−1
J J1/4 + J−p/dx . (3.2)

Theorem 3.1 shows that the test statistic STn,J attains the rate of testing rn,J . This

rate consists of a variance and a bias part. The optimal choice of J requires knowledge of

unknown mapping properties of the conditional expectation operator T and the unknown

smoothness of the true structural function h, as illustrated below. A central step to achieve

this rate result is to establish a rate of convergence of the quadratic distance estimator

D̂J(h0), see Theorem F.1 in the online appendix. We thus make use of the close connection

between minimax optimal quadratic functional estimation and minimax optimal testing.

We differentiate among two different degrees of ill-posedness, which are typically con-

sidered in the literature. The sieve L2 measure of ill-posedness is defined as

τJ = sup
h∈ΨJ ,h6=0

‖h‖µ
‖Th‖L2(W )

≤ sup
h∈ΨJ ,h 6=0

‖h‖µ
‖ΠKTh‖L2(W )

= s−1
J .

We call the model (1.1) mildly ill-posed if: τj ∼ jζ/dx for some ζ > 0 and severely ill-posed

if: τj ∼ exp(jζ/dx/2) for some ζ > 0.6 The next corollary provides concrete rates of testing

when the dimension parameter J is chosen to level variance and square bias under classical

smoothness conditions.

Corollary 3.1. Let Assumptions 1–4 be satisfied. Then the rate of testing rn,J given in

(3.2) is of the following form:

1. Mildly ill-posed case: choosing J ∼ n2dx/(4(p+ζ)+dx) implies

rn,J = n−2p/(4(p+ζ)+dx), (3.3)

6If {an} and {bn} are sequences of positive numbers, we use the notation an . bn if lim supn→∞ an/bn <∞
and an ∼ bn if an . bn and bn . an.
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2. Severely ill-posed case: choosing J ∼
(

log n− 2p+dx
ζ

log log n
)dx/ζ

implies

rn,J = (log n)−p/ζ . (3.4)

3.2.2. Lower bound

In the next result, we establish a lower bound for the rate of testing in each of the ill-posed

case scenarios considered in the previous corollary. Below, 〈·, ·〉µ denotes the inner product

associated to L2
µ.

Theorem 3.2. Let Assumptions 1 (iii) and 4 be satisfied. Assume that ‖Th‖2
L2(W ) .∑

j≥1 τ
−2
j 〈h, ψ̃j〉2µ for all h ∈ H and an orthonormal basis {ψ̃j}j≥1 in L2

µ. Then for any

ε > 0 there exists a constant δ∗ > 0 such that

lim inf
n→∞

inf
Tn

{
Ph0(Tn = 1) + sup

h∈H1(δ∗,rn)

Ph(Tn = 0)
}
≥ 1− ε

where rn is given by:

1. Mildly ill-posed case: rn = n−2p/(4(p+ζ)+dx),

2. Severely ill-posed case: rn = (log n)−p/ζ.

From Corollary 3.1 and Theorem 3.2 we conclude that rn,J is the minimax rate of testing

once J is chosen to level variance and squared bias. In particular, we conclude that the

rate of testing is always nonparametric in contrast to the case of estimation of quadratic

functionals where also the
√
n–rate can be achieved.

3.3. Adaptive ST Under Simple Null Hypothesis Case

We propose a data-driven ST that rejects the null hypothesis H0 = {h0} 6= ∅, for some

known function h0 satisfying (1.1), as soon as at least for one J the normalized estimator

D̂J(h0) is sufficiently large. Specifically, we consider the data-driven test statistic

STn = 1

{
∃J ∈ În such that

nD̂J(h0)√
2η̂J(α)v̂J(h0)

> 1

}
, (3.5)

where η̂J(α), v̂J(h0), and the index set În are given in Subsection 2.2.

We define J0 be the smallest dimension parameter such that the variance dominates

the squared bias within a
√

log log n term, that is,

J0 = min
{
J : J−2p/dx ≤ n−1

√
log log n s−2

J

√
J
}
. (3.6)
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Recall the definition of the index set În given in (2.4) which relies on an upper bound Ĵmax.

We introduce the dimension parameter J slowly growing with the sample size n which

controls the complexity of the ES index set În. Specifically, Chen and Christensen [2015,

Theorem 3.2] show that Ĵmax ≤ J holds with probability approaching one where J satisfies

the rate restrictions imposed in the next assumption. We also make use of the notation

ζ = ζJ .

Assumption 5. (i) s−1

J
ζ

2√
(log n)/n = o(1); (ii) for any α ∈ (0, 1) it holds η̂J(α) =

O(
√

log log n) and (log log J)c ≤ η̂J(α) for some constant c > 1 and for all J ≤ J ≤ J with

probability approaching one.

Assumption 5 imposes an upper bound on the growth of the population counterpart of

the upper bound of the set În. Assumption 5 (i) is a slight modification of Assumption 2

(i) considered uniformly over J ≤ J ≤ J . Assumption 5 (ii) imposes a mild restriction on

the critical values η̂J(α) given in (2.5).

Theorem 3.3. Let Assumptions 1–3 and 5 be satisfied. Then, for any ε > 0 there exists a

constant δ◦ > 0 such that

lim sup
n→∞

{
Ph0(STn = 1) + sup

h∈H1(δ◦,rn)

Ph(STn = 0)
}
≤ ε, (3.7)

where the rate rn is given by

r2n = n−1
√

log log n s−2
J0

√
J0. (3.8)

Theorem 3.3 establishes an upper bound for the testing rate of the adaptive structure-

space test STn. The proof of Theorem 3.3 relies on a novel exponential bound for degenerate

U-statistics based on sieve estimators. Adaptive testing for inverse problems was considered

for deconvolution models (with known degree of ill-posedness) by Butucea et al. [2009]. In

functional linear models, adaptive tests (under unknown, mild degree of ill-posedness) were

proposed by Lei [2014]. In Gaussian white noise models, adaptive tests was proposed

by Ingster et al. [2012] also under the severely ill-posed case but requires knowledge of

the ill-posedness scenario. We now illustrate the upper bound under classical smoothness

assumptions. Again, we distinguish between the mildly or severely ill-posed case.

Corollary 3.2. Let Assumptions 1–5 be satisfied. Then, the adaptive rate of testing rn

given in (3.8) satisfies:

1. Mildly ill-posed case:

rn =
(√

log log n/n
)2p/(4(p+ζ)+dx)

,
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2. Severely ill-posed case:

rn = (log n)−p/ζ .

From Corollary 3.2 we see that the adaptive ST attains in the mildly ill-posed case the

minimax rate of testing within a (log log n)-term. For adaptive testing without endogeneity,

it is well known that a (log log n)-term is required, see Spokoiny [1996]. In the severely

ill-posed cases, our adaptive test attains the exact minimax rate of testing and hence, there

is no price to pay for adaptation.

3.4. Adaptive Testing Under Composite Null Hypothesis Case

We extend the results from the previous subsection to the case of composite hypotheses

and, in particular, allow for testing inequality constraints. Below, we discuss two different

approaches for deriving critical values in the case of constrained inequality tests. Both

methods rely on cone properties imposed on the restricted set of functions. We use the

notation Πr
J for the projection on Hr

J . Here, the set Hr
J is used to approximate the set of

functions Hr ⊂ H which satisfies a conjectured restriction.

Remark 3.1 (Adaptive critical values for inequality constrains). In both cases, we rely on

the assumption that Hr
J is a polyhedral cone7. In this case, we may infer from Silvapulle

and Sen [2005, Lemma 3.13.5] the existence of a collection of faces {H1, . . . , HL} such that

the collection of their relative interiors {ri(H1), . . . , ri(HL)} forms a partitioning of Hr
J .

Let Pl be the projection matrix onto the linear space spanned by Hl where Jl = rank(Pl).

Then, a Bonferroni correction of the adaptive critical values of Al Mohamad et al. [2018]

gives

η̂J(α) =
L∑
l=1

1

{
Πr
J ĥJ ∈ ri(Hl)

}q(α/#(În), Jl)− Jl√
2Jl

,

where ĥJ is the unconstrained analog of (2.1) and we impose the restriction Jl ≥ 1.

Remark 3.2 (Bootstrap critical values for inequality constrains). We propose a modifica-

tion of the bootstrap procedure of Fang and Seo [2019] which imposes a cone condition on

Hr. Below ZJ denotes the sieve bootstrap score proposed by Chen and Christensen [2018].

We proceed in two steps:

Step 1. Introduce a sequence of independent and identically distributed random variables

{ωi}ni=1 drawn independently of the original data {(Yi, Xi,Wi)}ni=1. Compute the bootstrap

7A cone C is called polyhedral if there is some matrix M such that C = {β ∈ RJ : Mβ ≥ 0}.
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version of the quadratic distance estimator given by

D̂B
J(ĥJ) =

2

n(n− 1)

∑
1≤i<i′≤n

ÛiÛi′b
K(J)(Wi)

′Â′GÂ bK(J)(Wi′), (3.9)

where Ûi = ωi(Yi − ĥJ(Xi)).

Step 2. For some γn ∈ (0, 1),8 we construct the 1− γn quantile of {nD̂B
J(ĥJ)/

√
2v̂J(ĥJ)},

based on N bootstrap samples, denoted by τ̂n,1−γn. Set κ̂J = νncn/τ̂n,1−γn where ν2
n =

n/
√

2v̂J(ĥJ) and cn is such that ‖(ĥJ − h)/
√

2v̂J(ĥJ)− ZJ‖µ = op(cn). Compute η̂J(α) as

the 1 − α/#(În) quantile of {nD̃B
J(ĥJ)/

√
2v̂J(ĥJ)} based on N bootstrap samples, where

D̃B
J(ĥJ) coincides with (3.9) but with Ûi replaced by Ûi − κ̂J ĥJ(Xi)− Πr

J(ZJ − κ̂J ĥJ).

In the following, we impose restrictions on the complexity of the set Hr
J . As we rely on

the empirical process theory, we make use of the literature’s notation. Let N[](t,H, ‖ · ‖µ)

denote the smallest number of brackets of size t (under ‖ · ‖µ) required to cover H. We

further denote Hr
J(∆J,n) = {h ∈ Hr

J : ‖h− hr‖∞ ≤ ∆J,n} for some ∆J,n > 0. Below, ηJ(α)

denotes a deterministic sequence satisfying ηJ(α) = O(
√

log log n) and (log log J)c ≤ ηJ(α)

for some constant c > 1 and for all J ≤ J ≤ J .

Assumption 6. (i) For any h ∈ H there exists a sequence (∆J,n)n≥1 satisfying ĥrJ ∈
Hr
J(∆J,n) with probability approaching one and

∫ 1

0

√
1 + logN[](tC,Hr

J(∆J,n), ‖ · ‖µ)dt ≤
CJ,n where

∑
J∈În C

2
J,n∆2

J,n/(log log J) = op(1) and maxJ∈În ∆2
J,nζ

2
J(log J) = op(1). (ii)

For some J ∈ În and any ε > 0 there exist constants c, C > 0 such that it holds

lim supn→∞ suph∈H0
Ph

(
η̂J(α) < C ηJ(α)

)
< ε and lim supn→∞ suph∈H1(δ◦,rn) Ph

(
η̂J(α) >

c ηJ(α)
)
< ε.

Assumption 6 (i) is a mild restriction on the complexity of the set of functions Hr
J(∆J,n)

by imposing rate conditions on ∆J,n. These conditions determine the rate of convergence

of the constraint sieve estimator to any function hr satisfying a conjectured restriction

captured by Hr. It was similarly imposed in Assumption C.2 by Chen and Pouzo [2012].

Further note that the critical values estimators introduced in Remarks 3.1 and 3.2 satisfy

Assumption 6 (ii) under mild conditions. In the case of the adaptive critical values (see

Remark 3.1), the cone projection leads to a weakly larger critical values than the one given

in (2.5) since η̂J(α) is now determined by the dimension of the face on which the cone

projection lands. In the case of the bootstrap critical values (see Remark 3.2), Assumption

6 (ii) can be justified by following Fang and Seo [2019].

The next result establishes an upper bound for the rate of testing of ŜTn.

8In the implementation of the procedure we use throughout the paper the choice γn = 0.1/ log n, following
Chernozhukov et al. [2013].
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Theorem 3.4. Let Assumptions 1–6 be satisfied. Then, for any ε > 0 there exists a

constant δ◦ > 0 such that

lim sup
n→∞

{
sup
h∈H0

Ph

(
ŜTn = 1

)
+ sup

h∈H1(δ◦,rn)

Ph

(
ŜTn = 0

)}
≤ ε, (3.10)

where the rate rn is given in Theorem 3.3.

From Theorem 3.4 we see that ŜTn attains the rate of testing rn which is the same

rate of testing obtained by STn in the case of simple hypotheses. Under the restriction

imposed in Assumption 6 we thus conclude that estimation of restricted functions does

not imply slower rates of testing. In the definition of ŜTn, the dimension parameter for

estimating the structural function under the conjectured restriction is set to be equivalent

to the unrestricted estimator of the structural function. In this sense, our inference results

do not require undersmoothing conditions. Finally, we note that the test statistic can be

trivially modified to tests where the constraint functions h0 might be estimated using a

fixed finite dimensional sieve space.

3.5. Confidence Sets

We now propose L2 confidence sets which are based on inversion of the structural space

test. The resulting confidence region imposes conjectured restrictions on the function of

interest h. The (1− α)−confidence set is given by

Cn(α) =
{
h ∈ Hr :

nD̂J(h)√
2 η̂J(α)v̂J(h)

≤ 1 for all J ∈ În
}
. (3.11)

The following corollary exploits our previous results and the introduced assumptions to

characterize the asymptotic size and power properties of our procedure.

Corollary 3.3. Let Assumptions 1–6 be satisfied. Then, for any α > 0 it holds

lim sup
n→∞

sup
h∈H0

Ph (h /∈ Cn(α)) ≤ α (3.12)

and there exists a constant δ◦ > 0 such that

lim inf
n→∞

inf
h∈H1(δ◦,rn)

Ph (h /∈ Cn(α)) ≥ 1− α. (3.13)

Corollary 3.12 shows that the L2 confidence set Cn(α) controls size uniformly over the

class of functions H0. Moreover, the result establishes power uniformly over the class

H1(δ◦, rn). We immediately see from Corollary 3.3 that the size of the L2 confidence ball

depends on the degree of ill-posedness captured by the minimal singular values sJ .
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Corollary 3.4. Let Assumptions 1–6 be satisfied. Then, we have

lim sup
n→∞

sup
h∈H

Ph

(
diam(Cn(α)) ≥ Cn−1

√
log log(n)s−2

J0

√
J0

)
= 0,

for some constant C > 0 and where the dimension parameter J0 is given in (3.6).

Corollary 3.4 yields a confidence region of the diameter of the order n−1
√

log log(n)s−2
J0

√
J0

for confidence sets based on inversion of the structural space test statistic. We see that the

diameter of the confidence set does not adapt to regularity of submodels. The following

remark illustrates that the gain of adaptation is expected to minor in inverse problems.

Remark 3.3 (Adaptive Confidence Sets). Consider the mildly ill-posed case where the

degree of ill-posedness is fixed to ζ and we wish to adapt over the function classes H(p) and

H(p1) with smoothness parameters p1 > p. Suppose we have an adaptive estimator which

attains in the mildly ill-posed case the L2 rate of convergence n−p/(2(p+ζ)+dx) in comparison

to the rate of testing n−p/(2(p+ζ)+dx/2). It is known in statistical regression models (see Robins

and Van Der Vaart [2006] and Cai and Low [2006]) that rate adaption is only possible over

submodels (indexed by p1) such that the rate of estimation over the submodel is larger than

the rate of testing over the “supermodel”. Specifically, we obtain the restriction

n−p/(2(p+ζ)+dx/2) . n−p1/(2(p1+ζ)+dx).

This condition translates into the smoothness restriction

p1 < p
2ζ + dx

2ζ + dx/2

and hence, in this sense, adaptation is only possible when the submodel H(p1) satisfies

p1 ∈
(
p, p

2ζ + dx
2ζ + dx/2

)
,

which shows that for large values of ζ (or dimension of dx) adaptation with respect to H(p1)

can only be achieved over a very limited range of smoothness p1.

4. Adaptive Inference via the Image-Space Test

In this section we consider a data-driven test in the image-space of the conditional ex-

pectation mapping. Subsection 4.1 proposes a data-driven image-space test (IT) statistic.

Subsection 4.2 establishes the minimax rate of testing of the adaptive IT.
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4.1. The Data-driven Image-Space Test Statistic

We consider the set of function satisfying H0 = {h ∈ H : m(·, h) = 0} ∩ Hr 6= ∅ where,

in this section, Hr is a finite dimensional, compact function space. We do not address

the question of IT with infinite dimensional restricted set of functions here as this would

require an additional choice of tuning parameter.

In contrast to the previous section, we specify alternative models through deviations

from the conditional moment restriction. For convenience of notation, we introduce the

conditional moment function m(·, hr) = E[ρ(Y, hr(X))|W = ·]. For the image space test,

we consider a class of functions which are separated from H0 in the sense

M1(δ, rn) :=
{
h ∈ H : m(W,h) = 0 and E[m2(W,hr)] ≥ δ r2

n

}
.

We propose an image-space test based on a leave-one-out sieve estimator of the quadratic

functional E[m2(W,hr)] given by

D̂K(ĥr) =
2

n(n− 1)

∑
1≤i<i′≤n

ρ
(
Yi, ĥ

r(Xi)
)
ρ
(
Yi′ , ĥ

r(Xi′)
)
bK(Wi)

′(B′B/n)− bK(Wi′).

where ĥr is a constrained estimator given by

ĥr = arg min
h∈Hr

∑
1≤i,i′≤n

ρ
(
Yi, h(Xi)

)
ρ
(
Yi′ , h(Xi′)

)
bK(Wi)

′(B′B/n)− bK(Wi′). (4.1)

We reject the null hypothesis as soon as at least for one K the normalized estimator D̂K(ĥr)

is sufficiently large. The data-driven image-space test (IT) statistic is given by

ÎTn = 1

{
∃K ∈ În such that

nD̂K(ĥr)
√

2ηK(α)v̂K(ĥr)
> 1

}
, (4.2)

based on ηK(α) as given in (2.5) and the estimated normalization factor

v̂K(h) =
∥∥∥n−1

n∑
i=1

ρ2
(
Yi, h(Xi)

)
(B′B/n)−1/2 bK(Wi)b

K(Wi)
′(B′B/n)−1/2

∥∥∥
F
. (4.3)

Also the image space test ITn relies on the ES selection method to determine the index

set În as given in (2.4) yet its upper bound has to be modified as follows. We replace the

upper bound Ĵmax of the index set În by the estimator

K̂max = min
{
K > J : ζ2(K)

√
`(K)(log n)/n ≥ smin

(
(B′B/n)−1/2

)}
where `(K) = 0.1 log logK.
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4.2. Adaptive Testing

For the IT case the index set În depends on the upper bound K̂max. As in the previous

section, we may assume that K̂max ≤ K with probability approaching one where K satisfies

the following rate conditions. We further denote Hr(∆n) = {h ∈ Hr : ‖h − hr‖∞ ≤ ∆n}
for some ∆n > 0, where hr = arg minh∈Hr ‖m(·, h)‖L2(W ). Further, we define b̃K = G

−1/2
b bK

with entries b̃k, 1 ≤ k ≤ K.

Assumption 7. (i) ζ2
b,K

√
(log n)/n = o(1) (ii) ‖ΠKm(·, hr)−m(·, hr)‖L2(W ) = O(K−γ/dw)

for some γ > 0 such that ζb,K
√

logK = O(Kγ/dw); (iii) the eigenvalues Gb are uniformly

bounded from below and above; (iv)
∫ 1

0

√
1 + logN[](w,Hr, ‖ · ‖L2(Z))dw ≤ C for some con-

stant C > 0; (v) ‖Eh[(ρ(Y, h(X))− ρ(Y, hr(X)))̃bK(W )]‖ ≤ ‖h− hr‖µ for all h ∈ Hr(∆n);

and (vi) ĥr ∈ Hr(∆n) with probability approaching one such that

max
1≤k≤K

E sup
h∈Hr(∆n)

∣∣(ρ(Y, h(X))− ρ(Y, hr(X))
)̃
bk(W )

∣∣2 ≤ C∆2κ
n

for some κ ∈ (0, 1] and ∆n

∑
K∈În

√
K/ log logK = op(1).

Assumption 7 (ii) does not impose regularity on the structural function h but rather

on the conditional mean function m. Assumption 7 (iv) restricts the complexity of the set

of functions Hr by imposing a finite entropy integral condition. Assumption 7 (v)(vi) were

similarly imposed in Chen and Pouzo [2012]. We are now in the position to establish an

upper bound for the first and second type error, uniformly of the function classM1(δ◦, rn),

of the data driven test statistic ITn.

Theorem 4.1. Let Assumptions 1, 5 (ii) with J reeplaced by K, and 7 be satisfied. Then,

for any ε > 0 there exists a constant δ◦ > 0 such that

lim sup
n→∞

{
Ph∈H0(ÎTn = 1) + sup

h∈M1(δ◦,rn)

Ph(ÎTn = 0)
}
≤ ε, (4.4)

where the rate rn is given by

rn =
(√

log log n/n
)2γ/(4γ+dw)

.

Remark 4.1 (Formulation of Hypotheses). We see from Theorem 4.1 that the IT rate

attains the usual minimax rate of testing within a (log log n) term and, in particular, does

not suffer from the ill-posedness of the underlying inverse problem. This is due to the

definition of the class of alternative function M1(δ◦, rn), which measures deviations from

the null by the squared norm of the conditional mean function under consideration. Note

that it is possible to achieve the same rate of testing as in ST once we are willing to impose

24



link conditions between ‖h − hr‖µ and ‖mh(·, hr)‖L2(W ). We do not provide this result

explicitly in this paper, in the interest of space.

Remark 4.2 (Comparison of Testing Rates). From Corollary 3.1 we see that the rate of

testing suffers only in the case of ST from the ill-posed inverse problem. Nevertheless, in

the mildly ill-posed case, the rate of ST can be even better than of IT, that is,

n−2p/(4(p+ζ)+dx) < n−2γ/(4γ+dw)

if and only if the dimension of W satisfies

dw >
γ

p

(
4ζ + dx

)
.

In contrast the rate in case of ST is always slower than the IT rate in the severely ill-posed

case.

5. Empirical Applications, Further Simulations Studies

5.1. Empirical Applications

We present three empirical applications of our adaptive structure-space tests for NPIV

models. The first one tests for monotonicity of demand for differentiated products in IO.

The second one tests for monotonicity of gasoline demand function. The third one tests for

monotonicity or parametric specification of Engel curves for non-durable good consumption.

In all of the empirical applications, we implement the adaptive test ŜTn given in (2.2),

using the adaptive critical values η̂J(α) presented in Remark 3.1 (see Appendix C for

bootstrap critical values). Throughout this section, we use quadratic B-spline basis with

varying number of knots to approximate h and set K(J) = 2J . For any sieve dimension

J ∈ În (the ES index set), we denote the corresponding “standardized test value” as

ŴJ :=
n D̂J(ĥrJ)

√
2η̂J(α) v̂J(ĥrJ)

at the nominal level α = 0.05. The null hypothesis is rejected whenever ŴJ > 1 for some

J ∈ În. Tables below reports a set Ĵ ⊂ În, which equals to arg maxJ∈În ŴJ when the

null is not rejected at the nominal level α = 0.05; and equals to {J ∈ În : ŴJ > 1} when

the null is rejected at the nominal level α = 0.05. Let Ĵ denote the minimal integer of

Ĵ . In all the tables below, we report ŴĴ , and its corresponding p value, which should, by

Bonferroni correction, be compared to the nominal level 0.05 divided by the cardinality of

În, which differ in the applications presented below.
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5.1.1. Adaptive ST testing for a multi-Product Demand systems

Recently Compiani [2019] applies nonparametric estimation of a NPIV model as an al-

ternative to BLP semiparametric specification. He directly imposes shape restrictions to

reduce dimensionality in nonparametric estimation of own-price elasticity and cross-price

elasticity of multi-product demand. Following Compiani [2019] we use the Nielsen scanner

data set on demand for strawberries in California.

Our application here is to provide adaptive nonparametric hypothesis testing on the

monotonicity of demand in its own price. First notice that by imposing an index restriction

and a connected substitute assumption the empirical model can be written in NPIV form,

following Berry and Haile [2014] and Compiani [2019]:

Yo = h(Po, Pno, Pother, So, In)− U, E[U |Wo,Wno,Wother,WSo , In] = 0,

where Yo denotes a measure of taste for organic products, So denotes the share of the

organic products, In income, and U unobserved shocks for organic produce. The vector

(Po, Pno, Pother) denotes the prices of organic strawberries, non-organic strawberries, and

non-strawberry fresh fruit, respectively. To account for possible endogeneity of prices we fol-

low Compiani [2019] and use Hausman-type instrumental variables denoted by (Wo,Wno,Wother)

and shipping-point spot prices WSo as a proxy for the wholesale prices faced by retailers.

Income H0: h is decreasing in Po H0: h is increasing in Po

groups Ŵ
Ĵ

p val. reject H0? Ĵ Ŵ
Ĵ

p val. reject H0? Ĵ

low 0.552 0.103 no {8} 1.852 0.003 yes {6}

middle 0.234 0.246 no {10} 6.720 0.000 yes {6, 8, 10}

high 1.526 0.000 yes {8, 10, 12} 8.883 0.000 yes {6, 8, 10, 12}

Table 2: Adaptive testing for monotonic demand for organic products.

Data on prices and quantities come from the 2014 Nielsen scanner data set. For each

market, the most granular unit of observation in the Nielsen data is a UPC (i.e. a specific

bar code). We consider a “low income”, “middle income”, and “high income” group based

on individuals between the 5%–25%, 40%–60%, and 75%–95% quantile, respectively, of

the income distribution. The resulting sample sizes for the three subgroups are 1509,

1491, and 2093. We implement our adaptive test ŜTn by making use of a semiparametric

specification of the structural demand function: we consider the tensor product of quadratic

B-splines qJ1(Po) and the vector (1, In), hence J = 2J1. The other variables are accounted

for separately, that is, Pno and Pother fixed with two interior knots and market shares So

linearly. The cardinality of the index set În changes for the different subgroups considered:
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We have În = {6, 8, 10} for the low and middle income groups but În = {6, 8, 10, 12} for

the high income group.

According to Table 2, our adaptive test rejects the null of weakly decreasing demand

curve (in own price) at the nominal level α = 0.05 for the high income group, but fails

to reject the decreasing demand for the low and middle income groups. In addition, our

adaptive test rejects the null of weakly increasing demand curve (in own price) for all

income groups.

5.1.2. Adaptive testing for monotonicity in gasoline demand

In this subsection, we revisit the problem whether the gasoline demand is monotone de-

creasing in its own price or not. We consider the following partially linear specification of

the demand function:

Y = h(P, In) + γ′H + U, E[U |W, In,H] = 0

where Y denotes annual log-gasoline consumption of a household, P log-price of gasoline

(average local price), In log-household income, H are control variables (such as log age

of the household respondent, the log household size, the log number of drivers, and the

number of workers in the household), and W distance to major oil platform as instrumental

variables. We allow for price P to be endogenous, but assume that (In,H) is exogenous.

Income H0: h is decreasing in P H0: h is increasing in P

groups Ŵ
Ĵ

p val. reject H0? Ĵ Ŵ
Ĵ

p val. reject H0? Ĵ

low 0.433 0.111 no {8} 1.268 0.000 yes {6, 8}

high 11.703 0.000 yes {8, 10} 1.625 0.000 yes {6, 8, 10}

Table 3: Adaptive testing for monotonicity of gasoline demand.

Consumer theory requires downward-sloping compensated demand curves. In the fol-

lowing we provide a test for monotonicity of the uncompensated (Marshallian) demand

curves. The data are from the 2001 National Household Travel Survey (NHTS), which

surveys, on a household-level, the civilian noninstitutionalized population in the United

States. Following Blundell et al. [2017] we restrict the analysis to households with a white

respondent, two or more adults, at least one child under age 16, and at least one driver.

The resulting sample contains 3,640 observations.9

Chetverikov and Wilhelm [2017] and Freyberger and Reeves [2019] have used this data

set to estimate the gasoline demand by assuming a decreasing demand curve. Instead we

9We thank Matthias Parey for sharing the dataset with us. We refer the reader to Blundell et al. [2017]
for a detailed description of the data.
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Figure 4: Estimated demand curves for the low income group using Ĵ = 8: constraint estimator

(blue solid line) and unconstraint estimator (red dashed line). LHS: Dotted blue lines

show 95% uniform CBs based on constrained estimator. RHS: Dotted red lines show

95% uniform CBs based on unconstrained estimator. All other variables are fixed to

their median levels (implying $32,500 of income).

aim at testing the monotonicity of the gasoline demand here. We consider a semiparametric

specification similar to theirs to approximate the unknown function h, that is, our test is

based on the tensor product of quadratic B-splines qJ1(P ) and the vector (1, In), hence

J = 2J1. To analyze heterogeneity in demand for different income levels we make use of

two different subsamples of the data set. We consider a sample of n = 803 “low income”

households whose income is below the first quartile, and a sample of n = 1369 “high

income” households whose income is weakly above the third quartile. When computing the

ES index set we obtain În = {6, 8} for low income group and În = {6, 8, 10} for the high

income group.

According to Table 3, our adaptive test rejects the null of weakly decreasing gasoline

demand at the nominal level α = 0.05 for the high income group, but fails to reject the

decreasing demand for the low income group. In addition, our adaptive test rejects the null

of weakly increasing gasoline demand curve for both income groups.

We illustrate our testing results in Figures 4 and 5 which shows the graphs of restricted

and unrestricted NPIV estimators for the low and high income groups, respectively. The

estimators are implemented using the choice of the sieve dimension given by Ĵ = 8 in both

groups. Variables other than price are fixed to their median level at each subgroup. In
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Figure 5: Estimated demand curves for the high income group using Ĵ = 8: constraint estimator

(blue solid line) and unconstraint estimator (red dashed line). LHS: Dotted blue lines

show 95% uniform CBs based on constrained estimator. RHS: Dotted red lines show

95% uniform CBs based on unconstrained estimator. All other variables are fixed to

their median levels (implying $120,000 of income).

particular, the median income is given by roughly $32,500 and $120,000 for the two income

groups considered. We also provide 95% bootstrap uniform confidence bands (CBs), using

1000 bootstrap iterations. Both figures are in line with our adaptive testing results reported

in Table 3, that is, only the demand curves for high income households seem to violate a

montonically decreasing shape. For high income households the unrestricted demand curves

are slightly outside of the 95% confidence bands of the restricted NPIV estimator.

5.1.3. Adaptive testing for Engel Curves

Engel curves play a central role in the analysis of consumer demand and describe the

household budget share Y` for non-durable goods ` as a function of household log-total

expenditure X. Blundell et al. [2007] estimated a system of nonparametric Engel curves

as functions of endogenous log-total expenditure and family size, using log-gross earnings

of the head of household as an instrument W . We use a subset of their data from the

1995 British Family Expenditure Survey, with the head of household aged between 20 and

55 and in work, and household with one or two children. This leaves a sample of size

n = 1027. As an illustration we consider Engel curves h`(X) for four non-durable goods `:

“food in”, “fuel”, “travel”, and “leisure”: E[Yj−h`(X)|W ] = 0. We use the same quadratic
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B-spline basis with up to 3 knots to approximate all the Engel curves. Hence the index set

În = {3, 4, 5, 6} is the same for the different Engel curves. Table 4 reports the adaptive

test for weak monotonicity of Engel curves.

H0: h is increasing H0: h is decreasing

Goods Ŵ
Ĵ

p value reject H0? Ĵ Ŵ
Ĵ

p value reject H0? Ĵ

“food in” 1.347 0.002 yes {3} -0.269 0.821 no {3}

“fuel” 4.484 0.000 yes {3, 4} 0.347 0.114 no {3}

“travel” 2.074 0.000 yes {3} 0.255 0.155 no {3}

“leisure” 0.295 0.151 no {6} 2.550 0.000 yes {3, 4}

Table 4: Adaptive testing for monotonicity of Engel curves.

Table 4 reports that our test rejects increasing Engel curves for “food in”, “fuel”, and

“travel” categories, and also rejects decreasing Engel curve for “leisure” at the 0.05 nominal

level. Previously, to decide whether the Engel curves is strictly monotonic, estimated

derivatives of these function together with their 95% uniform confidence bands were also

provided in Chen and Christensen [2018, Figure 4]. Those confidence bands contain zero

almost over the whole support of household expenditure. It is interesting to see that our

adaptive test is more informative about monotonicity in certain directions that are not

obvious from their uniform confidence bands.

H0: h is linear H0: h is quadratic

Goods Ŵ
Ĵ

p value reject H0? Ĵ Ŵ
Ĵ

p value reject H0? Ĵ

“food in” -0.169 0.644 no {3} 0.230 0.186 no {3}

“fuel” 1.174 0.004 yes {3} -0.089 0.502 no {6}

“travel” 1.052 0.007 yes {3} -0.108 0.531 no {5}

“leisure” 0.536 0.074 no {6} 0.454 0.098 no {6}

Table 5: Adaptive testing for linear/quadratic specification of Engel curves.

The most popular class of parametric demand systems is the almost ideal class, pio-

neered by Deaton and Muellbauer [1980], where budget shares are assumed to be linear in

log-total expenditure. Banks et al. [1997] proposed a popular extension of this model to

include a squared term in log-total expenditure. Table 5 presents tests for either a linear or

quadratic specification of the Engel curves for the four goods considered above. According

to this table, at the nominal level α = 0.05, our adaptive ST fails to reject quadratic form

for all the goods, while rejects a linear Engel curve for fuel and travel goods.
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5.2. A Monte Carlo Study: Testing for Parametric Restrictions

In this subsection, we compare the finite sample performances of the adaptive structure-

space test (ŜTn) and the adaptive image-space test (ÎTn) when h takes a parametric form

under the null. The results are based on 5000 Monte Carlo replications for every experiment.

We consider two different designs similar to the simulation set up in (2.7). First, we

set Xi = Φ(X∗i ) and Wi = Φ(W ∗
i ), where the random vector (X∗i ,W

∗
i , Ui) is generated

according toX
∗
i

W ∗
i

Ui

 ∼ N

0

0

0

 ,

 1 ξ 0.3

ξ 1 0

0.3 0 σ2
U


 . (5.1)

Second, we consider multivariate conditioning variable W = (W1,W2). To do so, we set

Xi = Φ(X∗i ), W1i = Φ(W ∗
1i), and W2i = Φ(W ∗

2i), where
X∗i

W ∗
1i

W ∗
2i

Ui

 ∼ N



0

0

0

0

 ,


1 ξ 0.4 0.3

ξ 1 0 0

0.4 0 1 0

0.3 0 0 σ2
U


 . (5.2)

In both experiment designs, (5.1) and (5.2), we let σU = 0.2, and Yi be generated according

to (2.6) with the structural function

h(x) = −x/5 + cAx
2 + (cBx)3,

where the constants cA and cB will vary in the experiments below. Specifically, we consider

either a linear (i.e., (cA, cB) = (0, 0)) or quadratic form (i.e., (cA, cB) = (1, 0)) as the

null hypothesis. We evaluate the power of our tests to detect either quadratic models

(i.e., (cA, cB) = (1, 0)) or cubic ones (i.e., (cA, cB) = (1, 1) when the null is linear or

(cA, cB) = (1, 5) when the null is quadratic).

The simulation sample size is n = 500. We implement the adaptive structure-space

test ŜTn given in (2.2) using quadratic B-spline basis functions with varying number of

knots. The number of knots is varied within the index set În as implemented in the last

subsection, also with K(J) = 2J . In addition, we implement the adaptive image-space test

ÎTn given in (4.2) with using quadratic B-spline basis functions with varying number of

knots, where h0 is replaced by the 2SLS estimator.

In Table 6, we depict the empirical rejection probabilities of the test statistics ŜTn and

ÎTn, and their bootstrapped versions ŜT
B

n and ÎT
B

n, with 200 bootstrap replications for the

bootstrapped critical values. Again, the adaptive tests and their respectively bootstrapped
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Design ξ Null Alt. Empirical Rejection prob./Average dimension choice

(cA, cB) (cA, cB) ŜT
B

n ŜTn ĴST ÎT
B

n ÎTn K̂IT t-test

(5.1) 0.5 (0, 0) 0.046 0.055 3.92 0.051 0.047 3.81 0.026

dx = dw (1, 0) 0.022 0.031 4.17 0.029 0.024 4.14 0.001

(0, 0) (1, 0) 0.072 0.088 3.78 0.084 0.080 3.76 0.084

(0, 0) (1, 1) 0.272 0.279 3.40 0.252 0.245 3.54 0.380

(1, 0) (1, 5) 0.092 0.120 4.16 0.038 0.037 4.12 0.087

0.7 (0, 0) 0.046 0.049 4.13 0.042 0.049 3.82 0.045

(1, 0) 0.026 0.029 4.53 0.023 0.026 4.12 0.027

(0, 0) (1, 0) 0.185 0.167 3.68 0.184 0.198 3.57 0.293

(0, 0) (1, 1) 0.810 0.815 3.06 0.802 0.822 3.14 0.912

(1, 0) (1, 5) 0.515 0.538 4.08 0.295 0.330 4.12 0.728

(5.2) 0.5 (0, 0) 0.052 0.052 3.98 0.041 0.039 7.82 0.035

dx < dw (1, 0) 0.030 0.032 4.20 0.028 0.032 8.12 0.007

(0, 0) (1, 0) 0.111 0.115 3.79 0.061 0.052 7.73 0.121

(0, 0) (1, 1) 0.430 0.461 3.31 0.113 0.116 7.42 0.536

(1, 0) (1, 5) 0.321 0.340 4.28 0.031 0.032 8.17 0.255

0.7 (0, 0) 0.042 0.050 4.10 0.036 0.040 7.84 0.045

(1, 0) 0.026 0.031 4.43 0.033 0.034 8.13 0.034

(0, 0) (1, 0) 0.209 0.206 3.61 0.064 0.063 7.46 0.322

(0, 0) (1, 1) 0.874 0.883 3.04 0.370 0.354 6.54 0.942

(1, 0) (1, 5) 0.687 0.700 4.08 0.054 0.052 8.25 0.797

Table 6: Empirical Rejection probabilities of ŜT
B

n, ŜTn, ÎT
B

n, ÎTn-tests, and t-test (of the hypoth-

esis (cA, cB) = (0, 0) if null is linear and of (cA, cB) = (1, 0) if null is quadratic) under

5% nominal level, n = 500.

versions perform similarly in terms of sizes and powers. All these adaptive tests are com-

pared with the asymptotic t-test of the hypothesis cA = 0 if the null is linear and of cB = 0

if the null is quadratic. We see that the adaptive tests are overall not very conservative in

comparison to the t-test that imposes specific parametric restrictions. The powers of all

the tests increases as ξ increases (i.e., the instrument gets stronger). Very remarkably, the

adaptive ST performs as well as the asymptotic t-test does. For the first experiment design

given in (5.1) (with dx = dw), we see that the adaptive ST is somewhat more powerful than

the adaptive IT when the true model is cubic, i.e., (cA, cB) = (1, 5). But, in the second

simulation design (5.2) (with dx < dw), the adaptive ST is much more powerful than the

adaptive IT. This finding is consistent with our theoretical findings as described in Remark

4.2. This severe power difference also holds when cubic or quartic B-splines are used as the

vector of instrument basis functions bK(W ).
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6. Conclusion

In this paper, we propose data-driven, minimax rate-adaptive hypothesis testing on a struc-

tural function in semi-nonparametric conditional moment restrictions. Our main focus is

the adaptive structure-space test (ST) that is based on a leave-one-out sieve estimate of

quadratic distance between the structural functions of endogenous variables in NPIV mod-

els. But we also present the minimax rate-adaptive image-space test (IT) as comparison.

This is because our sieve IT is related to the Bierens’ type tests that have been utilized

by many existing papers on inference for semi-nonparametric conditional moment restric-

tions. All the prior existing papers on testing for NPIV models do not consider data-driven

choice of tuning parameters, however. For both tests, we first establish their respective

minimax rate of testing against classes of nonparametric alternative models. We then pro-

vide computationally simple data-driven choices of sieve tuning parameters and adaptive

critical values. The resulting tests attain the optimal minimax rate of testing, adapt to the

unknown smoothness of functions, and are robust to the unknown degree of ill-posedness

(endogeneity). Data-driven confidence sets are easily obtained by inverting the adaptive

ST. Monte Carlo studies and empirical applications demonstrate that our simple, adaptive

ST has good size and power properties in finite samples for testing monotonicity or para-

metric restrictions in NPIV models, without the need of using computationally intensive

bootstrapped critical values.
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A. Proofs of Minimax ST Results in Subsection 3.2

We introduce additional notation used in the proofs. For a r × c matrix M with r ≤ c

and full row rank r we let M−
l denote its left pseudoinverse, namely (M ′M)−M ′ where

′ denotes transpose and − denotes generalized inverse. We define A = [S ′G−1
b S]−1S ′G−1

b

where S = E[bK(W )ψJ(X)′]. For all J ≥ 1 such that sJ = smin(G
−1/2
b SG−1/2) > 0 it holds∥∥∥G1/2AG

1/2
b

∥∥∥ =
∥∥∥G1/2[S ′G−1

b S]−1S ′G
−1/2
b

∥∥∥ =
∥∥∥[G−1/2S ′G−1

b SG−1/2]−1G−1/2S ′G
−1/2
b

∥∥∥
=
∥∥∥(G−1/2

b SG−1/2
)−
l

∥∥∥ = s−1
J .

Below, we make use of the notation V J
i := (Yi−h0(Xi))G

1/2AbK(Wi). We also introduce the

projection QJh(·) = ψJ(·)′AE[h(X)bK(W )] for h ∈ L2
µ. We introduce the normalization
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term

vJ(h0) =
∥∥Eh[

(
Y − h0(X)

)2
G1/2AbK(J)(W )bK(J)(W )′A′G1/2]

∥∥
F
.

For simplicity of notation, we write D̂J instead of D̂J(h0) and vJ instead of vJ(h0).

Proof of Theorem 3.1. For the proof of the result, we proceed in three steps. First, we

bound the first type error of the test statistic

S̃Tn,J = 1

{
nD̂J > η′vJ

}
for some constant η′ > 0. Second, we bound the second type error of S̃Tn,J where η′ is

replaced by η′′ > 0. Third, we make the dependence of η′,η′′ with η explicit and show that

the derived bounds in the previous steps are sufficient to control the first and second type

error of our test statistic S̃Tn,J .

Step 1: Under the simple null hypothesis we have ‖h−h0‖µ = 0 and hence we obtain for

any ε > 0 and η sufficiently large that

Ph0(S̃Tn,J = 1) = Ph0

(
nD̂J > η′ vJ

)
≤ ε

by the upper bound derived in (F.4).

Step 2: From the Step 2. of the proof of Theorem 3.3 (with J∗ replaced by J and using

that η′′J∗ replaced by η′′) we obtain uniformly over h ∈ H1(δ∗, rn,J) that

Ph(S̃Tn,J = 0) = Ph

(
D̂J ≤

η′′ vJ
n

)
= o(1).

Step 3: Finally, we account for estimation of the normalization factor vJ . Now since

|v̂J−vJ | ≤ c0vJ wpa1 for some 0 < c0 < 1 by Lemma F.6 it holds (1−c0)vJ ≤ v̂J ≤ (1+c0)vJ

wpa1. Let η′ and η′′ be such that

√
2η =

η′

(1− c0)
=

η′′

(1 + c0)
.

Hence, we control the first type error of the test S̃Tn,J as follows

Ph0 (STn,J = 1) ≤ Ph0 (STn,J = 1, v̂J ≥ (1− c0)vJ) + Ph0 (v̂J < (1− c0)vJ)

≤ Ph0

(
D̂J >

√
2ηvJ(1− c0)

)
+ o(1)

= Ph0

(
D̂J > η′vJ

)
+ o(1)

= o(1)
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where the last equation is due to Step 1. To bound the second error term of STn,J we

calculate uniformly over h ∈ H1(δ∗, rn,J) that

Ph

(
S̃Tn,J = 0

)
≤ Ph

(
S̃Tn,J = 0, v̂J ≤ (1 + c0)vJ

)
+ Ph0 (v̂J > (1 + c0)vJ)

= Ph

(
|D̂J | ≤ η′′vJ

)
+ o(1)

= o(1),

where the last equation is due to Step 2.

Proof of Corollary 3.1. We make use of the observation s−1
J = (1 + o(1))τJ .

Proof of (3.3). The choice of J ∼ n2dx/(4(p+ζ)+dx) implies

n−1τ 2
J

√
J ∼ n−1J1/2+2ζ/dx ∼ n−4p/(4(p+ζ)+dx)

and for the bias term J−2p/dx ∼ n−4p/(4(p+ζ)+dx).

Proof of (3.4). The choice of J ∼ (log n− ζ−1(2p+ dx) log log n)
dx/ζ implies

n−1τ 2
J

√
J ∼ n−1

√
J exp(Jζ/dx) ∼

(
log n− 2p+ dx

ζ
log log n

)dx/(2ζ)
(log n)−(2p+1)/ζ

. (log n)dx/(2ζ) (log n)−(2p+dx)/ζ

. (log n)−2p/ζ

and for the bias term J−2p/dx ∼ (log n)−2p/ζ , which yields equation (3.4).

Proof of Theorem 3.2. It is sufficient to consider the Gaussian reduced-form NPIR as

in Chen and Reiß [2011]. From the proof of Collier et al. [2017, Lemma 3] we infer for any

hθ ∈ H1(δ∗, rn) that

inf
Tn

{
Ph0(Tn = 1) + sup

h∈H1(δ∗,rn)

Ph(Tn = 0)
}
≥ inf

Tn

{
Ph0(Tn = 1) + Phθ(Tn = 0)

}
≥ 1− V(Phθ ,Ph0)

≥ 1−
√
χ2(Phθ ,Ph0), (A.1)

where V(·, ·) denotes the total variation distance and χ2(·, ·) denotes the χ2 divergence. We

consider θ = (θj)j≥1 with θj ∈ {−1, 1} and introduce the test function

hθ = h0 +

√
δ∗
n

J∑
j=1

τ 2
j θjψ̃j

( J∑
j=1

τ 4
j

)−1/4

,

where {ψ̃j}j≥1 forms an orthonormal basis in L2
µ and the dimension parameter J satisfies
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the inequality restriction

δ∗
n

√√√√ J∑
j=1

τ 4
j j

4p ≤ C0 (A.2)

for some constant C0 > 0. Therefore, orthonormality of the basis functions {ψ̃j}j≥1 in L2
µ

together with the Cauchy-Schwarz inequality implies

∞∑
j=1

〈hθ − h0, ψ̃j〉2µj2p =
δ∗
n

J∑
j=1

τ 4
j j

2p
( J∑
l=1

τ 4
l

)−1/2

≤ δ∗
n

√√√√ J∑
j=1

τ 4
j j

4p ≤ C0

and we conclude that hθ−h0 attains the sieve approximation error imposed in Assumption

2. Denoting rn = n−1/2
(∑J

j=1 τ
4
j

)1/4
we obtain

‖hθ − h0‖2
µ =

δ∗
n

( J∑
j=1

τ 4
j

)1/2
∫
ψ̃2
j (x)µ(x)dx =

δ∗
n

( J∑
j=1

τ 4
j

)1/2

= δ∗r2
n

and hence, hθ ∈ H1(δ∗, rn). Under Phθ the conditional distribution of Y givenW is Gaussian

with mean Thθ(W ) and variance 1. We may assume that {λj, ψ̃j, b̃j}, j ≥ 1, forms a singular

value decomposition of the conditional expectation operator T . The total variation of Phθ

and Ph0 thus satisfies

χ2(Phθ ,Ph0) =

∫ (
Phθ

Ph0

)
dPh0 − 1 =

J∏
j=1

exp(−nλ2
jγ

2
j )− exp(nλ2

jγ
2
j )

2
− 1,

where we define γj = n−1/2τ 2
j

(∑J
j=1 τ

4
j

)−1/4
. By Tsybakov [2009, Section 2.7.5] there exists

a constant c1 > 0 such that exp(−nλ2
jγ

2
j )− exp(nλ2

jγ
2
j ) ≤ 2 exp

(
c1n

2λ4
jγ

4
j

)
. By making use

of condition λj ≤ cτ−1
j for all j ≥ 1 we obtain for some c2 > 0 (which can be arbitrary

small as τj →∞) that

χ2(Phθ ,Ph0) ≤ exp
(
c1cn

2

J∑
j=1

τ 4
j γ

4
j

)
− 1 ≤ exp(c2)− 1,

by the definition of γj. Consequently, the results follows by making use of inequality (A.1).

Finally, we derive specific rate results under the different measures of ill-posedness.

Consider the mildly ill-posed case with the choice of J ∼ n2dx/(4(p+ζ)+dx) then J satisfies
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constraint (A.2) within a constant and

n−1
( J∑
j=1

τ 4
j

)1/2

∼ n−1
( J∑
j=1

j4ζ/dx
)1/2

∼ n−4p/(4(p+ζ)+dx).

In the severely ill-posed case, the choice of J ∼ (log n− ζ−1(2p+ 1) log log n)
1/ζ

also satis-

fies (A.2) within a constant and

n−1
( J∑
j=1

τ 4
j

)1/2

∼ n−1
( J∑
j=1

exp
(
2jζ/dx

))1/2

∼ (log n)−2p/ζ ,

which completes the proof.

B. Proofs of Adaptive ST Results in Subsection 3.3

We require some additional notation. We set Zi = (Yi, Xi,Wi) and introduce a function

R(Zi, Zi′ , Di) = (Yi − h0(Xi))1Di b
K(Wi)

′A′GAbK(Wi′)(Yi′ − h0(Xi′))1Di′

− Eh[(Y − h0(X))1D b
K(W )]′A′GAEh[b

K(W )(Y − h0(X))1D]

for any set Di. We define R1(Zi, Zi′) := R(Zi, Zi′ ,Mi) and R2(Zi, Zi′) := R(Zi, Zi′ ,M
c
i )

where Mi = {|Yi − h0(Xi)| ≤Mn} and (Mn)n≥1 is an increasing sequence satisfying Mn =

o
(√

n ζ
−1

(log log J)−3/4
)
. Based on kernels Rl, where l = 1, 2, we introduce the U-statistic

UJ,l =
2

n(n− 1)

∑
1≤i<i′≤n

Rl(Zi, Zi′).

We make also use of the notation

Λ1 =
(n(n− 1)

2
E[R2

1(Z1, Z2)]
)1/2

, Λ2 = n sup
‖ν‖Z≤1,‖κ‖Z≤1

E[R1(Z1, Z2)ν(Z1)κ(Z2)],

Λ3 =
(
n sup

z
|E[R2

1(Z1, z)]|
)1/2

, and Λ4 = sup
z1,z2

|R1(z1, z2)|.

In addition to the data driven index set În given in (2.4) we now consider here a population

analog

In =
{
J ≤ J : J = J2j where j = 0, 1, . . . , jmax

}
(B.1)

where J satisfies the rate conditions captured in Assumption 5. From Chen and Christensen

[2015, Theorem 3.2] we infer that Ĵmax ≤ J holds with probability approaching one and
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hence, we may restrict the index set to In in the following proofs. In particular, the

empirical normalization term η̂J(α) given in (2.5) becomes deterministic and we introduce

the notation

ηJ =
q
(
α/#(In), J

)
− J

√
2J

.

Proof of Theorem 3.3. For the proof of the result, we proceed in three steps. First, we

bound the first type error of the test statistic

S̃Tn = 1

{
max
J∈In
|nD̂J/(η

′
JvJ)| > 1

}
for some η′J > 0. Second, we bound the second type error of S̃Tn where η′J is replaced by

η′′J > 0. Let η′J and η′′J be such that

√
2ηJ =

η′J
1− c0

=
η′′J

1 + c0

for some constant 0 < c0 < 1. Finally, we show that the derived bounds in the previous

steps are sufficient to control the first and second type error of our test statistic STn.

Step 1: To control the first type error of the test statistic S̃Tn, we make use of the

decomposition for all h ∈ H0:

Ph

(
S̃Tn = 1

)
≤ Ph

(
max
J∈In

{
|nD̂J |/(η′JvJ)

}
> 1

)
.

≤ Ph

(
max
J∈In

∣∣∣ 1

η′JvJ(n− 1)

J∑
j=1

∑
i 6=i′

VijVi′j

∣∣∣
+ max

J∈In

∣∣∣ 1

η′JvJ(n− 1)

∑
i 6=i′

UiUi′b
K(Wi)

′
(
A′GA− Â′GÂ

)
bK(Wi′)

∣∣∣ > 1
)

≤ Ph

(
max
J∈In

∣∣nUJ,1/(η′JvJ)
∣∣ > 1

4

)
︸ ︷︷ ︸

=I

+ Ph

(
max
J∈In

∣∣nUJ,2/(η′JvJ)
∣∣ > 1

4

)
︸ ︷︷ ︸

=II

+ Ph

(
max
J∈In

∣∣∣ 1

η′JvJ(n− 1)

∑
i 6=i′

UiUi′b
K(Wi)

′(A′GA− Â′GÂ)bK(Wi′)
∣∣∣ > 1

2

)
︸ ︷︷ ︸

=III

using that Ui = Yi − h0(Xi) under H0. Consider I. From Lemma G.1 and Lemma G.2 we
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conclude for u = 2 log log J and Mn = o
(√

n ζ
−1

(log log J)−3/4
)

that for all J ∈ In we have

Λ1

√
u+ Λ2u+ Λ3u

3/2 + Λ4u
2

≤ Λ1

√
2 log log J + 2Λ2 log log J + Λ3(2 log log J)3/2 + 4Λ4(log log J)2

≤ nvJ
√

log log J + 4σ2ns−2
J log log J + σ2ns−2

J (2 log log J)3/4 + 4ns−2
J

√
log log J

for n sufficiently large. Lemma F.2 implies s−2
J ≤ σ−2vJ . Assumption 5 (ii) yields

log log J ≤ σ2η′J/(16σ2) for all J ∈ In and n sufficiently large and hence,we obtain

Λ1

√
u+ Λ2u+ Λ3u

3/2 + Λ4u
2 ≤ n− 1

2
vJη

′
J .

Consequently, the exponential inequality for degenerate U-statistics in Lemma G.1 with

u = 2 log log J together with the definition of In, i.e., J = J2j for all J ∈ In, yields

I ≤
∑
J∈In

Ph

(∣∣nUJ,1∣∣ > η′J
4
vJ

)
=
∑
J∈In

Ph

(∣∣∣∑
i<i′

R1(Zi, Zi′)
∣∣∣ ≥ η′J

4

n− 1

2
vJ

)
≤ 6

∑
J∈In

exp(−2 log log J)

= 6
∑
J∈In

(log J)−2

≤ 6
∑
j≥0

(log J + j log 2)−2

≤ 6
(

(log 2)(log J − log 2)
)−1

= o(1)

by making use of the definition J = b3
√

log log nc. Consider II. By Markov’s inequality

we obtain

II ≤ Eh max
J∈In

∣∣∣ 4

η′JvJ(n− 1)

∑
i<i′

Ui1Mc
i
Ui′1Mc

i′
bK(Wi)

′A′GµAb
K(Wi′)

∣∣∣
≤ 4nEh |U1{|U |>Mn}| Eh |U1{|U |>Mn}| max

J∈In

ζ2
J

∥∥G1/2
µ AG

1/2
b

∥∥2

η′JvJ

≤ 4nM−6
n

(
Eh[U

4]
)2
ζ

2
max
J∈In

s−2
J

η′JvJ

where the fourth moment of U = Y − h0(X) is bounded under Assumption 1 (ii). From

Lemma F.2 we deduce s−2
J ≤ σ−2vJ . Thus, using definition Mn = o

(√
n ζ
−1

(log log J)−3/4
)

gives

II = o
(
n−2(log log J)9/2 ζ

8
)

= o(1)
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where the last equation is due to rate restriction on J imposed Assumption 5 (i). Consider

III. Lemma F.5 implies uniformly in J ∈ In that

1

n− 1

∑
i 6=i′

UiUi′b
K(Wi)

′(A′GA− Â′GÂ)bK(Wi′) = op (vJη
′
J)

and hence III = o(1).

Step 2: We control the second type error of the test statistic S̃Tn where η′J is replaced by

η′′J > 0. We may assume that there exists J̃ with J ≤ J̃ ≤ n1/3 such that J̃−2p/d ≤ n−1vJ̃ .

Thus, by the construction of the set In we have that there exists J∗ ∈ In such that

J̃ ≤ J∗ < 2J̃ . We denote K∗ = K(J∗). We further evaluate for all h ∈ H1(δ◦, rn) that

Ph

(
S̃Tn = 0

)
= Ph

(
n D̂J ≤ η′′J vJ for all J ∈ In

)
≤ Ph

(
n D̂J∗ ≤ η′′J∗ vJ∗

)
.

We make use of the notation BJ = ‖Eh[V
J ]‖2

2 − ‖h − h0‖2
µ and obtain uniformly over

h ∈ H1(δ◦, rn) that

Ph

(
n D̂J∗ ≤ η′′J∗ vJ∗

)
= Ph

(
‖Eh[V J

∗
]‖22 − D̂J∗ > ‖Eh[V J

∗
]‖22 −

η′′J∗ vJ∗

n

)

≤ Ph

∣∣∣ 8

n2

J∗∑
j=1

∑
i<i′

(
VijVi′j − Eh[V1j ]

2
)∣∣∣ > ‖h− h0‖2µ − η′′J∗ vJ∗

n
+BJ∗


︸ ︷︷ ︸

IV

+ Ph

(∣∣∣ 8

n2

∑
i<i′

(Yi − h0(Xi))(Yi′ − h0(Xi′)b
K∗(Wi)

′
(
A′GA− Â′GÂ

)
bK
∗
(Wi′)

∣∣∣ > ‖h− h0‖2µ − η′′J∗ vJ∗

n
+BJ∗

)
︸ ︷︷ ︸

V

using n/(n − 1) ≤ 2 for all n ≥ 2. Consider IV . We first derive an upper bound for the

term BJ∗ . The definitions of V J and QJ imply

‖Eh[V
J∗ ]‖2 = Eh[(Y −h0(X))bK

∗
(W )′]A′GAEh[(Y −h0(X))bK

∗
(W )] = ‖QJ∗(h−h0)‖2

µ.

Consequently, from Lemma F.3 we infer

|BJ∗| =
∣∣‖QJ∗(h− h0)‖2

µ − ‖h− h0‖2
µ

∣∣ ≤ CB r2n

for some constant CB, due to the definition of J∗. To establish an upper bound of IV , we

make use of inequality (F.3) together with Markov’s inequality which yields

IV = O

(
n−1
∥∥〈QJ∗(h− h0), ψJ

∗〉′µ(G
−1/2
b S)−l

∥∥2
+ n−2v2

J∗(
‖h− h0‖2

µ − η′′J∗ n−1vJ∗ +BJ∗
)2

)
. (B.2)

In the following, we distinguish between two cases. First, consider the case where n−2v2
J∗
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dominates the summand in the numerator. Assumption 5 (ii) implies η′′J∗ ≤ Cη
√

log log n

for some constant Cη > 0. For any h ∈ H1(δ◦, rn) we have ‖h− h0‖2
µ ≥ δ◦ r2n and hence, we

obtain the lower bound

‖h− h0‖2
µ − η′′J∗ n−1vJ∗ +BJ∗ ≥ (δ◦ − Cη − CB) r2n ≥ c0r

2
n

for some constant c0 := δ◦ − Cη − CB which is positive for any δ◦ > Cη + CB. From

inequality (B.2) we infer

IV ≤ O

(
v2
J∗

c2
0 r

4
n n

2

)
= o(1).

Second, consider the case where n−1
∥∥〈QJ∗(h − h0), ψJ

∗〉′µ(G
−1/2
b S)−l

∥∥2
dominates. Now

using ‖(G−1/2
b SG−1/2)−l ‖ = s−1

J∗ together with Assumption 2 (iii), i.e., the eigenvalues of G

are uniformly bounded away from zero, we obtain

n−1
∥∥〈QJ∗(h− h0), ψJ

∗〉′µ(G
−1/2
b S)−l

∥∥2
= n−1

∥∥〈QJ∗(h− h0), ψJ
∗〉′µG−1/2(G

−1/2
b SG−1/2)−l

∥∥2

= O
(
n−1s−2

J∗

∥∥〈QJ∗(h− h0), ψJ
∗〉µ
∥∥2
)

= O
(
n−1s−2

J∗

(
‖h− h0‖2

µ + (J∗)−2p/d
))
,

where the last bound is due to Lemma F.3. For any h ∈ H1(δ◦, rn) we have ‖h − h0‖2
µ ≥

δ◦ r2n > δ◦n−1vJ∗ and hence, obtain the lower bound

‖h− h0‖2
µ − η′′J∗ n−1vJ∗ +BJ∗ ≥

(
1− 1

δ◦
− CB

δ◦

)
‖h− h0‖2

µ ≥ c1 ‖h− h0‖2
µ

for some constant c1 = 1 − (1 + CB)/δ◦ which is positive for any δ◦ > 1 + CB. Hence,

inequality (B.2) yields for all h ∈ H1(δ◦, rn) that

IV = O
(
n−1s−2

J∗

( 1

‖h− h0‖2
µ

+
1

‖h− h0‖4
µ(J∗)2p/d

))
= O

(
n−1s−2

J∗ r
−2
n

)
= o(1).

Finally, V = o(1) by making use of Lemma F.4.

Step 3: Finally, we account for estimation of the normalization factor vJ . Now since

|v̂J − vJ | ≤ c0vJ wpa1 for some 0 < c0 < 1 for all J ∈ In by Lemma F.6 it holds

(1 − c0)vJ ≤ v̂J ≤ (1 + c0)vJ wpa1. Hence, we control the first type error of the test STn
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as follows, using for any J̃ ∈ In and for all h ∈ H0 that

Ph (STn = 1) ≤ Ph (STn = 1, v̂J ≥ (1− c0)vJ for all J ∈ In)

+ Ph (v̂J < (1− c0)vJ for all J ∈ In)

≤ Ph

(
max
J∈In

{
|D̂J |/(

√
2ηJ v̂J)

}
> 1, v̂J ≥ (1− c0)vJ for all J ∈ In

)
+ Ph

(
v̂J̃ < (1− c0)vJ̃

)
≤ Ph

(
max
J∈In

{
|D̂J |/(

√
2ηJvJ)

}
> 1− c0

)
+ o(1)

= Ph

(
max
J∈In

{
|D̂J |/(η′JvJ)

}
> 1

)
+ o(1) = o(1)

where the last equation is due to Step 1. To bound the second error term of the test STn

recall the definition of J∗ ∈ In given in Step 2. We evaluate for all h ∈ H1(δ◦, rn) that

Ph (STn = 0) ≤ Ph

(
|D̂J∗| ≤

√
2ηJ∗ v̂J∗

)
≤ Ph

(
|D̂J∗| ≤

√
2ηJ∗ v̂J∗ , v̂J∗ ≤ (1 + c0)vJ∗

)
+ Ph (v̂J∗ > (1 + c0)vJ∗)

= Ph

(
|D̂J∗| ≤

√
2ηJ∗ (1 + c0)vJ∗

)
+ o(1)

= Ph

(
|D̂J∗| ≤ η′′J∗vJ∗

)
+ o(1) = o(1),

where the last equation is due to Step 2.

Proof of Corollary 3.2. Theorem 3.3 establishes the rate r2n = n−1
√

log log n s−2
J0

√
J0

where J0 satisfies J
−2p/dx
0 ∼ n−1

√
log log n s−2

J0

√
J0. Consequently, following the proof of

Corollary 3.1, the result immediately follows.
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This supplementary appendix contains materials to support our paper. Appendix C

contains robustness checks using bootstrap critical values for the empirical illustrations.

Appendix D provides proofs of our adaptive ST results under composite null hypothesis.

Appendix E establishes the results for our adaptive IT for conditional moment restrictions.

Appendix F provides an upper bound for quadratic distance estimation which is essential for

our minimax testing results. It also contains further technical Lemmas. Finally, Appendix

G gathers an exponential inequality for U-statistics.

C. Empirical Results based on Bootstrap Critical Values

In the section, we present robustness checks of our empirical findings when the critical

values of our adaptive test are computed using bootstrap. For the bootstrap critical values

η̂J(α), the i.i.d. bootstrap weight is generated according to ω ∼ N (0, 1), independently

from the original data sample, according to Remark 3.2 for constrained inequality tests.

We use 1000 bootstrap iterations. We see below that all the empirical findings based on

bootstrap critical values coincide with the empirical results based on our simple adaptive

critical values reported in the main paper.

Income H0: h is decreasing in Po H0: h is increasing in Po

groups Ŵ
Ĵ

p val. reject H0? Ĵ Ŵ
Ĵ

p val. reject H0? Ĵ

low 0.497 0.094 no {8} 1.695 0.003 yes 6

middle 0.292 0.175 no {10} 4.918 0.000 yes {6, 8, 10}

high 1.471 0.002 yes {8, 10, 12} 6.070 0.000 yes {6, 8, 10, 12}

Table A: Adaptive bootstrap testing for monotonic demand for organic products.
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Table A reports bootstrap adaptive testing results for monotonic multi-product demand

in Subsection 5.1.1. It replicates Table 2.

Income H0: h is decreasing in P H0: h is increasing in P

groups Ŵ
Ĵ

p val. reject H0? Ĵ Ŵ
Ĵ

p val. reject H0? Ĵ

low 0.408 0.159 no {8} 2.611 0.000 yes {8}

high 15.256 0.000 yes {8, 10} 11.894 0.000 yes {10}

Table B: Adaptive bootstrap testing for monotonic gasoline demand.

Table B reports bootstrap adaptive testing results for monotonic gasoline demand in

Subsection 5.1.2. It replicates Table 3.

H0: h is increasing H0: h is decreasing

Goods Ŵ
Ĵ

p value reject H0? Ĵ Ŵ
Ĵ

p value reject H0? Ĵ

“food in” 1.449 0.003 yes {3} -0.262 0.947 no {6}

“fuel” 3.936 0.000 yes {3} 0.327 0.677 no {3}

“travel” 2.079 0.001 yes {3} 0.246 0.144 no {3}

“leisure” 0.241 0.152 no {6} 2.851 0.000 yes {3, 4}

Table C: Adaptive bootstrap testing for monotonicity of Engel curves.

Table C reports bootstrap adaptive testing results for monotonic Engel curves in Sub-

section 5.1.3. It replicates Table 4.

H0: h is linear H0: h is quadratic

Goods Ŵ
Ĵ

p value reject H0? Ĵ Ŵ
Ĵ

p value reject H0? Ĵ

“food in” -0.177 0.785 no {3} 0.240 0.159 no {3}

“fuel” 1.141 0 .009 yes {3} -0.078 0.502 no {4}

“travel” 1.260 0.005 yes {3} -0.098 0.539 no {5}

“leisure” 0.482 0.077 no {6} 0.408 0.092 no {3}

Table D: Adaptive bootstrap testing for linear/quadratic Engel curves.

Table D reports bootstrap adaptive testing results for either linear or quadratic Engel

curves in Subsection 5.1.3. It replicates Table 5.
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D. Proofs of Adaptive ST Results Under Composite Null

Hypothesis in Subsection 3.4

Recall the definition of the deterministic index set In in (B.1) satisfying În ⊂ In with

probability approaching one. Also recall the notation b̃K(·) = G
−1/2
b bK(·). Below, we

denote by C > 0 a generic constant that may be different in different uses. For simplicity

of notation, we write vJ instead of vJ(hr) and η̂J(α) instead of η̂J . Below, ηJ denotes

a deterministic sequence satisfying ηJ = O(
√

log log n) and (log log J)c ≤ ηJ for some

constant c > 1 and for all J ≤ J ≤ J .

Proof of Theorem 3.4. For the proof of the result, we proceed in three steps. First, we

bound the first type error of the test statistic

S̃Tn = 1

{
max
J∈In
|nD̂J(ĥrJ)/(ηJ v̂J(ĥrJ))| >

√
2

}
.

Second, we bound the second type error of S̃Tn. Third, we show that these steps are

sufficient to control the first and second type error of our test statistic ŜTn.

Step 1: We control the first type error of the test statistic S̃Tn by making use of the

decomposition for all h ∈ H0:

Ph

(
S̃Tn = 1

)
≤ Ph

(
max
J∈In

n D̂J(hr)

ηJ v̂J(hr)
>
√

1/2
)

︸ ︷︷ ︸
I

+ Ph

(
nmax
J∈In

sup
h∈Hr

J

∣∣D̂J(h)− D̂J(hr)
∣∣/(ηJ v̂J(hr)) >

√
1/8
)

︸ ︷︷ ︸
II

+ Ph

(
max
J∈In

∣∣∣n D̂J(ĥJ)

ηJ v̂J(hr)

∣∣∣max
J∈In

∣∣∣1− v̂J(hr)

v̂J(ĥJ)

∣∣∣ >√1/8
)

︸ ︷︷ ︸
III

.

We have I = o(1) due to the proof of Theorem 3.1. Consider II. We may assume that

ĥrJ ∈ Hr
J(∆J,n) due to Assumption 6 (i). The definition of the estimator D̂J(h) implies for
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all J ∈ In and h ∈ Hr
J(∆J,n) that

n

ηJvJ

(
D̂J(h)− D̂J(hr)

)
=

1

ηJvJ(n− 1)

∑
i 6=i′

(h− hr)(Xi)(h− hr)(Xi′)b
K(Wi)

′A′GAbK(Wi′)

+
1

ηJvJ(n− 1)

∑
i 6=i′

(h− hr)(Xi)(h− hr)(Xi′)b
K(Wi)

′
(
A′GA− Â′GÂ

)
bK(Wi′)

+
2

ηJvJ(n− 1)

∑
i 6=i′

(
Yi − hr(Xi)

)
(h− hr)(Xi′)b

K(Wi)
′A′GAbK(Wi′)

+
2

ηJvJ(n− 1)

∑
i 6=i′

(
Yi − hr(Xi)

)
(h− hr)(Xi′)b

K(Wi)
′
(
A′GA− Â′GÂ

)
bK(Wi′)

= T1,J(h) + T2,J(h) + T3,J(h) + T4,J(h).

Consider T1,J(h). We obtain

|T1,J(h)| ≤ 1

ηJvJ

∥∥∥n−1/2

n∑
i=1

(h− hr)(Xi)b
K(Wi)

′A′G1/2
∥∥∥2

+
1

nηJvJ

n∑
i=1

∥∥∥(h− hr)(Xi)b
K(Wi)

′A′G1/2
∥∥∥2

= T11,J(h) + T12,J(h).

Consider T11,J(h). We obtain

Ph

(
max
J∈In

sup
h∈Hr

J (∆J,n)
T11,J(h) > 1

)
≤ Ph

(
∃J ∈ In : sup

h∈Hr
J (∆J,n)

∥∥∥ 1√
n

n∑
i=1

(
(h− hr)(Xi)b

K(Wi)
′ − E

[
(h− hr)(X)bK(W )′

])
A′G1/2

∥∥∥2

>
ηJvJ

2
− sup
h∈Hr

J (∆J,n)

∥∥G1/2AE
[
(h− hr)(X)bK(W )

]∥∥2
)

≤ Ph

(
∃J ∈ In : sup

h∈Hr
J (∆J,n)

∥∥∥ 1√
n

n∑
i=1

(
(h− hr)(Xi)b

K(Wi)
′ − E

[
(h− hr)(X)bK(W )′

])
A′G1/2

∥∥∥2

> (1− c0)ηJvJ

)
,

where the second inequality is due Lemma F.3, i.e., that uniformly in h ∈ Hr
J :

∥∥G1/2AE
[
(h− hr)(X)bK(W )

]∥∥2
= ‖QJ(h− hr)‖2

µ ≤ C(∆2
J,n + J−2p/d)

and for n sufficiently large that 2C(∆2
J,n + J−2p/d) ≤ c0ηJvJ for some 0 < c0 < 1 and all

J ∈ In. Let s−1
j , 1 ≤ j ≤ J , be the nondecreasing singular values of G1/2AG

1/2
b . Further,
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let ej be the unit vector with 1 at the j–th position. We bound for all h ∈ Hr
J(∆J,n) and

all j ≥ 1

E sup
h∈Hr

J (∆J,n)

∣∣(h− hr)(X )̃bK(W )′diag(s−1
1 , . . . , s−1

J )ej
∣∣2

≤ sup
h∈Hr

J (∆J,n)

‖h− hr‖2
∞ E

∣∣̃bK(W )′diag(s−1
1 , . . . , s−1

J )ej
∣∣2

≤ ∆2
J,n

∥∥diag(s−1
1 , . . . , s−1

J )ej
∥∥2

≤ s−2
j ∆2

J,n

by the definition of Hr
J(∆J,n). Consequently, Markov’s inequality together with the proof

of Chen and Pouzo [2012, Lemma C.1] yields

Ph

(
max
J∈In

sup
h∈Hr

J (∆J,n)
T11,J(h) > 1

)
≤
∑
J∈In

Ph

(
sup

h∈Hr
J (∆J,n)

T11,J(h) > 1
)

≤
∑
J∈In

1

(1− c0)ηJvJ
E sup
h∈Hr

J (∆J,n)

∥∥∥ 1√
n

n∑
i=1

(
(h− hr)(Xi)b

K(Wi)
′ − E

[
(h− hr)(X)bK(W )′

])
A′G1/2

∥∥∥2

≤ C(1− c0)−1
∑
J∈In

1

ηJvJ

( J∑
j=1

s−2
j

)
∆2
J,n

(∫ 1

0

√
1 + logN[](tC,Hr

J , ‖ · ‖µ)dt

)2

≤ Cσ−2(1− c0)−1
∑
J∈In

∆2
J,n

ηJ
C2
J,n,

for n sufficiently large, using
∑J

j=1 s
−2
j ≤ 2σ−2√vJ by Lemma F.2. Consequently, the rate

condition imposed in Assumption 6 (i) implies

Ph

(
max
J∈In

sup
h∈Hr

J (∆J,n)

T11,J(h) > 1
)

= o(1). (D.1)

Consider T12,J(h). Using the notation b̃K(·) = G
−1/2
b bK(·) we obtain

max
J∈In

sup
h∈Hr

J

T12,J(h) ≤ max
J∈In

(
sup
h∈Hr

J

‖h− hr‖∞ sup
w
‖b̃K(w)‖

∥∥(G−1/2
b SG−1/2

)−
l

∥∥)2

/(ηJvJ)

≤ max
J∈In

(
∆J,nζJs

−1
J

)2

ηJvJ
= o(1).

Consider T2,J(h). For all J ∈ In and h ∈ Hr
J we evaluate

|T2,J(h)| ≤ 2n

ηJvJ

∥∥∥ 1

n

n∑
i=1

(h− hr)(Xi)̃b
K(Wi)− E

[
(h− hr)(X )̃bK(W )

]∥∥∥2∥∥G1/2(Â− A)G
1/2
b

∥∥2

+
2n

ηJvJ

∥∥∥E
[
(h− hr)(X )̃bK(W )

]
G1/2(Â− A)G

1/2
b

∥∥∥2

= 2T21,J(h) + 2T22,J(h).

5



Consequently, using Chen and Christensen [2018, Lemma F.10 (b)] (with Gψ replaced by

G), i.e.,
∥∥G1/2(Â− A)G

1/2
b

∥∥2
= Op

(
n−1s−4

J ζ2
J(log J)

)
we obtain

Ph

(
max
J∈In

sup
h∈Hr

J

T21,J(h) > 1
)
≤
∑
J∈In

Ph

(
sup
h∈Hr

J

T21,J(h) > 1
)

≤ C
∑
J∈In

(∫ 1

0

√
1 + logN[](wC,Hr

J , ‖ · ‖µ)dw

)2
K(J)

ηJvJ
∆2
J,nn

−1s−4
J ζ2

J(log J)

≤ Cn−1s−2

J
ζ

4
(log n)

∑
J∈In

C2
J,n

∆2
J,n

ηJ
,

again using by Lemma F.2. By Assumption 5 (i) we have s−1

J
ζ

2√
(log n)/n = o(1) and

consequently,

Ph

(
max
J∈In

sup
h∈Hr

J

T2,J(h) > 1
)

= o
( ∑
J∈In

C2
J,n

∆2
J,n

ηJ

)
= o(1),

where the last equation is due to Assumption 6 (i). Consider T22,J(h). We make use of the

inequality

T22,J(h) ≤ n‖ΠKT (h− hr)‖2
L2(W )

∥∥G1/2(Â− A)G
1/2
b

∥∥2
.

Now Assumption 3 implies ‖ΠKT (h− hr)‖L2(W ) = O(sJ‖h− hr‖µ) and thus, we obtain

max
J∈In

sup
h∈Hr

J

T22,J(h) = o

(
max
J∈In

∆2
J,nζ

2
J(log J)

)
= o(1),

by Assumption 6 (i). The bound of T3,J(h) and T4,J(h) follow analogously. Consider III.

We make use of the inequality

III ≤ Ph

(
max
J∈In

∣∣∣n D̂J(ĥrJ)

ηJ v̂J(hr)

∣∣∣ >√1/32
)

+ Ph

(
max
J∈In

∣∣∣1− v̂J(hr)

v̂J(ĥrJ)

∣∣∣ >√1/32
)

where the first term on the right hand side tends to zero which follows immediately from the

upper bounds derived for I and II. Consequently, from Lemma F.7 we infer III = o(1).

Step 2: We control the second type error of the test statistic S̃Tn where η′J is replaced

by η′′J > 0. Let J∗ be as in the proof of Theorem 3.1. We thenobtain uniformly over
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h ∈ H1(δ◦, rn) that

Ph

(
S̃Tn = 0

)
≤ Ph

(
n D̂J∗(ĥ

r
J∗) ≤ η′′J∗ vJ∗

)
≤ Ph

(∣∣‖Eh[V J∗ ]‖22 − D̂J∗(h
r)
∣∣ > ‖Eh[V J∗ ]‖22/2−

η′′J∗ vJ∗

2n

)
+ Ph

(∣∣D̂J∗(ĥ
r
J∗)− D̂J∗(h

r)
∣∣ > ‖Eh[V J∗ ]‖22/2−

η′′J∗ vJ∗

2n

)
where the first summand on the right hand side tends to zero following the proof of Theorem

3.1. The second summand tends to zero analogously to the previous step of this proof.

Step 3: Finally, we account for estimation of the normalization factor vJ . We control the

first type error of the test ŜTn as follows, using for any J̃ ∈ In and h ∈ H0 by making use

of Assumption 6 (iii)

Ph

(
ŜTn = 1

)
≤ Ph

(
max
J∈In

{
|D̂J(ĥrJ)|/(η̂JvJ)

}
> 1, η̂J ≥ CηJ for all J ∈ In

)
+ Ph (η̂J < CηJ for all J ∈ In) + o(1)

≤ Ph

(
max
J∈In

{
|D̂J(ĥrJ)|/(CηJvJ)

}
> 1

)
+ Ph

(
η̂J̃ < CηJ̃

)
+ o(1)

= o(1)

where the last equation is due to Step 1. To bound the second error term of the test STn

recall the definition of J∗ ∈ In introduced in Step 2. We evaluate for all h ∈ H1(δ◦, rn) by

making use of Assumption 6 (iii) that

Ph

(
ŜTn = 0

)
≤ Ph

(
|D̂J∗(ĥ

r
J)| ≤ η̂J∗ vJ∗ , η̂J∗ ≤ c ηJ∗

)
+ Ph (η̂J∗ > c ηJ∗)

= Ph

(
|D̂J∗(ĥ

r
J)| ≤ c ηJ∗vJ∗

)
+ o(1)

= o(1),

where the last equation is due to Step 2.

Proof of Corollary 3.3. Proof of (3.12). We observe

lim sup
n→∞

sup
h∈H0

Ph (h /∈ Cn(α)) = lim sup
n→∞

sup
h∈H0

Ph

(
max
J∈In

nD̂J(h)

η̂J v̂J(h)
>
√

2

)
≤ α,

where the last inequality is due to step 1 of the proof of Theorem 3.3 and step 3 of the

proof of Theorem 3.4.

Proof of (3.13). Let J∗ be as be as in step 2 of the proof of Theorem 3.3. We observe
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for all h ∈ H1(δ◦, rn) that

Ph (h /∈ Cn(α)) = Ph

(
max
J∈In

nD̂J(h)

η̂J v̂J(h)
>
√

2

)

= 1− Ph

(
max
J∈In

nD̂J(h)

η̂J v̂J(h)
≤
√

2

)

≥ 1− Ph

(
nD̂J∗(h)

η̂J∗ v̂J∗(h)
≤
√

2

)
≥ 1− α,

for n sufficiently large, where the last inequality is due to step 2 of the proof of Theorem

3.3 and step 3 of the proof of Theorem 3.4.

Proof of Corollary 3.4. For any h ∈ H, we analyze the diameter of the confidence set

Cn(α) under Ph for some For all h1 ∈ Cn(α) ⊂ H it holds for all J ∈ In by using the

definition of the projection QJ :

‖h− h1‖µ ≤ ‖QJΠJ(h− h1)‖µ + ‖ΠJh− h‖µ + ‖ΠJh1 − h1‖µ
≤ ‖QJ(h− h1)‖µ +O(J−p/dx),

where the second inequality due to the triangular inequality and Assumptions 2 (ii) and 3

(ii). The upper bound established in (F.4) yields:∣∣∣‖QJ(h− h1)‖2
µ − D̂J(h1)

∣∣∣ ≤ n−1/2
∥∥〈QJ(h− h1), ψJ〉′µ(G

−1/2
b S)−l

∥∥+ n−1vJ

with probability approaching one. Consequently, the definition of the confidence set Cn(α)

with h1 ∈ Cn(α) gives

‖QJ(h− h1)‖2
µ ≤ D̂J(h1) + n−1/2

∥∥〈QJ(h− h1), ψJ〉′µ(G
−1/2
b S)−l

∥∥+ n−1vJ

≤
√

2n−1η̂J v̂J + n−1/2
∥∥〈QJ(h− h1), ψJ〉′µ(G

−1/2
b S)−l

∥∥+ n−1vJ

≤ C
(
n−1ηJ vJ + n−1/2

∥∥〈QJ(h− h1), ψJ〉′µ(G
−1/2
b S)−l

∥∥)
with probability approaching one. We may choose J = J0 ∈ In for n sufficiently large

and hence, the result follows by applying Lemma F.1 and Assumption 5 (ii), i.e., ηJ =

O(
√

log log n).
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E. Proofs of Adaptive IT Results in Subsection 4.2

For the adaptive IT results, we may consider restriction to the index set In given in (B.1),

but where the uppder bound J is replaced by K. As in Appendix B this implies that η̂K(α)

is deterministic and is denoted by ηK in the following.

Proof of Theorem 4.1. The proof is based on two steps, where we bound the first and

second type error of ÎTn separately.

Step 1: The definition of the test statistic ÎTn implies for all h ∈ H0:

Ph

(
ÎTn = 1

)
≤ Ph

(
max
K∈In

n D̂K(hr)

ηK v̂K(hr)
>
√

1/2
)

︸ ︷︷ ︸
I

+ Ph

(
nmax
K∈In

sup
h∈Hr

∣∣D̂K(h)− D̂K(hr)
∣∣/(ηK v̂K(hr)) >

√
1/8
)

︸ ︷︷ ︸
II

+ Ph

(
max
K∈In

∣∣∣ n D̂K(ĥr)

ηK v̂K(hr)

∣∣∣max
K∈In

∣∣∣1− v̂K(hr)

v̂K(ĥr)

∣∣∣ >√1/8
)
.︸ ︷︷ ︸

III

We obtain I = o(1) following the proof of Theorem 3.1 (with Ui replaced by ρ(Yi, h
r(Xi))

and Â′GÂ replaced by (B′B/n)−). Consider II. The definition of the estimator D̂K implies

for all K ∈ In and h ∈ Hr that

1

ηKvK(n− 1)

∑
i 6=i′

(
ρ(Yi, h(Xi))− ρ(Yi, h

r(Xi))
)(
ρ(Yi′ , h(Xi′))− ρ(Yi′ , h

r(Xi′))
)̃
bK(Wi)

′ b̃K(Wi′)

+
1

ηKvK(n− 1)

∑
i 6=i′

ρ(Yi, h
r(Xi))

(
ρ(Yi′ , h(Xi′))− ρ(Yi′ , h

r(Xi′))
)̃
bK(Wi)

′ b̃K(Wi′)

= T1,K(h) + T2,K(h).

Consider T1,K(h). We obtain

|T1,K(h)| ≤ 1

ηKvK

∥∥∥n−1/2

n∑
i=1

(
ρ(Yi, h(Xi))− ρ(Yi, h

r(Xi))
)̃
bK(Wi)

∥∥∥2

+
1

nηKvK

n∑
i=1

∥∥∥(ρ(Yi, h(Xi))− ρ(Yi, h
r(Xi))

)̃
bK(Wi)

∥∥∥2

= T11,K(h) + T12,K(h).
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Consider T11,K(h). We obtain

Ph

(
max
K∈In

sup
h∈Hr

T11,K(h) > 1
)

≤ Ph

(
∃K ∈ In : sup

h∈Hr

∥∥∥ 1√
n

n∑
i=1

((
ρ(Yi, h(Xi))− ρ(Yi, h

r(Xi))
)
b̃K(Wi)− E

[(
ρ(Y, h(X))− ρ(Y, hr(X))

)
b̃K(W )

])∥∥∥2
>
ηKvK

2
− sup

h∈Hr

∥∥E
[(
ρ(Y, h(X))− ρ(Y, hr(X))

)
b̃K(W )

]∥∥2).
We evaluate by using Assumption 3 (ii) that uniformly in h ∈ Hr:

∥∥E
[(
ρ(Y, h(X))− ρ(Y, hr(X))

)̃
bK(W )

]∥∥ ≤ ‖h− hr‖µ ≤ ∆n.

Now using that for each K ∈ In and 1 ≤ k ≤ K we have

E sup
h∈Hr

∣∣(ρ(Y, h(X))− ρ(Y, hr(X))
)̃
bk(W )|2 ≤ C∆2κ

n

by Assumption 6 (i). Consequently,following the derivation of the upper bound (D.1) we

obtain

Ph

(
max

K∈In(∆n)
sup
h∈Hr

T11,K(h) > 1
)
≤ max

K∈In

K∆2κ
n

ηKvK −∆2
n

(∫ 1

0

√
1 + logN[](wC,Hr, ‖ · ‖2)dw

)2

≤ (1− c0)−1 max
K∈In

K∆2κ
n

ηKvK
= o(1)

where the second inequality is based on the inequality ∆2κ
n ≤ c0ηKvK for some 0 < c0 < 1

and all K ∈ In as n becomes sufficiently large. Consider T12,K(h). We obtain

max
K∈In

sup
h∈Hr

T12,K(h) ≤ max
J∈In

(
∆nζK

)2

ηKvK
= o(1).

The bound for T2,K(h) follows analogously.

Step 2: It is sufficient to control the second type error of the statistic

ĨTn = 1

{
max
K∈In

|nD̂K(ĥr)/(η′′KvK)| > 1

}
for some η′′K > 0. Let K∗ denote the largest integer such that n−1

√
K∗ ≤ r2n. We evaluate

for all h ∈M1(δ◦, rn) that

Ph

(
ĨTn = 0

)
= Ph

(
n D̂K(ĥr) ≤ η′′K vK for all K ∈ In

)
≤ Ph

(
n D̂K∗(ĥ

r) ≤ η′′K∗ vK∗
)
.

We make use of the notation BK = ‖Eh[V
K ]‖2

2 − ‖m(·, hr)‖2
L2(W ) where we write V K =
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ρ(Y, hr(X))G
−1/2
b bK

∗
(W ). We obtain uniformly over h ∈M1(δ◦, rn) that

Ph

(
n D̂K∗(ĥ

r) ≤ η′′K∗ vK∗
)

= Ph

(
‖Eh[V K∗ ]‖22 − D̂K∗(ĥ

r) > ‖Eh[V K∗ ]‖22 −
η′′K∗ vK∗

n

)
≤ Ph

(∣∣∣ 8

n2

K∗∑
k=1

∑
i<i′

(
VikVi′k − Eh[V1k]2

)∣∣∣ > E[m2(W,hr)]− η′′K∗ vK∗

n
+BK∗

)
︸ ︷︷ ︸

IV

+ Ph

(∣∣∣ 8

n2

∑
i<i′

ρ(Yi, h
r(Xi))ρ(Yi′ , h

r(Xi′))b
K∗(Wi)

′(Ĝ−1b −G
−1
b

)
bK
∗
(Wi′)

∣∣∣ > E[m2(W,hr)]− η′′K∗ vK∗

n
+BK∗

)
︸ ︷︷ ︸

V

+ Ph

(∣∣D̂K∗(ĥ
r)− D̂K∗(h

r)
∣∣ > E[m2(W,hr)]− η′′K∗ vK∗

n
+BK∗

)
,︸ ︷︷ ︸

V I

using n/(n − 1) ≤ 2 for n ≥ 2. Consider IV . We observe |BK∗| ≤ CB r2n which is due to

the upper bound

‖Eh[V
K∗ ]‖ =

(
Eh[ρ(Y, hr(X))bK

∗
(W )′]G−1

b Eh[ρ(Y, hr(X))bK
∗
(W )]

)1/2
= ‖ΠK∗m(·, hr)‖L2(W ).

Further, from the proof of Lemma F.9 we deduce

Eh

∣∣∣ 1

n(n− 1)

K∗∑
k=1

∑
i 6=i′

(
VikVi′k − Eh[V1k]

2
)∣∣∣2 ≤ C

n

(
‖ΠK∗m(·, hr)‖2

L2(W ) +
v2
K∗

n

)
.

Consequently, Markov’s inequality yields

IV = O

(
n−1‖ΠK∗m(·, hr)‖2

L2(W ) + n−2v2
K∗(

‖m(·, hr)‖2
L2(W ) − η′′K∗ n−1vK∗ +BK∗

)2

)
(E.1)

In the following, we distinguish between two cases. First, consider the case where n−2v2
K∗

dominates the summand in the numerator. For any h ∈M1(δ◦, rn) we have ‖m(·, hr)‖2
L2(W ) ≥

δ◦ r2n and hence, using that vK∗ ≥ c0

√
K∗ for some constant 0 < c0 < 1 we obtain the lower

bound

‖m(·, hr)‖2
L2(W ) − η′′K∗ n−1vK∗ +BK∗ ≥ (δ◦ − c0 − CB) r2n ≥ C0r

2
n

for some constant C0 := δ◦ − c0 − CB which is positive for any δ◦ > c0 + CB. From

inequality (E.1) we infer IV = O(r−4
n n−2v2

K∗) = o(1). Second, consider the case where

n−1‖ΠK∗m(·, hr)‖L2(W ) dominates. For any h ∈ M1(δ◦, rn) we have ‖m(·, hr)‖2
L2(W ) ≥
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δ◦ r2n > δ◦n−1
√
K∗ and hence, obtain the lower bound

‖m(·, hr)‖2
L2(W ) − η′′K∗ n−1vK∗ +BK∗ ≥

(
1− 1

δ◦
− CB

δ◦

)
‖m(·, hr)‖2

L2(W )

≥ c1 ‖m(·, hr)‖2
L2(W )

for some constant c1 := 1 − (1 + CB)/δ◦ which is positive for any δ◦ > 1 + CB. Hence,

inequality (E.1) yields for all h ∈M1(δ◦, rn) that

IV = O
(
n−1 1

‖m(·, hr)‖2
L2(W )

)
= O

(
n−1r−2

n

)
= o(1).

Finally, V = o(1) by making use of Lemma F.4 (with Ui replaced by ρ(Yi, h
r(Xi)) and

Â′GÂ replaced by (B′B/n)−) and V I = o(1) by following step 1.

F. Technical Results

Theorem F.1. Let Assumptions 1–3 be satisfied. Then, it holds

∣∣D̂J −‖h−h0‖2
µ

∣∣ = Op

(
n−1s−2

J

√
J + n−1/2

∥∥〈QJ(h− h0), ψJ〉′µ(G−1/2S)−l
∥∥+ J−2p/dx

)
.

Proof. We make use of the decomposition

D̂J − ‖h− h0‖2
µ = D̂J − ‖QJ(h− h0)‖2

µ + ‖QJ(h− h0)‖2
µ − ‖h− h0‖2

µ.

Note that

‖QJ(h− h0)‖2
µ =

∫ (
ψJ(x)′AEh[(Y − h0(X))bK(W )]

)2
µ(x)dx

= Eh[(Y − h0(X))bK(W )]′A′
∫
ψJ(x)ψJ(x)′µ(x)dx︸ ︷︷ ︸

=G

AEh[(Y − h0(X))bK(W )]

=
∥∥G1/2AEh[(Y − h0(X))bK(W )]

∥∥2

= ‖Eh[V
J ]‖2

using the notation V J
i = (Yi − h0(Xi))G

1/2AbK(Wi). Thus, the definition of the estimator
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D̂J implies

D̂J − ‖QJ(h− h0)‖2
µ

=
1

n(n− 1)

J∑
j=1

∑
i 6=i′

(
VijVi′j − Eh[V1j]

2
)

(F.1)

+
1

n(n− 1)

∑
i 6=i′

YiYi′b
K(Wi)

′
(
A′GA− Â′GÂ

)
bK(Wi′), (F.2)

where we bound both summands on the right hand side separately in the following. Con-

sider the summand in (F.1), we observe

∣∣∣ J∑
j=1

∑
i 6=i′

(
VijVi′j−Eh[V1j]

2
)∣∣∣2 =

J∑
j,j′=1

∑
i 6=i′

∑
i′′ 6=i′′′

(
VijVi′j−Eh[V1j]

2
)(
Vi′′j′Vi′′′j′−Eh[V1j′ ]

2
)

We distinguish three different cases. First: i, i′, i′′, i′′′ are all different, second: either i = i′′

or i′ = i′′′, or third: i = i′ and i′ = i′′′. We thus calculate for each j, j′ ≥ 1 that∑
i 6=i′

∑
i′′ 6=i′′′

(
VijVi′j − Eh[V1j]

2
)(
Vi′′j′Vi′′′j′ − Eh[V1j′ ]

2
)

=
∑

i,i′,i′′,i′′′all different

(
VijVi′j − Eh[V1j]

2
)(
Vi′′j′Vi′′′j′ − Eh[V1j′ ]

2
)

+ 2
∑

i 6=i′ 6=i′′

(
VijVi′j − Eh[V1j]

2
)(
Vi′′j′Vi′j′ − Eh[V1j′ ]

2
)

+
∑
i 6=i′

(
VijVi′j − Eh[V1j]

2
)(
Vij′Vi′j′ − Eh[V1j′ ]

2
)
.

Due to independent observations we have∑
i,i′,i′′,i′′′all different

Eh

[(
VijVi′j − Eh[V1j]

2
)(
Vi′′j′Vi′′′j′ − Eh[V1j′ ]

2
)]

= 0
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Consequently, we calculate

Eh

∣∣∣ J∑
j=1

∑
i 6=i′

(
VijVi′j − Eh[V1j]

2
)∣∣∣2

= 2n(n− 1)(n− 2)
J∑

j,j′=1

Eh

[(
V1jV2j − Eh[V1j]

2
)(
V3j′V2j′ − Eh[V1j′ ]

2
)]

︸ ︷︷ ︸
I

+ n(n− 1)
J∑

j,j′=1

Eh

[(
V1jV2j − Eh[V1j]

2
)(
V1j′V2j′ − Eh[V1j′ ]

2
)]

︸ ︷︷ ︸
II

.

To bound the summand I we observe that

I =
J∑

j,j′=1

Eh[V1j] Eh[V1j′ ]Covh(V1j, V1j′)

= Eh[V
J

1 ]′Covh(V J
1 , V

J
1 ) Eh[V

J
1 ]

≤ λmax

(
Varh((Y − h0(X))G

−1/2
b bK(W ))

)∥∥G1/2
b A′G1/2 Eh[V

J
1 ]
∥∥2

≤ σ2
∥∥Eh[(Y − h0(X))bK(W )]′A′GAG

1/2
b

∥∥2

= σ2
∥∥∥∫ QJ(h− h0)(x)ψJ(x)′µ(dx)(G

−1/2
b S)−l

∥∥∥2

by using the notation V J
i = (Yi − h0(Xi))G

1/2AbK(Wi), AG
1/2
b = (G

−1/2
b S)−l , and Lemma

F.8, i.e., λmax

(
Varh((Y − h0(X))̃bK(W ))

)
≤ σ2. Consider II. We observe

II = n(n− 1)
J∑

j,j′=1

Eh[V1jV1j′ ]
2 − n(n− 1)

( J∑
j=1

Eh[V1j]
2
)2

≤ n(n− 1)
J∑

j,j′=1

Eh[V1jV1j′ ]
2

= n(n− 1)v2
J .

The upper bounds derived for the terms I and II imply for all n ≥ 2:

Eh

∣∣∣ 1

n(n− 1)

J∑
j=1

∑
i 6=i′

(
VijVi′j − Eh[V1j]

2
)∣∣∣2

≤ 2σ2

(
1

n

∥∥〈QJ(h− h0), ψJ〉′µ(G
−1/2
b S)−l

∥∥2
+

v2
J

n2

)
. (F.3)
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Consequently, equality (F.2) together with Lemma F.4 yields

D̂J−‖QJ(h− h0)‖2
µ = Op

(
n−1/2

∥∥〈QJ(h− h0), ψJ〉′µ(G
−1/2
b S)−l

∥∥+ n−1v1
J

)
, (F.4)

which implies the variance part by employing Lemma F.1. Finally, Lemma F.3 implies for

the bias term

‖QJ(h− h0)‖2
µ − ‖h− h0‖2

µ = O(J−2p/d)

which completes the proof.

Lemma F.1. Let Assumption 1 (ii) be satisfied. Then, it holds

vJ ≤ σ2s−2
J

√
J.

Proof. In the following, let ej be the unit vector with 1 at the j–th position. We obtain

v2
J =

J∑
j,j′=1

Eh[V1jV1j′ ]
2

=
J∑
j=1

∥∥∥E[Eh[(Y − h0(X))2|W ]e′jG
1/2AbK(W )︸ ︷︷ ︸

=:χj(W )

G1/2AbK(W )]
∥∥∥2

=
J∑
j=1

∥∥∥G1/2AG
1/2
b E[χj(W )̃bK(W )]

∥∥∥2

≤ s−2
J

J∑
j=1

∥∥E[χj(W )̃bK(W )]
∥∥2
,

using the relationship ‖G1/2AG
1/2
b ‖ = s−1

J . For all j ≥ 1 we have the upper bound

∥∥E[χj(W )̃bK(W )]
∥∥ ≤ ‖χj‖L2(W ).

Now using that supw∈W suph∈H Eh[(Y − h0(X))2|W = w] ≤ σ2 due to Assumption 1 (ii),

we get

J∑
j=1

‖χj‖2
L2(W ) ≤ σ4

J∑
j=1

E |e′jG1/2AbK(W )|2

= σ4

J∑
j=1

e′jG
1/2AGbA

′G1/2ej

≤ σ4s−2
J J,
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which implies the assertion.

Lemma F.2. Let Assumption 1 (iii) be satisfied. Then, it holds√√√√ J∑
j=1

s−4
j ≤ σ−2vJ ,

where s−1
j , 1 ≤ j ≤ J , are the nondecreasing singular values of G1/2AG

1/2
b .

Proof. In the following, let ej be the unit vector with 1 at the j–th position. Introduce a

unitary matrix Q such that by Schur decomposition

Q′G1/2AGbA
′G1/2Q = diag(s−2

1 , . . . , s−2
J ).

We make use of the notation Ṽ J
i = (Yi− h0(Xi))Q

′G1/2AbK(Wi). Now since the Frobenius

norm is invariant under unitary matrix multiplication we have

v2
J =

J∑
j,j′=1

Eh[Ṽ1jṼ1j′ ]
2

≥
J∑
j=1

Eh[Ṽ
2

1j]
2

=
J∑
j=1

(
E |(Y − h0(X))e′jQ

′G1/2AbK(W )|2
)2

≥ σ4

J∑
j=1

(
E[e′jQ

′G1/2AbK(W )bK(W )′A′G1/2Qej]
)2

= σ4

J∑
j=1

(
e′jQ

′G1/2AGbA
′G1/2Qej

)2

= σ4

J∑
j=1

(
e′j diag(s−2

1 , . . . , s−2
J )ej

)2

≥ σ4

J∑
j=1

s−4
j ,

using infw∈W infh∈H Eh[(Y − h0(X))2|W = w] ≥ σ2 by Assumption 1 (iii).

Lemma F.3. Let Assumptions 2 and 3 be satisfied. Then, for all h ∈ H we have

‖QJ(h− h0)‖µ = ‖h− h0‖µ +O
(
J−p/d

)
.
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Proof. Using the notation b̃K(·) := G
−1/2
b bK(·), we observe for all h ∈ H that

‖QJ(h− h0)‖µ =
∥∥(G

−1/2
b SG−1/2)−l E[̃bK(W )(h− h0)(X)]

∥∥
≤
∥∥(G

−1/2
b SG−1/2)−l E[̃bK(W )(ΠJh− ΠJh0)(X)]

∥∥
+
∥∥(G

−1/2
b SG−1/2)−l E[̃bK(W )((h− h0)(X)− (ΠJh− ΠJh0)(X))]

∥∥
≤ ‖ΠJh− ΠJh0‖µ + s−1

J ‖ΠKT ((h− h0)− (ΠJh− ΠJh0))‖L2(W )

≤ ‖ΠJh− ΠJh0‖µ +O
(
J−p/d

)
by making use of Assumption 3 (ii).

Lemma F.4. Let Assumptions 1–3 be satisfied. Then, uniformly in h ∈ H it holds

1

n(n− 1)

∑
i 6=i′

(
Yi − h0(Xi)

)(
Yi′ − h0(Xi′)

)
bK(Wi)

′
(
A′GA− Â′GÂ

)
bK(Wi′)

= Op

(
n−1s−2

J

√
J + n−1/2

∥∥〈QJ(h− h0), ψJ〉′µ(G
−1/2
b S)−l

∥∥).
Proof. In the proof, we establish an upper bound of

1

n2

∑
i,i′

(
Yi − h0(Xi)

)(
Yi′ − h0(Xi′)

)
bK(Wi)

′
(
A′GA− Â′GÂ

)
bK(Wi′)

= E[(h− h0)(X)bK(W )]′
(
A′GA− Â′GÂ

)
E[(h− h0)(X)bK(W )]

+ 2
( 1

n

∑
i

(
Yi − h0(Xi)

)
bK(Wi)

′ − E[(h− h0)(X)bK(W )]′
)(

A′GA− Â′GÂ
)

× E[(h− h0)(X)bK(W )]

+
( 1

n

∑
i

(
Yi − h0(Xi)

)
bK(Wi)

′ − E[(h− h0)(X)bK(W )]′
)(
A′GA− Â′GÂ

)
×
( 1

n

∑
i

(
Yi − h0(Xi)

)
bK(Wi)

′ − E[(h− h0)(X)bK(W )]′
)

uniformly in h ∈ H. It is sufficient to bound the first summand on the right hand side. We

make use of the decomposition

E[(h− h0)(X)bK(W )]′
(
A′GA− Â′GÂ

)
E[(h− h0)(X)bK(W )]

= 2 E[(h− h0)(X)bK(W )]′A′G(A− Â) E[(h− h0)(X)bK(W )]

− E[(h− h0)(X)bK(W )]′(A− Â)′G(A− Â) E[(h− h0)(X)bK(W )]

= 2T1 − T2,

where we bound each summand separately in what follows. Consider T1. Below, we show
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the result

T1 = Op

(
n−1/2

∥∥〈QJ(h− h0), ψJ〉′µ(G
−1/2
b S)−l

∥∥). (F.5)

To do so, we make use of the decomposition

T1 = E[(h− h0)(X)bK(W )]′A′G(Â− A) E[ΠJ(h− h0)(X)bK(W )]

+ E[(h− h0)(X)bK(W )]′A′G(Â− A) E[(h− h0 − ΠJ(h− h0))(X)bK(W )]. (F.6)

Consider the first summand on the right hand side of the equation. Using the definition of

the left pseudo inverse we can write Â = (Ĝ
−1/2
b Ŝ)−l Ĝ

−1/2
b where Ŝ = n−1

∑
i b
K(Wi)ψ

J(Xi)
′.

Making use of the relation QJΠJh = ΠJh and ŜG−1〈h, ψJ〉µ = n−1
∑

i ΠJh(Xi)b
K(Wi)

yields

E[(h− h0)(X)bK(W )]′A′G(A− Â) E[ΠJ(h− h0)(X)bK(W )]

=

∫
QJ(h− h0)(x)

(
ΠJ(h− h0)(x)− ψJ(x)′(Ĝ

−1/2
b Ŝ)−l Ĝ

−1/2
b E[(h− h0)(X)bK(W )]

)
µ(x)dx

= 〈QJ(h− h0), ψJ〉′µ(Ĝ
−1/2
b Ŝ)−l Ĝ

−1/2
b

( 1

n

∑
i

ΠJ(h− h0)(Xi)b
K(Wi)− E[(h− h0)(X)bK(W )]

)
= 〈QJ(h− h0), ψJ〉′µ(G

−1/2
b S)−l

( 1

n

∑
i

ΠJ(h− h0)(Xi)̃b
K(Wi)− E[ΠJ(h− h0)(X )̃bK(W )]

)
+ 〈QJ(h− h0), ψJ〉′µ(G

−1/2
b S)−l G

−1/2
b S′

(
(Ĝ
−1/2
b Ŝ)−l Ĝ

−1/2
b G

1/2
b − (G

−1/2
b S)−l

)
×
( 1

n

∑
i

ΠJ(h− h0)(Xi)̃b
K(Wi)− E[ΠJ(h− h0)(X )̃bK(W )]

)
= T11 + T12,

where we used the notation b̃K(·) = G
−1/2
b bK(·). Consider T11. We obtain

E |T11|2 ≤ n−1 E
∣∣∣〈QJ(h− h0), ψJ〉′µ(G

−1/2
b S)−l ΠJ(h− h0)(X )̃bK(W )

∣∣∣2
≤ 2n−1

∥∥〈QJ(h− h0), ψJ〉′µ(G
−1/2
b S)−l

∥∥2‖ΠKT (h− h0)‖2
L2(W )

+ 2n−1
∥∥〈QJ(h− h0), ψJ〉′µ(G

−1/2
b S)−l

∥∥2‖ΠKT (h− h0 − ΠJ(h− h0))‖2
L2(W )

= O
(
n−1
∥∥〈QJ(h− h0), ψJ〉′µ(G

−1/2
b S)−l

∥∥2
)
,

where the second bound is due to the Cauchy-Schwarz inequality and the third bound is due

to Assumption 2. To establish an upper bound for T12 we infer from Chen and Christensen
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[2018, Lemma F.10 (c)] that

|T12|2 ≤
∥∥〈QJ(h− h0), ψJ〉′µ(G

−1/2
b S)−l

∥∥2

×
∥∥∥G−1/2

b S ′
(

(Ĝ
−1/2
b Ŝ)−l Ĝ

−1/2
b G

1/2
b − (G

−1/2
b S)−l

)∥∥∥2

×
∥∥∥ 1

n

∑
i

bK(Wi)ΠJ(h− h0)(Xi)− E[ΠJ(h− h0)(X)bK(W )]
∥∥∥2

=
∥∥〈QJ(h− h0), ψJ〉′µ(G

−1/2
b S)−l

∥∥2 ×Op

(
n−1s−2

J ζ2
J(log J)

)
×Op

(
n−1ζ2

J

)
= Op

(
n−1
∥∥〈QJ(h− h0), ψJ〉′µ(G

−1/2
b S)−l

∥∥2
)

using Assumption 2 (i), i.e., s−1
J ζ2

J

√
(log J)/n = O(1). Consider the second summand on

the right hand side of (F.6). Following the upper bound of T12 we obtain∣∣∣E[(h− h0)(X)bK(W )]′A′G(Â− A) E[(h− h0 − ΠJ(h− h0))(X)bK(W )]
∣∣∣2

≤
∥∥〈QJ(h− h0), ψJ〉′µ(G

−1/2
b S)−l

∥∥2
∥∥∥G−1/2

b S ′
(

(Ĝ
−1/2
b Ŝ)−l Ĝ

−1/2
b G

1/2
b − (G

−1/2
b S)−l

)∥∥∥2

×
∥∥〈T (h− h0 − ΠJ(h− h0)), b̃K〉L2(W )

∥∥2

≤
∥∥〈QJ(h− h0), ψJ〉′µ(G

−1/2
b S)−l

∥∥2‖ΠKT (h− h0 − ΠJ(h− h0))‖2
L2(W )

×Op

(
n−1s−2

J ζ2
J(log J)

)
= O

(
n−1
∥∥〈QJ(h− h0), ψJ〉′µ(G

−1/2
b S)−l

∥∥2
)

using that s−2
J ‖T (h−h0−ΠJ(h−h0))‖2

L2(W ) = O(‖h−h0−ΠJ(h−h0)‖2
µ) by Assumption 3

(ii) and ζ2
J(log J)‖h−ΠJh‖2

µ = O(1) by Assumption 2 (ii), which implies the upper bound

(F.5).

Consider T2. We make use of the decomposition

T2 = E[ΠJ(h− h0)(X)bK(W )]′(Â− A)′G(Â− A) E[ΠJ(h− h0)(X)bK(W )]

+ 2 E[Π⊥J (h− h0)(X)bK(W )]′(Â− A)′G(Â− A) E[ΠJ(h− h0)(X)bK(W )]

+ E[Π⊥J (h− h0)(X)bK(W )]′(Â− A)′G(Â− A) E[Π⊥J (h− h0)(X)bK(W )]

= T21 + T22 + T23

where we denote the projection Π⊥J = id−ΠJ . Consider T21. We make use of the inequality

E
∥∥∥( 1

n

∑
i

(h− h0)(Xi)b
K(Wi)− E[(h− h0)(X)bK(W )]

)′
A′G1/2

∥∥∥2

≤ n−1 E
[
(h− h0(X))2

∥∥bK(W )′A′G1/2
∥∥2
]

≤ n−1s−2
J

√
J,
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using the Euclidean norm is bounded by the Frobenius norm. Consequently, we get

T21 ≤ 2
∥∥G1/2

{
(Ĝ
−1/2
b Ŝ)−l Ĝ

−1/2
b G

1/2
b − (G

−1/2
b S)−l

}∥∥2

×
∥∥∥ 1

n

∑
i

(Yi − h0(Xi))b
K(Wi)− E[(Y − h0(X))bK(W )]

∥∥∥2

+ 2
∥∥∥ 1

n

∑
i

(
bK(Wi)(h− h0)(Xi)− E[(Y − h0(X))bK(W )]

)′
A′G1/2

∥∥∥2

= Op

(
n−1s−4

J ζ2
J(log J)

)
×Op

(
n−1ζ2

J

)
+Op

(
n−1vJ

)
= Op

(
n−1s−2

J

√
J
)

using Chen and Christensen [2018, Lemma F.10(b)] (with Gψ replaced by G) and that

n−1s−2
J ζ4

J(log J) = O(1) by Assumption 2 (i). Since |T22| ≤
√
T21T23 we conclude T2 =

Op(n
−1s−2

J ), which completes the proof.

Lemma F.5. Let Assumptions 1–5 be satisfied. Then, under H0 = {h0} it holds uniformly

in J ∈ In:

1

n− 1

∑
i 6=i′

(
Yi − h0(Xi)

)(
Yi′ − h0(Xi′)

)
bK(Wi)

′
(
A′GA− Â′GÂ

)
bK(Wi′) = Op(vJ).

Proof. We make use of the inequality∑
i 6=i′

(
Yi − h0(Xi)

)(
Yi′ − h0(Xi′)

)
bK(Wi)

′
(
A′GA− Â′GÂ

)
bK(Wi′)

≤
∥∥∥∑

i

(
Yi − h0(Xi)

)̃
bK(Wi)

∥∥∥2∥∥G1/2
b (A′GA− Â′GÂ)G

1/2
b

∥∥
=
∑
i 6=i′

(
Yi − h0(Xi)

)(
Yi′ − h0(Xi′)

)̃
bK(Wi)

′b̃K(Wi′)
∥∥G1/2

b (A′GA− Â′GÂ)G
1/2
b

∥∥
+

1

n

∑
i

∥∥∥(Yi − h0(Xi)
)̃
bK(Wi)

∥∥∥2∥∥G1/2
b (A′GA− Â′GÂ)G

1/2
b

∥∥.
Note that n−1

∑
i ‖(Yi−h0(Xi))̃b

K(Wi)‖2 ≤ K+op(1) uniformly in K. Further, by Lemma

F.2 we have vJ ≥ σ2
√
J (we may assume that s1 = 1) and thus we obtain

Ph0

(
max
J∈In

∣∣∣ 1

(n− 1)vJ

∑
i,i′

(
Yi − h0(Xi)

)(
Yi′ − h0(Xi′)

)
bK(Wi)

′
(
A′GA− Â′GÂ

)
bK(Wi′)

∣∣∣ > 1
)

≤ Ph0

(
max
J∈In

∣∣∣ 1

n
√
J

∑
i 6=i′

(
Yi − h0(Xi)

)(
Yi′ − h0(Xi′)

)
b̃K(Wi)

′b̃K(Wi′)
∣∣∣ > σ−2

)
+ Ph0

(
max
J∈In

(∥∥G1/2
b (A′GA− Â′GÂ)G

1/2
b

∥∥) > σ−2/2
)

+ Ph0

(
max
J∈In

(
K
∥∥G1/2

b (A′GA− Â′GÂ)G
1/2
b

∥∥) > σ−2/2
)

+ o(1).
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Consequently, the result follows from the proofs of Theorem 3.3 and Chen and Christensen

[2015, Lemma E.16].

Lemma F.6. Let Assumptions 1–5 be satisfied. Then, for some c0 ∈ (0, 1) it holds |v̂J −
vJ | ≤ c0vJ wpa1 for all J ∈ In.

Proof. We denote Gσ2 = Eh[(Y − h0(X))2bK(W )bK(W )′] and its empirical analog Ĝσ2 =

n−1
∑

i(Yi − h0(Xi))
2bK(Wi)b

K(Wi)
′. Note that for any J × J matrix M it holds ‖M‖F ≤√

J‖M‖ and hence For all J ∈ In the triangular inequality implies

|v̂J − vJ | ≤
∥∥∥G1/2ÂĜσ2Â′G1/2 −G1/2AGσ2A′G1/2

∥∥∥
F

≤
√
J
∥∥∥G1/2ÂĜσ2Â′G1/2 −G1/2AGσ2A′G1/2

∥∥∥.
Thus, the result follows from the proof of Chen and Christensen [2015, Lemma E.16].

Lemma F.7. Let Assumptions 1–5 be satisfied. Then, we have maxJ∈In

∣∣∣1− v̂J (h0)

v̂J (ĥJ )

∣∣∣ = op(1).

Proof. For all J ∈ In and h ∈ Hr
J the triangular inequality implies

|v̂J(h)− v̂J(h0)|

≤
∥∥∥G1/2Â

1

n

∑
i

(
(Yi − h(Xi))

2 − (Yi − h0(Xi))
2
)
bK(Wi)b

K(Wi)
′Â′G1/2

∥∥∥
F

≤
√
J
∥∥∥G1/2Â

1

n

∑
i

(
h(Xi)− h0(Xi)

)2
bK(Wi)b

K(Wi)
′Â′G1/2

∥∥∥
+ 2
√
J
∥∥∥G1/2Â

1

n

∑
i

(
h(Xi)− h0(Xi)

)
(Yi − h0(Xi))b

K(Wi)b
K(Wi)

′Â′G1/2
∥∥∥

= T1 + T2.

Consider T1. Following the proof of Theorem 3.4 we obtain

T1 ≤
√
Js−2

J

∥∥∥n−1
∑
i

(
h(Xi)− h0(Xi)

)2
bK(Wi)b

K(Wi)
′
∥∥∥ = Op(

√
Js−2

J n−1) = op(1)

uniformly in J ∈ In by Assumption (5) (i). Analogously, we obtain T2 = op(1) uniformly

in J ∈ In.

Lemma F.8. Under Assumption 1 (ii) and 2 (iii) it holds for all h ∈ H that

λmax

(
Varh(ρ(Y, h0(X))G

−1/2
b bK(W ))

)
≤ σ2 <∞.
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Proof. For any γ ∈ RK it holds

γ′Varh
(
ρ(Y, h0(X))G

−1/2
b bK(W )

)
γ ≤ E

[
Eh[ρ

2(Z, h0)|W ]
(
γ′G

−1/2
b bK(W )

)2
]

≤ σ2 E
[(
γ′G

−1/2
b bK(W )

)2
]

= σ2γ′G
−1/2
b E

[
bK(W )bK(W )′

]
G
−1/2
b γ = σ2‖γ‖2,

where the second inequality is due to to Assumption 1 (ii).

Lemma F.9. Under the conditions of Theorem 4.1 it holds

D̂K − ‖m(·, h0)‖2
L2(W ) = Op

(
n−1
√
K + n−1/2

∥∥ΠKm(·, h0)‖L2(W ) +K−2γ/dw
)
.

Proof. Similarly to Theorem F.1 we obtain

D̂K−‖m(·, h0)‖2
L2(W ) = D̂K−‖ΠKm(·, h0)‖2

L2(W ) +‖ΠKm(·, h0)‖2
L2(W )−‖m(·, h0)‖2

L2(W ).

Following the first part of the proof of Theorem F.1 with V K
i replaced by ρ(Yi, h0(Xi))G

−1/2
b bK(Wi)

and using Lemma F.4 yields

D̂K − ‖ΠKm(·, h0)‖2
L2(W ) = O

(
n−1
√
K + n−1/2

∥∥ΠKm(h0, ·)‖L2(W )

)
.

Moreover, we obtain using that ΠK is a projection on L2(W ):

‖ΠKm(·, h0)‖2
L2(W ) − ‖m(·, h0)‖2

L2(W )

= ‖ΠKm(·, h0)−m(·, h0)‖2
L2(W ) + 2〈ΠKm(·, h0)−m(·, h0),ΠKm(·, h0)〉L2(W )

= 3‖ΠKm(·, h0)−m(·, h0)‖2
L2(W )

= O(K−2γ/dw),

where the last bound is due to the sieve approximation rate imposed in Assumption 7.

G. U-statistics deviation results

We make use of the following exponential inequality established by Houdré and Reynaud-

Bouret [2003].

Lemma G.1 (Houdré and Reynaud-Bouret [2003]). Let Un be a degenerate U-statistic of

order 2 with kernel R based on a simple random sample Z1, . . . , Zn. Then there exists a
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generic constant C > 0, such that

Ph

(∣∣∣ ∑
1≤i<i′≤n

R(Zi, Zi′)
∣∣∣ ≥ C

(
Λ1

√
u+ Λ2u+ Λ3u

3/2 + Λ4u
2
))
≤ 6 exp(−u)

where

Λ2
1 =

n(n− 1)

2
E[R2(Z1, Z2)],

Λ2 = n sup
‖ν‖L2(Z)≤1,‖κ‖L2(Z)≤1

E[R(Z1, Z2)ν(Z1)κ(Z2)],

Λ3 =
√
n sup

z
|E[R2(Z1, z)]|,

Λ4 = sup
z1,z2

|R(z1, z2)|.

The next result provides upper bounds for the estimates Λ1, . . . ,Λ4 when the kernel

R coincides with R1 given in Appendix B. Also from Appendix B recall the definition

Zi = (Yi, Xi,Wi) and Mi = {|Yi−h0(Xi)| ≤Mn}. Recall that the kernel R1 is a symmetric

function satisfying E[R1(Z, z)] = 0 for all z.

Lemma G.2. Let Assumption 1 (ii) be satisfied. Given kernel R1 it holds under H0:

Λ2
1 ≤

n(n− 1)

2
v2
J , (G.1)

Λ2 ≤ 2σ2 n s−2
J , (G.2)

Λ3 ≤ σ2
√
nMn ζb,K s

−2
J , (G.3)

Λ4 ≤M2
nζ

2
b,Ks

−2
J . (G.4)

Proof. Proof of (G.1). Recall the notation V J
i = UiG

1/2AbK(W ) with Ui = Yi − h(Xi),

then we evaluate under H0:

Eh[R
2
1(Z1, S2)] ≤ Eh

∣∣∣U1b
K(W1)′A′GAbK(W2)U2

∣∣∣2
= Eh

[
U2bK(W )′A′GAEh

[
U2bK(W )bK(W )′

]
A′GAbK(W )

]
= Eh

[
(V J)′ Eh

[
V J(V J)′

]
V J
]

=
J∑

j,j′=1

Eh[VjVj′ ]
2 = v2

J .

Proof of (G.2). For any function ν and κ with ‖ν‖L2(Z) ≤ 1 and ‖κ‖L2(Z) ≤ 1, respectively,
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we obtain

|Eh[R1(Z1, Z2)ν(Z1)κ(Z2)]| ≤
∣∣∣E[U1Mb

K(W )′ν(Z)]A′GAEh[U1Mb
K(W )κ(Z)]

∣∣∣
+
∥∥G1/2AEh[U1Mb

K(W )]
∥∥2

≤‖G1/2AEh[U1Mb
K(W )κ(Z)]‖ ‖G1/2AEh[U1Mb

K(W )ν(Z)]‖

+
∥∥G1/2AEh[U1Mb

K(W )]
∥∥2

≤‖G1/2AG
1/2
b ‖

2
(√

E
[
|Eh[U1Mκ(Z)|W ]|2

]
×
√

Eh

[
|Eh[U1Mν(Z)|W ]|2

]
+ E

[
|Eh[U1M |W ]|2

])
.

Now observe E
[
|Eh[U1Mκ(Z)|W ]|2

]
≤ E

[
Eh[U

2|W ]κ2(Z)
]
≤ σ2 by Assumption 1 (ii) and

using that ‖κ‖L2(Z) ≤ 1, which yields the upper bound by using ‖G1/2AG
1/2
b ‖ = s−1

J .

Proof of (G.3). Observe that for any z = (u,w)

∣∣Eh[R
2
1(Z1, z)]

∣∣ ≤ Eh

∣∣∣U1{|U | ≤Mn}bK(W )′A′GAbK(w)u1{|u| ≤Mn}
∣∣∣2

≤ ‖G1/2AbK(w)u1{|u| ≤Mn}‖2 Eh ‖G1/2AbK(W )U‖2

≤ σ2M2
n ζ

2
b,K ‖G1/2AG

1/2
b ‖

4,

again by using Assumption 1 (ii) and hence the upper bound (G.3) follows.

Proof of (G.4). Observe that for any z1 = (u1, w1) and z2 = (u2, w2) we get

∣∣R1(s1, s2)
∣∣ ≤ ∣∣∣u11{|u1| ≤Mn}bK(w1)′A′GAbK(w2)u21{|u2| ≤Mn}

∣∣∣
≤ sup

u,w

∥∥G1/2AbK(w)u1{|u| ≤Mn}
∥∥2 ≤M2

nζ
2
b,K‖G1/2AG

1/2
b ‖

2,

which completes the proof.
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