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Abstract

This paper studies large deviation properties of the generalized method of moments
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1 Introduction

This paper studies large deviation properties of the generalized method of moments (GMM) and

generalized empirical likelihood (GEL) estimators for moment restriction models. Since Hansen

(1982), there have been numerous empirical applications and theoretical studies on the GMM

and related methods. If the model is just-identified, we can apply the conventional method of

moments estimator. The large deviation properties of this estimator have been studied elsewhere

(e.g., Jensen and Wood (1998) and Inglot and Kallenberg (2003)). If the model is over-identified,

the method of moments is not directly applicable. Instead the GMM (Hansen (1982)) or GEL

(Smith (1997) and Newey and Smith (2004)) should be applied. Special cases of GEL include

empirical likelihood (Qin and Lawless (1994)), continuous updating GMM (Hansen, Heaton and

Yaron (1996)), and exponential tilting (Kitamura and Stutzer (1997) and Imbens, Spady and

Johnson (1998)).1 In contrast with the literature on the method of moments estimator, and to

the best of our knowledge, there is no theoretical work on the large deviation properties of the

GMM and GEL estimators for the over-identified case.2

The purpose of this paper is to derive some regularity conditions that guarantee exponentially

small large deviation error probabilities for the GMM and GEL estimators both when the model

is correctly specified (we refer to this case as the model assumption) and also when there exist

local deviations or contaminations from the model assumption. The first setup serves as a

benchmark. The second setup is useful to evaluate robustness of the estimators under local
1See Kitamura (2007) for a review.
2Kitamura and Otsu (2006) proposed a large deviation minimax optimal estimator for moment restriction

models, which is different from the existing GMM or GEL estimator. Our focus is on the large deviation

properties of the conventional GMM and GEL estimators.
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misspecification. It should be noted that although our large deviation results are extensions of

the previous results on the method of moments estimator to the over-identified case, theoretical

arguments for these extensions are not trivial because (i) the GMM estimator is defined as a

minimizer of some quadratic form in the sample mean of the moment function; (ii) the objective

function of the two-step GMM estimator contains the first-step estimator; and (iii) the GEL

estimator is defined as a minimax solution of the GEL criterion function. Existing technical

tools to analyze large deviation estimation errors are not directly applicable to these estimators.

Finally, although our large deviation results are important in their own right, they can be

employed as a building block for more detailed estimation error analysis. For example, Otsu

(2009) used our large deviation results to derive moderate deviation rate functions for the GMM

and GEL estimators.

2 Main Results

Suppose we observe a random sample (X1n, . . . , Xnn) with support X ⊆ Rdx and wish to estimate

a vector of unknown parameters θ0 ∈ Θ ⊆ Rdθ defined by moment restrictions

E [g (X, θ0)] =

ˆ
g (x, θ0) dP (x) = 0, (1)

where g : X × Θ → Rdg is a vector of measurable functions with dg ≥ dθ. Although our results

apply to the just-identified case (i.e., dg = dθ), we focus on the over-identified case (i.e., dg > dθ).

Let ĝ (θ) = 1
n

∑n
i=1 g (Xin, θ). We consider the following point estimators for θ0:

• GMM estimator: θ̂1 = arg minθ∈Θ ĝ (θ)′Wnĝ (θ) with some weight matrix Wn,

• Two-step GMM estimator: θ̂2 = arg minθ∈Θ ĝ (θ)′ Ω̂−1ĝ (θ) with Ω̂ = 1
n

∑n
i=1 g

(
Xin, θ̂1

)
g
(
Xin, θ̂1

)′
,
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• GEL estimator: θ̂3 = arg minθ∈Θ maxλ∈Λ

∑n
i=1 ρ (λ′g (Xin, θ)) for some ρ (·).3

This paper studies large deviation properties of these estimators under the model assumption

(1) or local deviations from the model assumption. More specifically, we consider the following

data generating measure on the triangular array {(X1n, . . . , Xnn)}n∈N.

Assumption P. (i) For each n ∈ N, (X1n, . . . , Xnn) is an i.i.d. sample from the measure Pn

with the density dPn
dP

= 1+anAn (x) with respect to P for some an → 0 and An : X→ R satisfying

supn∈N supx∈X |An (x)| <∞ and
´
An (x) dP (x) = 0.

(ii) There exists a unique solution θ0 ∈ Θ for the moment restrictions
´
g (x, θ0) dP (x) = 0.

Hereafter the expectations under P and Pn are denoted by E [·] and En [·], respectively.

Assumption P, adapted from Inglot and Kallenberg (2003) to the moment restriction setup,

allows two cases for the data generating measure Pn: (a) model assumption (i.e., an = 0), where

the data are generated from Pn = P and the moment restrictions (1) are satisfied; and (b)

local contamination (i.e., an 6= 0), where the data are generated from Pn 6= P and the moment

restrictions may or may not be satisfied for n ∈ N even though Pn converges to P as n→∞.

The focus of this paper is on large deviation properties of the GMM and GEL estimators

under the model assumption and local contaminations. In particular, we investigate whether

these estimators have exponentially small estimation error probabilities for θ0. Exponentially

small probability events and estimation error probabilities are defined as follows.

Definition. (i) (ESP) A sequence of events (or subsets in Xn) {Bn}n∈N has exponentially

small probability under {Pn}n∈N (we say “Bn has ESP”) when (a) there exist C, c > 0 such that

3For example, ρ (v) = − (1 + v)
2
/2 (continuous updating GMM), ρ (v) = log (1− v) (empirical likelihood),

and ρ (v) = − exp (v) (exponential tilting).

4



Pn (Bn) ≤ Ce−cn for all n large enough; and (b) under the model assumption, Pn = P , there

exist C̃, c̃ > 0 such that P (Bn) ≤ C̃e−c̃n for all n ∈ N.

(ii) (ESEP) An estimator θ̂ for θ0 has exponentially small error probability (we say “ θ̂ has

ESEP”) when (a) the event
{∣∣∣θ̂ − θ0

∣∣∣ > ε
}

has ESP for each ε > 0; and (b) there exists C̄ > 0

such that the event
{∣∣∣θ̂ − θ0

∣∣∣ > ε or θ̂ is not unique
}

has ESP for each ε ∈
(
0, C̄

)
.

The following assumptions will imply that the GMM and GEL estimators have ESEP. Let

|A| = trace (A′A) be the Euclidean norm of a scalar, vector, or matrix A, int (B) be the interior

of a set B, “a.e.” mean “almost every”, ρ1 (v) = dρ(v)
dv

, and ρ2 (v) = d2ρ(v)
dv2 .

Assumption G1. (i) Θ is compact and θ0 ∈ int (Θ). There exist L : X → [0,∞) and

α, T1 > 0 such that |g (x, θ1)− g (x, θ2)| ≤ L (x) |θ1 − θ2|α for all θ1, θ2 ∈ Θ and a.e. x, and

E [exp (T1L (X))] <∞. For each θ ∈ Θ, there exists T2 > 0 satisfying E [exp (T2 |g (X, θ)|)] <∞.

(ii) There exist H : X → [0,∞), β, T3 > 0, and a neighborhood N around θ0 such that∣∣∣∂g(x,θ)∂θ′
− ∂g(x,θ0)

∂θ′

∣∣∣ ≤ H (x) |θ − θ0|β for all θ ∈ N and a.e. x, and E [exp (T3H (X))] <∞. There

exists T4 > 0 satisfying E
[
exp

(
T4

∣∣∣∂g(X,θ0)
∂θ′

∣∣∣)] <∞. E
[
∂g(X,θ0)
∂θ′

]
has the full column rank.

Assumption W. For each ε > 0, the event {|Wn −W | > ε} has ESP for some positive definite

symmetric matrix W .

Assumption G2. For each n ∈ N, there exist T5, T6, T7 > 0 such that E
[
exp

(
T5L (X)2)] <∞,

E [exp (T6L (X) |g (X, θ0)|)] <∞, and E
[
exp

(
T7

∣∣g (X, θ0) g (X, θ0)′
∣∣)] <∞. E

[
g (X, θ0) g (X, θ0)′

]
is positive definite.

Assumption G3. (i) ρ (v) is strictly concave and ρ1 (0) = ρ2 (0) = −1. Λ is compact and

0 ∈ int (Λ). For each θ ∈ Θ, λ̄ (θ) = arg maxλ∈ΛE [ρ (λ′g (X, θ))] belongs to int (Λ). g (x, θ) is

differentiable on Θ for a.e. x. There exists T8 > 0 satisfying E [exp (T8 |g (X, θ0)|)] < ∞. For
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each θ ∈ Θ, there exist T9 > 0 and neighborhoods Nθ and N ′λ̄(θ)
around θ and λ̄ (θ), respectively,

satisfying E
[
exp

(
T9 supϑ∈Nθ supλ∈N ′

λ̄(θ)

∣∣∣ρ1 (λ′g (X,ϑ)) ∂g(X,ϑ)
∂θ′

∣∣∣)] <∞.

(ii) There exist T10 > 0 and neighborhoods Nρ and N ′ρ around θ0 and 0, respectively, satisfy-

ing E
[
exp

(
T10 supθ∈Nρ supλ∈N ′

ρ

∣∣ρ2 (λ′g (X, θ)) g (X, θ) g (X, θ)′
∣∣)] < ∞. E

[
g (X, θ0) g (X, θ0)′

]
is positive definite.

Assumption G1 (i) restricts the global shape of the moment function g over the param-

eter space Θ. The Lipschitz-type condition on g is common in the literature (e.g. Jensen

and Wood (1998)) and is satisfied with α = 1 if g is differentiable on Θ for a.e. x and

E
[
T̃1 supθ∈Θ

∣∣∣∂g(x,θ)∂θ′

∣∣∣] < ∞ for some T̃1 > 0. The conditions for exponential moments are

typically required to control large deviation probabilities. Assumption G1 (ii), which controls

the local shape of the moment function around θ0, is required only to guarantee the uniqueness

of θ̂1. Assumption W, a high-level assumption on the weight matrix Wn, should be checked for

each choice of Wn. Assumption G2 is required only for the two-step GMM estimator θ̂2 to guar-

antee that Assumption W holds for Wn = Ω̂−1. Assumption G3 is used for the GEL estimator.

Assumption G3 (i) replaces Assumption G1 (i). The conditions on the GEL criterion function

ρ are satisfied by the examples listed in Section 2. Although technical arguments become more

complicated, the compactness assumption on Λ may be avoided by adding an assumption similar

to the one used by Inglot and Kallenberg (2003, Assumption (R2’)) which controls the global

behavior of the objective function outside some compact set for λ. The last condition in As-

sumption G3 (i), which corresponds to the condition for L (X) in Assumption G1 (i), restricts

the slope of the GEL objective function with respect to θ. This condition needs to be checked for

each choice of ρ. Assumption G3 (ii) contains additional assumptions to guarantee the unique-

ness of the GEL estimator θ̂3. This assumption restricts the local curvature of the GEL objective
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function with respect to λ in a neighborhood of 0.

Based on these assumptions, our main theorem is presented as follows.

Theorem. (i) Under Assumptions P, G1, and W, the GMM estimator θ̂1 has ESEP.

(ii) Under Assumptions P, G1, W, and G2, the two-step GMM estimator θ̂2 has ESEP.

(iii) Under Assumptions P, G1 (ii), and G3, the GEL estimator θ̂3 has ESEP.

Remarks: 1. Based on Definition (ii), this theorem says that (a) under the model as-

sumption the error probabilities of the GMM and GEL estimators are exponentially small for

all sample sizes, and under local contaminations the convergence rates of the estimation error

probabilities to zero are exponentially fast; and (b) the probabilities for multiple solutions of the

GMM and GEL minimization problems are also exponentially small. If one wants to guarantee

only Definition (ii)-(a), Assumptions G1 (ii) and G3 (ii) are unnecessary.

2. For the GMM estimator θ̂1 (i.e., Part (i) of this theorem), Definition (ii)-(a) is shown by

verifying conditions for a general lemma to establish the ESEP property for extremum estimators

(Lemma A.2 below). Lemma A.2 is a modification of general consistency theorems for extremum

estimators (e.g., Newey and McFadden (1994, Theorem 3.1)) to our large deviation context, and

thus can be applied to other contexts. On the other hand, for the GEL estimator θ̂3 (i.e., Part

(iii) of this theorem), the minimax form of the estimator prevents us from applying directly the

general lemma. Thus, we followed the proof strategy of Newey and Smith (2004, Theorem 3.1),

which effectively utilized the minimax form of the estimator. Part (ii) of this theorem is shown

by verifying that the optimal weight Ω̂−1 satisfies Assumption W.

3. Although this theorem is important in its own right, it can be used as a building block

for more detailed estimation error analysis, such as formal derivations of the large deviation rate

functions for the GMM and GEL estimators. To this end, we need to derive not only concrete
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forms of the constants in the definition of ESEP, but also lower bounds for the large deviation

error probabilities (we conjecture that the lower bounds will be characterized by the Kullback-

Leibler divergence between P and the set of measures satisfying the moment restrictions). Otsu

(2009) used the above theorem to derive moderate deviation rate functions for the GMM and

GEL estimators.

A Mathematical Appendix

We repeatedly use the following lemma to show that events associated with means have ESP.

Lemma A.1. Let f : X → R be a measurable function. Suppose that Assumption P (i) holds

and there exists T > 0 satisfying E [exp (Tf (X))] < ∞. Then the event
{

1
n

∑n
i=1 f (Xin) > z

}
has ESP for each z ∈ (E [f (X)] ,∞).

Proof. Pick any n ∈ N and z ∈ (E [f (X)] ,∞). Let M (t) = E [exp {t (f (X)− z)}]. Since

M (0) = 1, dM(t)
dt

∣∣∣
t=0

= E [f (X)]− z < 0, and M (t) is continuous at each t ∈ [0, T ], there exists

t∗ = arg mint∈[0,T ] M (t) with M (t∗) < 1. The Markov inequality and Assumption P (i) imply

Pn

(
1

n

n∑
i=1

f (Xin) > z

)
≤ (En [exp {t∗ (f (Xin)− z)}])n ≤ {(1 + CAan)M (t∗)}n ,

where CA = supn∈N supx∈X |An (x)| <∞. Since an → 0 andM (t∗) < 1, it holds (1 + CAan)M (t∗) <

1 for all n large enough. Thus Definition (i)-(a) is satisfied. The same argument with setting

an = 0 guarantees Definition (i)-(b). �

The next lemma, an adaptation of Newey and McFadden (1994, Theorem 3.1), provides

conditions where an extremum estimator θ̂ = arg minθ∈ΘQn (θ) has ESEP.
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Lemma A.2. Suppose that (i) Θ is compact; (ii) the event {supθ∈Θ |Qn (θ)−Q0 (θ)| > ε1} has

ESP for each ε1 > 0; (iii) the limiting objective function Q0 (θ) is continuous at each θ ∈ Θ and

is uniquely minimized at θ0 ∈ Θ. Then the event
{∣∣∣θ̂ − θ0

∣∣∣ > ε
}

has ESP for each ε > 0.

Proof. Pick any n ∈ N and ε > 0. Let δ = infθ∈Θ,|θ−θ0|≥εQ0 (θ)−Q0 (θ0) > 0 (by conditions

(i) and (iii)). Set inclusion relations imply

Pn

(∣∣∣θ̂ − θ0

∣∣∣ > ε
)
≤ Pn

(
Q0

(
θ̂
)
≥ Q0 (θ0) + δ

)
≤ Pn

(
Q0

(
θ̂
)
≥ Q0 (θ0) + δ, sup

θ∈Θ
|Qn (θ)−Q0 (θ)| ≤ δ

3

)
+ Pn

(
sup
θ∈Θ
|Qn (θ)−Q0 (θ)| > δ

3

)
.

Since the first term is dominated by Pn
(
Qn

(
θ̂
)
≥ Qn (θ0) + δ

3

)
= 0, condition (ii) implies the

conclusion. �

Hereafter, let xn = (x1n, . . . , xnn), Ĝ (θ) = 1
n

∑n
i=1

∂g(Xin,θ)
∂θ′

, L̂ = 1
n

∑n
i=1 L (Xin), Ĥ =

1
n

∑n
i=1H (Xin), G = E

[
∂g(X,θ0)
∂θ′

]
, and Ω = E

[
g (X, θ0) g (X, θ0)′

]
.

Proof of Theorem. Proof of (i). Verification of Definition (ii)-(a). To this end, we

check the conditions of Lemma A.2 withQn (θ) = ĝ (θ)′Wnĝ (θ) andQ0 (θ) = E [g (X, θ)]′WE [g (X, θ)].

From Assumptions P (ii), G1 (i), and W, condition (iii) of Lemma A.2 is satisfied. Since Θ is

compact, it remains to check condition (ii) of Lemma A.2. Now pick any ε > 0 and n ∈ N. Since

the compact set Θ is covered by a finite sequence of balls {Θj}Jj=1 with radius cε > 0 and centers

{θj}Jj=1, the triangle inequality yields

sup
θ∈Θ
|Qn (θ)−Q0 (θ)|

≤ max
1≤j≤J

sup
θ∈Θj

|Qn (θ)−Qn (θj)|+ max
1≤j≤J

|Qn (θj)−Q0 (θj)|+ max
1≤j≤J

sup
θ∈Θj

|Q0 (θj)−Q0 (θ)|

= max
1≤j≤J

T1j + max
1≤j≤J

T2j + max
1≤j≤J

T3j,
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where T1j, T2j, and T3j are implicitly defined. Define the event

B1n =

{
max

1≤j≤J
|ĝ (θj)− E [g (X, θj)]| ≤ cε, |Wn −W | ≤ cε, L̂ ≤ E [L (X)] + 1

}
.

From the triangle inequality and Assumptions G1 (i) and W, there exist C1, C2 > 0 such that

T1j ≤ sup
θ∈Θj

∣∣(ĝ (θ)− ĝ (θj))
′Wn (ĝ (θ)− ĝ (θj))

∣∣+ sup
θ∈Θj

∣∣ĝ (θj)
′Wn (ĝ (θ)− ĝ (θj))

∣∣ ≤ C1

(
c2α
ε + cαε

)
,

T2j ≤
∣∣(ĝ (θj)− E [g (X, θj)])

′Wn (ĝ (θj)− E [g (X, θj)])
∣∣+ 2

∣∣E [g (X, θj)]
′Wn (ĝ (θj)− E [g (X, θj)])

∣∣
+
∣∣E [g (X, θj)]

′ (Wn −W )E [g (X, θj)]
∣∣ ≤ C2

(
c2
ε + 3cε

)
,

for a.e. xn ∈ B1n and all j = 1, . . . , J . Similarly, we obtain T3j ≤ C3 (c2α
ε + cαε ) for some C3 > 0.

By choosing cε small enough to satisfy C1 (c2α
ε + cαε )+C2 (c2

ε + 3cε)+C3 (c2α
ε + cαε ) < ε, we obtain

Pn ({supθ∈Θ |Qn (θ)−Q0 (θ)| > ε} ∩B1n) = 0, which implies Pn (supθ∈Θ |Qn (θ)−Q0 (θ)| > ε) ≤

Pn (Bc
1n). Since Bc

1n has ESP from Assumption W and Lemma A.1 (setting f (x) = L (x) and

±gl (x, θj) for l = 1, . . . , dg and j = 1, . . . , J), condition (ii) of Lemma A.2 is satisfied.

Verification of Definition (ii)-(b). Pick any n ∈ N. LetB2n =
{

infθ∈Θ,|θ−θ0|>εQn (θ) > Qn (θ0)
}

andB3n =
{
|ĝ (θ0)| ≤ ε,

∣∣∣Ĝ (θ0)−G
∣∣∣ ≤ ε, |Wn −W | ≤ ε, L̂ ≤ E [L (X)] + 1, Ĥ ≤ E [H (X)] + 1

}
for ε > 0. By a similar argument to the proof of Lemma A.2, we see that Bc

2n has ESP for each

ε > 0. Also, by Assumption W and Lemma A.1, Bc
3n has ESP for each ε > 0. Therefore,

it is sufficient for the conclusion to show that there exists C̄1 > 0 such that B2n ∩ B3n ⊆{∣∣∣θ̂1 − θ0

∣∣∣ ≤ ε and θ̂1 is unique
}

for all ε ∈
(
0, C̄1

)
. Since θ0 ∈ int (Θ), we can find C̄ ′1 > 0

such that {θ ∈ Θ : |θ − θ0| ≤ ε} ⊂ int (Θ) for all ε ∈
(
0, C̄ ′1

)
. Note that for each ε ∈

(
0, C̄ ′1

)
and a.e. xn ∈ B2n, there exists a minimum θ̂1 which solves the first-order condition Sn (θ) =

Ĝ (θ)′Wnĝ (θ) = 0 with respect to θ. Thus, it is sufficient to show that there exists C̄1 ∈
(
0, C̄ ′1

)
satisfying B2n ∩B3n ⊆ {Sn (θ) is one-to-one in {θ ∈ Θ : |θ − θ0| ≤ ε}} for all ε ∈

(
0, C̄1

)
.
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Now, pick any ε ∈
(
0, C̄ ′1

)
and then pick any θ and ϑ 6= 0 to satisfy θ, θ+ϑ ∈ {θ ∈ N : |θ − θ0| ≤ ε},

where N appears in Assumption G1 (ii). By the triangle inequality,

|Sn (θ + ϑ)− Sn (θ)|

≥ |G′WGϑ| −
∣∣∣Ĝ (θ0)′WnĜ (θ0)ϑ−G′WGϑ

∣∣∣− ∣∣∣Sn (θ + ϑ)− Sn (θ)− Ĝ (θ0)′WnĜ (θ0)ϑ
∣∣∣

= |G′WGϑ| − |A1| − |A2| ,

where A1 and A2 are implicitly defined. For a.e. xn ∈ B2n, there exists C1 > 0 such that

|A1| ≤ C1ε. By Taylor expansions and Assumptions G1 (ii) and W,

|A2| ≤
∣∣∣∣(Ĝ (θ + ϑ)− Ĝ (θ)

)′
Wnĝ (θ0)

∣∣∣∣+

∣∣∣∣(Ĝ (θ + ϑ)− Ĝ (θ)
)′
WnĜ

(
θ̃
)∣∣∣∣ |θ − θ0|

+
∣∣∣Ĝ (θ + ϑ)′WnĜ

(
θ + ϑ̃

)
− Ĝ (θ0)′WnĜ (θ0)

∣∣∣ |ϑ| ≤ C2

(
ε+ εβ

)
,

for some C2 > 0, where θ̃ is a point on the line joining θ and θ0, and ϑ̃ is a point on the line

joining ϑ and 0. Combining these results with |G′WGϑ| > 0 (because G has the full column

rank and W is positive definite), for a.e. xn ∈ B2n ∩ B3n we can find a constant C̄1 ∈
(
0, C̄ ′1

)
such that {θ ∈ Θ : |θ − θ0| ≤ ε} ⊆ N and |Sn (θ + ϑ)− Sn (θ)| > 0 for all ε ∈

(
0, C̄1

)
, which

implies Definition (ii)-(b). �

Proof of (ii). Omitted. It is obtained by showing that Ω̂−1 satisfies Assumption W. A

detailed proof is available from the author upon request. �

Proof of (iii). Verification of Definition (ii)-(a). Let P̂ (λ, θ) = 1
n

∑n
i=1 ρ (λ′g (Xin, θ))

and λ̂ (θ) = arg maxλ∈Λ P̂ (λ, θ). We first derive some properties of λ̂ (θ). Pick any n ∈ N

and θ ∈ Θ. Also pick ε > 0 small enough to satisfy
{
λ :
∣∣λ− λ̄ (θ)

∣∣ ≤ ε
}
⊂ Λ. Define the

event BR1n (θ) =
{

supλ∈Λ,|λ−λ̄(θ)|>ε P̂ (λ, θ) < P̂
(
λ̄ (θ) , θ

)}
. By applying Inglot and Kallenberg

(2003, Theorem 2.1), BRc
1n (θ) has ESP. Since ρ (·) is strictly concave, the maximizer λ̂ (θ) exists

uniquely and satisfies
∣∣∣λ̂ (θ)− λ̄ (θ)

∣∣∣ ≤ ε for a.e. xn ∈ BR1n (θ).
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Now define Qρn (θ) = supλ∈Λ P̂ (λ, θ) and B4n =
{

infθ∈Θ,|θ−θ0|>εQρn (θ) > Qρn (θ0)
}
. Pick

any ε > 0 and n ∈ N again. Using a finite cover of {θ ∈ Θ : |θ − θ0| > ε} by a sequence of balls

{Θj}Jj=1 with centers {θj}Jj=1 and radius cε, a set inclusion relation implies

inf
θ∈Θ,|θ−θ0|>ε

Qρn (θ) ≥ min
1≤j≤J

inf
θ∈Θj ,|θ−θ0|>ε

{
P̂
(
λ̂ (θj) , θ

)
− P̂

(
λ̂ (θj) , θj

)}
+ P̂

(
λ̂ (θj) , θj

)
.

Let ρg1ij = supθ∈Nθj
supλ∈N ′

λ̄(θj)

∣∣∣ρ1 (λ′g (Xin, θ))
∂g(Xin,θ)

∂θ′

∣∣∣ andBR2n =
{

1
n

∑n
i=1 ρ

g
1ij ≤ E

[
ρg1ij
]

+ 1
}
.

For a.e. xn ∈ BR1n (θj) ∩BR2n, an expansion around θ = θj yields

sup
θ∈Θj ,|θ−θ0|>ε

∣∣∣P̂ (λ̂ (θj) , θ
)
− P̂

(
λ̂ (θj) , θj

)∣∣∣ ≤ C1cε,

for some C1 > 0. Also, for a.e. xn ∈ BR1n (θj), λ̂ (θj) uniquely maximizes P̂ (λ, θj) with respect

to λ ∈ Λ, i.e., δ = P̂
(
λ̂ (θj) , θj

)
− ρ (0) > 0. On the other hand, for a.e. xn ∈ BR1n (θ0),

Qρn (θ0) = ρ (0)− λ̂ (θ0)′ ĝ (θ0) +
1

2
λ̂ (θ0)′

[
1

n

n∑
i=1

ρ2

(
λ̃′g (Xin, θ0)

)
g (Xin, θ0) g (Xin, θ0)′

]
λ̂ (θ0)

≤ ρ (0) + C2 |ĝ (θ0)| .

for some C2 > 0, where λ̃ is a point on the line joining λ̂ (θ0) and 0, the equality follows

from an expansion around λ̂ (θ0) = 0, and the inequality follows from the concavity of ρ and∣∣∣λ̂ (θ0)− λ̄ (θ0)
∣∣∣ ≤ ε for a.e. xn ∈ BR1n (θ0). Combining these results and choosing cε small

enough, there exists C3 > 0 such that |ĝ (θ0)| ≥ C3 for a.e. xn ∈ Bc
4n∩
(
∩Jj=1BR1n (θj) ∩BR1n (θ0)

)
∩

BR2n. Thus, Lemma A.1 implies that Bc
4n∩

(
∩Jj=1BR1n (θj) ∩BR1n (θ0)

)
∩BR2n has ESP. Since

BRc
1n (θ0) and BRc

1n (θj) (j = 1, . . . , J) have ESP by Inglot and Kallenberg (2003, Theorem 2.1)

and BRc
2n has ESP by Lemma A.1, Bc

4n has ESP, which implies Definition (ii)-(a).

Verification of Definition (ii)-(b). Let ρg1i = supθ∈Nρ supλ∈N ′
ρ

∣∣∣ρ1 (λ′g (Xin, θ))
∂g(Xin,θ)

∂θ′

∣∣∣,
ρg2i = supθ∈Nρ supλ∈N ′

ρ

∣∣ρ2 (λ′g (Xin, θ)) g (Xin, θ) g (Xin, θ)
′∣∣, and

B5n = B4n ∩BR1n (θ0) ∩


∣∣∣Ĝ (θ0)−G

∣∣∣ ≤ ε, Ĥ ≤ E [H (X)] + 1,

1
n

∑n
i=1 ρ

g
1i ≤ E [ρg1i] + 1, 1

n

∑n
i=1 ρ

g
2i ≤ E [ρg2i] + 1

 .
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Pick any n ∈ N. Since we have already seen that Bc
4n has ESP, it is sufficient to show that there

exists C̄2 > 0 satisfying B5n ⊆
{∣∣∣θ̂3 − θ0

∣∣∣ ≤ ε and θ̂3 is unique
}
for all ε ∈

(
0, C̄2

)
. Observe that:

(a) by the strict concavity of ρ (v) and compactness of Λ (Assumption G3 (i)), the maximum

theorem implies that the maximizer λ̂ (θ) is continuous in θ ∈ Nρ, and (b) Assumptions P (ii) and

G3 (i) guarantee that λ̄ (θ0) = 0 ∈ int (Λ) and
∣∣∣λ̂ (θ0)− λ̄ (θ0)

∣∣∣ =
∣∣∣λ̂ (θ0)

∣∣∣ ≤ ε for a.e. xn ∈ B5n

(by Inglot and Kallenberg (2003, Theorem 2.1)). Thus, for a.e. xn ∈ B5n, we can pick a constant

C̄ ′2 > 0 such that for each ε ∈
(
0, C̄ ′2

)
,
∣∣∣λ̂ (θ)

∣∣∣ ≤ ∣∣∣λ̂ (θ)− λ̂ (θ0)
∣∣∣+
∣∣∣λ̂ (θ0)

∣∣∣ ≤ C1ε for some C1 > 0

and all θ ∈ {θ ∈ Nρ : |θ − θ0| ≤ ε}. On the other hand, from θ0 ∈ int (Θ), we can find a constant

C̄ ′′2 > 0 such that {θ ∈ Nρ : |θ − θ0| ≤ ε} ⊂ int (Θ) for all ε ∈
(
0, C̄ ′′2

)
. Combining these results,

for each ε ∈
(
0,min

{
C̄ ′2, C̄

′′
2

})
and a.e. xn ∈ B5n, there exists a minimum θ̂3 which solves the

first-order condition Sρn (θ) = 1
n

∑n
i=1 ρ1

(
λ̂ (θ)′ g (Xin, θ)

)(
∂g(Xin,θ)

∂θ′

)′
λ̂ (θ) = 0 with respect to

θ. Thus, it is sufficient for the conclusion to show that there exists C̄2 ∈
(
0,min

{
C̄ ′2, C̄

′′
2

})
satisfying B5n ⊆ {Sρn (θ) is one-to-one in {θ ∈ Θ : |θ − θ0| ≤ ε}} for all ε ∈

(
0, C̄3

)
.

Now, pick any ε ∈
(
0,min

{
C̄ ′2, C̄

′′
2

})
and then pick any θ and ϑ 6= 0 to satisfy θ, θ + ϑ ∈

{θ ∈ Nρ : |θ − θ0| ≤ ε}. Since G′Ω−1G is positive definite (Assumption G3 (ii)) and

|Sρn (θ + ϑ)− Sρn (θ)| ≥ |G′Ω−1Gϑ| − |Sρn (θ + ϑ)− Sρn (θ) +G′Ω−1Gϑ|, it is sufficient to show

that |Sρn (θ + ϑ)− Sρn (θ) +G′Ω−1Gϑ| ≤ C2ε for some C2 > 0. Observe that

∣∣Sρn (θ + ϑ)− Sρn (θ) +G′Ω−1Gϑ
∣∣

≤

∣∣∣∣∣ 1n
n∑
i=1

ρ1

(
λ̂ (θ + ϑ)′ g (Xin, θ + ϑ)

)(∂g (Xin, θ + ϑ)

∂θ′

)′ (
λ̂ (θ + ϑ)− λ̂ (θ)

)
+G′Ω−1Gϑ

∣∣∣∣∣
+
∣∣∣λ̂ (θ)

∣∣∣ ∣∣∣∣∣ 1n
n∑
i=1

ρ1

(
λ̂ (θ + ϑ)′ g (Xin, θ + ϑ)

) ∂g (Xin, θ + ϑ)

∂θ′

∣∣∣∣∣
+
∣∣∣λ̂ (θ)

∣∣∣ ∣∣∣∣∣ 1n
n∑
i=1

ρ1

(
λ̂ (θ)′ g (Xin, θ)

) ∂g (Xin, θ)

∂θ′

∣∣∣∣∣ = A1 + A2 + A3,

where A1, A2, and A3 are implicitly defined. Note that there exists C3 > 0 such that A2 +A3 ≤

13



C3ε for a.e. xn ∈ B5n. Also for a.e. xn ∈ B5n, the triangle inequality implies that

A1 ≤

∣∣∣∣∣ 1n
n∑
i=1

ρ1

(
λ̂ (θ + ϑ)′ g (Xin, θ + ϑ)

)(∂g (Xin, θ + ϑ)

∂θ′

)′
+G′

∣∣∣∣∣ ∣∣∣λ̂ (θ + ϑ)− λ̂ (θ)
∣∣∣

+
∣∣∣G′ (λ̂ (θ + ϑ)− λ̂ (θ)

)
+G′Ω−1Gϑ

∣∣∣ ≤ |G| ∣∣∣λ̂ (θ + ϑ)− λ̂ (θ) + Ω−1Gϑ
∣∣∣+ C4ε,

for some C4 > 0. On the other hand, for a.e. xn ∈ B5n, λ̂ (θ) is an interior solution and satisfies

the first-order condition, which is expanded as

0 = −ĝ (θ)− Ωλ̂ (θ) +

{
Ω +

1

n

n∑
i=1

ρ2

(
λ̃′g (Xin, θ)

)
g (Xin, θ) g (Xin, θ)

′

}
λ̂ (θ)

with a point λ̃ on the line joining λ̂ (θ) and 0. We can obtain a similar expansion for λ̂ (θ + ϑ).

Thus, by an expansion around ϑ = 0, there exist C5, C6, C7 > 0 such that

∣∣∣λ̂ (θ + ϑ)− λ̂ (θ) + Ω−1Gϑ
∣∣∣

≤
∣∣−Ω−1 {ĝ (θ + ϑ)− ĝ (θ)}+ Ω−1Gϑ

∣∣+ C5ε ≤
∣∣Ω−1

∣∣ ∣∣∣−Ĝ(θ + ϑ̃
)

+G
∣∣∣ |ϑ|+ C5ε

≤ C6

{∣∣∣−Ĝ (θ0) +G
∣∣∣+
∣∣∣Ĥ∣∣∣ εβ + ε

}
≤ C7

(
εβ + ε

)
,

for a.e. xn ∈ B5n, where ϑ̃ is a point on the line joining ϑ and 0. Combining these results, we

verify Definition (ii)-(b). �
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