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#### Abstract

This paper analyzes the finite-sample and asymptotic properties of several bootstrap and $m$ out of $n$ bootstrap methods for constructing confidence interval (CI) endpoints in models defined by moment inequalities. In particular, we consider using these methods directly to construct CI endpoints. By considering two very simple models, the paper shows that neither the bootstrap nor the $m$ out of $n$ bootstrap is valid in finite samples or in a uniform asymptotic sense in general when applied directly to construct CI endpoints.

In contrast, other results in the literature show that other ways of applying the bootstrap, $m$ out of $n$ bootstrap, and subsampling do lead to uniformly asymptotically valid confidence sets in moment inequality models. Thus, the uniform asymptotic validity of resampling methods in moment inequality models depends on the way in which the resampling methods are employed.
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## 1 Introduction

This paper considers confidence intervals (CIs) for partially-identified parameters defined by moment inequalities. The paper investigates the properties of the bootstrap and the $m$ out of $n$ bootstrap applied directly to CI endpoints. (Here, $m$ is the bootstrap sample size and $n$ is the original sample size.) By "applied directly to CI endpoints," we mean that one takes the CI upper endpoint to be the upper bound of the estimated set based on the original sample plus a (recentered and rescaled) sample quantile of the upper bounds of the estimated sets from a collection of bootstrap or $m$ out of $n$ bootstrap samples and analogously for the CI lower endpoint. We note that the $m$ out of $n$ bootstrap has been suggested in the literature as an alternative to the bootstrap in cases in which the bootstrap does not work properly.
"Backward" and "forward" bootstrap and $m$ out of $n$ bootstrap CIs are considered. (These are defined below.) Both finite-sample and asymptotic coverage probabilities and sizes of the CIs are obtained. In fact, one of the novelties of the paper is the determination of exact finite-sample coverage probabilities and sizes for some bootstrap and $m$ out of $n$ bootstrap procedures.

The results show that neither the bootstrap nor the $m$ out of $n$ bootstrap is asymptotically valid in a uniform sense in general when applied directly to CI endpoints. These results are obtained by considering the parametric bootstrap in two particular models. These two models each have normally distributed observations, a scalar parameter $\theta$, and two moment inequalities. The two models are selected to exhibit the two common features of moment inequality models that cause difficulties for inference.

The first model exhibits a redundant, but not irrelevant, moment inequality. The model has two moment inequalities, only one of which is binding in the population, but either of which may be binding in the sample due to random fluctuations. The second model exhibits the possibility of random "reversals" of moment inequalities. The model has two moment inequalities that bound a parameter from below and above such that the identified set is a proper interval. But the length of the identified set is sufficiently short relative to the variability in the moment inequalities that there is a non-negligible probability that the estimated set is a singleton. The estimated set is a singleton when the lower bound from one moment inequality is larger than the upper bound from another moment inequality, which is referred to as a "reversal" of the moment inequalities. Redundant but not irrelevant moment inequalities and reversals of moment inequalities are common features of moment inequality models, e.g., see Andrews, Berry, and Jia (2004) and Pakes, Porter, Ishii, and Ho (2004).

The paper shows that the finite-sample and asymptotic coverage probabilities and sizes of the bootstrap and $m$ out of $n$ bootstrap CIs can be far from their nominal levels in these two models. ${ }^{1}$ For example, in the first model, the nominal .95 "backward" bootstrap CI has finite-sample confidence size equal (up to simulation error) to .00 for all $n$. Similarly, the nominal $.95 m$ out of $n$ "backward" bootstrap

[^0]has finite-sample confidence size equal to .00 when $m / n=.01, .05$, or .10 for all $n$. It has asymptotic size .00 when $m / n \rightarrow 0$ as $n \rightarrow \infty$. In the second model, the nominal .95 "forward" bootstrap CI has finite-sample confidence size equal (up to simulation error) to .51 for all $n$. Similarly, the nominal $.95 m$ out of $n$ "forward" bootstrap has finite-sample confidence size equal to .51 when $m / n=.01, .05$, or .10 for all $n$. It has asymptotic size .50 when $m / n \rightarrow 0$ as $n \rightarrow \infty$.

The failure of the bootstrap in these models is due to the non-differentiability of the statistics of interest as a function of the underlying sample moments. See Shao (1994) for further discussion. The failure of the $m$ out of $n$ bootstrap is due to the discontinuity of the asymptotic distribution of the statistics of interest as a function of the parameters. See Andrews and Guggenberger (2005a) for further discussion.

Obviously, if a method fails to deliver desirable finite-sample and asymptotic properties in the two models considered in the paper, it cannot do so in general. Hence, the results of this paper show that the bootstrap and $m$ out of $n$ bootstrap applied directly to CI endpoints cannot be relied upon to give valid inference in general.

As stated above, the results given here are for the parametric bootstrap and the $m$ out of $n$ parametric bootstrap. The asymptotic properties of the nonparametric i.i.d. bootstrap and nonparametric i.i.d. $m$ out of $n$ bootstrap are the same as those of the parametric bootstrap, although we do not show this explicitly in the paper. Furthermore, asymptotic results for subsampling are the same as for the nonparametric i.i.d. $m$ out of $n$ bootstrap provided the subsample size $b$ equals $m$ and $m^{2} / n \rightarrow 0$ as $n \rightarrow \infty$, see Politis, Romano, and Wolf (1999, p. 48). Hence, the asymptotic results of this paper for the $m$ out of $n$ bootstrap also should apply to subsampling methods. Such results for subsampling could be established directly using the methods in Andrews and Guggenberger (2005a). For brevity, we do not do so here.

We emphasize that there are different ways of applying the bootstrap, $m$ out of $n$ bootstrap, and subsampling to moment inequality models. This paper addresses one way, viz., by applying such methods to CI endpoints directly. The paper shows that this does not yield asymptotically valid CIs in a uniform sense in general. On the other hand, if one follows the approach in Chernozhukov, Hong, and Tamer (2007) and one constructs confidence sets by inverting tests based on an Anderson-Rubintype test statistic, then subsampling and the $m$ out of $n$ bootstrap yield confidence sets that are asymptotically valid in a uniform sense for test statistics in a suitable class, see Andrews and Guggenberger (2008). Also see Romano and Shaikh (2008). Furthermore, confidence sets constructed by inverting tests based on an AndersonRubin test statistic can be coupled with a recentered bootstrap that is applied as part of a generalized moment selection (GMS) method for constructing critical values. Such bootstrapped-based confidence sets are asymptotically valid in a uniform sense, see Andrews and Soares (2007). Bugni (2007a,b) and Canay (2007) consider similar bootstrap-based confidence sets that are asymptotically valid in a uniform sense.

We now discuss additional related literature. There is a large literature on bootstrap inconsistency due to non-regularity of a model, see Efron (1979), Bickel and

Freedman (1981), Beran (1982, 1997), Babu (1984), Beran and Srivastava (1985), Athreya (1987), Romano (1988), Basawa et al. (1991), Putter and van Zwet (1996), Bretagnolle (1983), Deheuvels, Mason, and Shorack (1993), Dümbgen (1993), Sriram (1993), Athreya and Fukuchi (1994), Datta (1995), Bickel, Götze, and van Zwet (1997), and Andrews (2000).

When the bootstrap is not consistent, it is common in the literature to suggest using the $m$ out of $n$ bootstrap or subsampling as an alternative, see Bretagnolle (1983), Swanepoel (1986), Athreya (1987), Beran and Srivastava (1987), Shao and Wu (1989), Wu (1990), Eaton and Tyler (1991), Politis and Romano (1994), Shao (1994, 1996), Beran (1997), Bickel, Götze, and van Zwet (1997), Andrews (1999, 2000), Politis, Romano, and Wolf (1999), Romano and Wolf (2001), Guggenberger and Wolf (2004), Lehmann and Romano (2005), Romano and Shaikh (2005, 2008), and Chernozhukov, Hong, and Tamer (2007).

Potential problems with the $m$ out of $n$ bootstrap and subsampling are discussed in Dümbgen (1993), Beran (1997), Andrews (2000), Samworth (2003), Andrews and Guggenberger (2005a,b,c,d), and Mikusheva (2007).

The remainder of the paper is organized as follows. Section 2 introduces the general moment inequality model. Section 3 defines "forward" and "backward" bootstrap CIs based on bootstrapping CI endpoints. Section 4 does likewise for the $m$ out of $n$ bootstrap. Sections 5 and 6 treat two specific moment inequality models that are based on linear normally-distributed moment inequalities. These two sections provide finite-sample and asymptotic coverage probability and size results for bootstrap and $m$ out of $n$ bootstrap procedures in the two models considered.

## 2 Moment Inequality Model

The sample is $\left\{X_{i}: i \leq n\right\}$. The random variables $\left\{X_{i}: i \geq 1\right\}$ are assumed to be iid. We have some moment functions $m\left(X_{i}, \theta\right)\left(\in R^{k}\right)$ that depend on a parameter $\theta \in \Theta \subset R^{p}$. The true value of the parameter is $\theta_{0} \in \Theta$. The population moments satisfy

$$
\begin{equation*}
E_{\theta_{0}} m\left(X_{i}, \theta_{0}\right) \geq 0 \tag{2.1}
\end{equation*}
$$

element by element. We are interested in a real-valued smooth function $g(\theta)(\in R)$ of $\theta$.

Define the identified set of $\theta$ values that satisfy the population moment inequalities to be

$$
\begin{equation*}
\Theta_{0}=\left\{\theta \in \Theta: E_{\theta_{0}} m\left(X_{i}, \theta\right) \geq 0\right\} . \tag{2.2}
\end{equation*}
$$

The corresponding identified set of $g(\theta)$ values is $\left[g_{L 0}, g_{U 0}\right]$, where

$$
\begin{align*}
& g_{L 0}=\inf \left\{g(\theta): \theta \in \Theta_{0}\right\} \text { and } \\
& g_{U 0}=\sup \left\{g(\theta): \theta \in \Theta_{0}\right\} . \tag{2.3}
\end{align*}
$$

The object is to determine a random interval $\left[\widetilde{g}_{L n}, \widetilde{g}_{U n}\right]$ that contains either the true value $g\left(\theta_{0}\right)$ with probability $1-\alpha$ asymptotically or the identified interval [ $g_{L 0}, g_{U 0}$ ]
with probability $1-\alpha$ asymptotically for some $\alpha \in(0,1)$. We specify a plausible bootstrap procedure for doing this and show that it does not have the correct asymptotic coverage probability in very simple normal models with linear moment functions and a scalar parameter $\theta$. We show that using an $m$ out of $n$ version of the bootstrap does not solve the problem.

Define

$$
\begin{align*}
\bar{m}_{n}\left(X_{i}, \theta\right) & =n^{-1} \sum_{i=1}^{n} m\left(X_{i}, \theta\right), \\
Q_{n}(\theta) & =d\left(\sqrt{n} \cdot\left[\bar{m}_{n}\left(X_{i}, \theta\right)\right]_{-}\right), \\
{[x]_{-} } & =\min \{x, 0\}, \\
\widehat{\Theta}_{n} & =\left\{\theta \in \Theta: Q_{n}(\theta)=\inf _{\bar{\theta} \in \Theta} Q_{n}(\bar{\theta})\right\}, \\
\widehat{g}_{L n} & =\inf \left\{g(\theta): \theta \in \widehat{\Theta}_{n}\right\}, \text { and } \\
\widehat{g}_{U n} & =\sup \left\{g(\theta): \theta \in \widehat{\Theta}_{n}\right\}, \tag{2.4}
\end{align*}
$$

where $d(\cdot): R^{k} \rightarrow R$ is a non-negative distance function such as $d(x)=x^{\prime} x$ or $d(x)=\sum_{j=1}^{k}\left|x_{j}\right| .^{2}$ The quantities $\widehat{\Theta}_{n}, \widehat{g}_{L n}$, and $\widehat{g}_{U n}$ are estimators of $\Theta_{0}, g_{L 0}$, and $g_{U 0}$, respectively. ${ }^{3}$

## 3 Bootstrap for CI Endpoints

We now define a heuristic procedure for constructing the random interval $\left[\widetilde{g}_{L n}, \widetilde{g}_{U n}\right]$ based on the bootstrap. (Based on the results given below, we do not recommend that this procedure be used in practice.)

The bootstrap procedure is as follows. (i) Generate $B$ independent bootstrap samples $\left\{X_{i r}^{*}: i \leq n\right\}$ for $r=1, \ldots, B$ using some method of bootstrapping-as discussed further below. (ii) Compute $\widehat{g}_{L n r}^{*}$ and $\widehat{g}_{U n r}^{*}$ using the definitions of $\widehat{g}_{L n}$ and $\widehat{g}_{U n}$ in (2.4) with $\left\{X_{i r}^{*}: i \leq n\right\}$ in place of $\left\{X_{i}: i \leq n\right\}$ for $r=1, \ldots, B$. (iii) Compute the $\alpha / 2$ sample quantile of $\left\{g_{L n r}^{*}: r=1, \ldots, B\right\}$, call it $c_{L n B}^{* *}(\alpha / 2)$. (iv) Compute the $1-\alpha / 2$ sample quantile of $\left\{g_{U n r}^{*}: r=1, \ldots, B\right\}$, call it $c_{U n B}^{* *}(1-\alpha / 2)$. (v) Take the random interval $\left[\widetilde{g}_{L n}, \widetilde{g}_{U n}\right]$ to be

$$
\begin{equation*}
\left[\widetilde{g}_{L n}, \widetilde{g}_{U n}\right]=\left[c_{L n B}^{* *}(\alpha / 2), c_{U n B}^{* *}(1-\alpha / 2)\right] . \tag{3.1}
\end{equation*}
$$

The intuitive idea behind this interval is that the bootstrap quantities $g_{L n r}^{*}$ and $g_{U n r}^{*}$ for $r=1, \ldots, B$ behave like $B$ iid realizations of $\widehat{g}_{L n}$ and $\widehat{g}_{U n}$. Hence, the interval from the $\alpha / 2$ sample quantile of $g_{L n r}^{*}$ to the $1-\alpha / 2$ quantile of $g_{U n r}^{*}$ should include [ $g_{L 0}, g_{U 0}$ ] with probability $1-\alpha$. This intuition is not completely correct because it

[^1]ignores the issues of (i) proper centering of the bootstrap quantities and (ii) the nondifferentiability in the mapping between the sample moments and the estimators $\widehat{g}_{L n}$ and $\widehat{g}_{U n}$. In "regular" cases the first issue does not cause problems and the second issue does not arise. In the present case with moment inequalities, these issues cause problems.

In practice, one often is interested in a two-sided CI such as the one in (3.1). However, for simplicity, we focus on a one-sided interval

$$
\begin{equation*}
\left(-\infty, \widetilde{g}_{U n}\right]=\left(-\infty, c_{U n B}^{* *}(1-\alpha)\right] \tag{3.2}
\end{equation*}
$$

where $\widetilde{g}_{U n}$ and $c_{U n B}^{* *}(1-\alpha)$ are defined as above.
The bootstrap that is employed to generate the bootstrap samples can be the usual iid nonparametric bootstrap (in which $\left\{X_{i r}^{*}: i \leq n\right\}$ are iid draws from the empirical distribution of $\left\{X_{i}: i \leq n\right\}$ ), a parametric bootstrap (if the distribution of the data is specified up to an unknown parameter), or an "asymptotic normal" bootstrap (in which $\left\{\bar{m}_{n}\left(X_{i r}^{*}, \theta\right): \theta \in \Theta\right\}$ for $r=1, \ldots, B$ are iid draws from a $k$ variate Gaussian process with mean $\bar{m}_{n}\left(X_{i}, \theta\right)$ and covariance function $C_{n}\left(\theta_{1}, \theta_{2}\right)=$ $\left.n^{-1} \sum_{i=1}^{n}\left(m\left(X_{i}, \theta_{1}\right)-\bar{m}_{n}\left(X_{i}, \theta_{1}\right)\right)\left(m\left(X_{i}, \theta_{2}\right)-\bar{m}_{n}\left(X_{i}, \theta_{2}\right)\right)^{\prime}\right)$.

It is standard in the bootstrap literature to analyze the properties of the bootstrap when $B=\infty$ because the simulation error due to the use of $B$ bootstrap repetitions can be made arbitrarily small by taking $B$ large. We do this here. When $B=\infty$, $c_{U n B}^{* *}(1-\alpha)$ is the population $1-\alpha$ quantile of the distribution of $g_{U n r}^{*}$ given the original sample $\left\{X_{i}: i \leq n\right\}$. For notational simplicity, when $B=\infty$, we let $c_{U n}^{* *}(1-\alpha)$ denote $c_{U n B}^{* *}(1-\alpha)$.

Let $c_{U n B}^{*}(\alpha)$ denote the $\alpha$ quantile of $n^{1 / 2}\left(\widehat{g}_{U n B}^{*}-\widehat{g}_{U n}\right)$ conditional on the original sample $\left\{X_{i}: i \leq n\right\}$. Notice that

$$
\begin{equation*}
c_{U n B}^{* *}(\alpha)=\widehat{g}_{U n}+n^{-1 / 2} c_{U n B}^{*}(\alpha) . \tag{3.3}
\end{equation*}
$$

In consequence, the interval in (3.2) can be written equivalently as

$$
\begin{equation*}
\left(-\infty, \widetilde{g}_{U n}\right]=\left(-\infty, \widehat{g}_{U n}+n^{-1 / 2} c_{U n B}^{*}(1-\alpha)\right] . \tag{3.4}
\end{equation*}
$$

This way of writing the CI makes it clear that the CI is based on an estimator of the upper bound plus a bootstrap adjustment that takes sampling error into account. For reasons given below, the CI of (3.2) and (3.4) will be referred to as a "backward" bootstrap CI.

Suppose one is interested in a CI for the true value $g\left(\theta_{0}\right)$. Let $A S_{t v}$ denote the "asymptotic size of the CI for the true value." By definition and simple algebra,

$$
\begin{align*}
A S_{t v} & =\lim \inf _{n \rightarrow \infty} \inf _{\left(\theta_{0}, \gamma_{0}\right) \in \Theta \times \Gamma} P_{\theta_{0}, \gamma_{0}}\left(g\left(\theta_{0}\right) \leq \widehat{g}_{U n}+n^{-1 / 2} c_{U n}^{*}(1-\alpha)\right) \\
& =\lim \inf _{n \rightarrow \infty} \inf _{\left(\theta_{0}, \gamma_{0}\right) \in \Theta \times \Gamma} P_{\theta_{0}, \gamma_{0}}\left(n^{1 / 2}\left(\widehat{g}_{U n}-g\left(\theta_{0}\right)\right) \geq-c_{U n}^{*}(1-\alpha)\right), \tag{3.5}
\end{align*}
$$

where $c_{U n}^{*}(1-\alpha)$ denotes $c_{U n B}^{*}(1-\alpha)$ when $B=\infty$ and $\gamma_{0}$ is a nuisance parameter with parameter space $\Gamma$. The nuisance parameter $\gamma_{0}$ arises because $\theta_{0}$ does not
completely determine the distribution of the sample $\left\{X_{i}: i \leq n\right\}$ in the moment inequality context. In later sections when we consider simple examples, the nuisance parameter $\gamma_{0}$ is specified explicitly.

Taking the infimum over $\left(\theta_{0}, \gamma_{0}\right) \in \Theta \times \Gamma$ in (3.5) is standard in the definition of the size of a CI. In particular, by definition, without the $\liminf _{n \rightarrow \infty}$ the expression in (3.5) for $A S_{t v}$ is the confidence size of the random interval. Taking the infimum over $\left(\theta_{0}, \gamma_{0}\right) \in \Theta \times \Gamma$ guarantees that no matter what is the (unknown) true value of the parameter of interest $\theta_{0}$ or the (unknown) nuisance parameter $\gamma_{0}$, the asymptotic coverage probability is at least $A S_{t v}$.

Next, suppose one is interested in a CI for the identified interval $\left(-\infty, g_{U 0}\right]$. For this case, let $A S_{\text {int }}$ be defined analogously to $A S_{t v}$, but with $g_{U 0}$ in place of the true value $g\left(\theta_{0}\right)$. Then,

$$
\begin{equation*}
A S_{i n t}=\liminf _{n \rightarrow \infty} \inf _{\left(\theta_{0}, \gamma_{0}\right) \in \Theta \times \Gamma} P_{\theta_{0}, \gamma_{0}}\left(n^{1 / 2}\left(\widehat{g}_{U n}-g_{U 0}\right) \geq-c_{U n}^{*}(1-\alpha)\right) \tag{3.6}
\end{equation*}
$$

One would like the bootstrap intervals to be such that

$$
\begin{align*}
& A S_{t v}=1-\alpha \text { and } A S_{i n t}=1-\alpha \text { or, at least, } \\
& A S_{t v} \geq 1-\alpha \text { and } A S_{i n t} \geq 1-\alpha . \tag{3.7}
\end{align*}
$$

If the CI satisfies $A S_{t v}>1-\alpha$ (or $A S_{\text {int }}>1-\alpha$ ), then it has asymptotic level $1-\alpha$, but may be longer than desirable. We show later that the bootstrap interval $\left(-\infty, \widetilde{g}_{U n}\right]$ in (3.2) (or equivalently in (3.4)) does not necessarily satisfy $A S_{t v} \geq 1-\alpha$ or $A S_{\text {int }} \geq 1-\alpha$ even if the infimum over $\left(\theta_{0}, \gamma_{0}\right) \in \Theta \times \Gamma$ in (3.5) is deleted.

Given the definition of $A S_{t v}$ in (3.5), the bootstrap interval in (3.4) has the desired (first-order) asymptotic property in (3.7) if the difference between the $\alpha$ quantile of $n^{1 / 2}\left(\widehat{g}_{U n}-g\left(\theta_{0}\right)\right)$ and -1 times the $1-\alpha$ quantile of $n^{1 / 2}\left(\widehat{g}_{U n B}^{*}-\widehat{g}_{U n}\right)$ (given the sample $\left\{X_{i}: i \leq n\right\}$ ) converges in probability to zero uniformly over $\left(\theta_{0}, \gamma_{0}\right) \in \Theta \times \Gamma$. This seems "backwards" because in scenarios in which the bootstrap works properly, the distribution of the normalized bootstrap estimator $n^{1 / 2}\left(\widehat{g}_{U n B}^{*}-\right.$ $\left.\widehat{g}_{U n}\right)$ is close to that of the normalized estimator $n^{1 / 2}\left(\widehat{g}_{U n}-g\left(\theta_{0}\right)\right)$ when $n$ is large. Hence, in such cases it makes sense to have $c_{U n}^{*}(\alpha)$ appear in place of $-c_{U n}^{*}(1-\alpha)$ in the right-hand side expression for $A S_{t v}$ in (3.5). Indeed, Hall (1992, pp. 12, 36) refers to a bootstrap interval of the type in (3.4) as the "other percentile" or "backward percentile" bootstrap CI. If $n^{1 / 2}\left(\widehat{g}_{U n}-g\left(\theta_{0}\right)\right)$ and $n^{1 / 2}\left(\widehat{g}_{U n B}^{*}-\widehat{g}_{U n}\right)$ are both asymptotically normal, then the "backward percentile" bootstrap CI typically has the desired (first-order) asymptotic properties because $c_{U n}^{*}(\alpha)$ and $-c_{U n}^{*}(1-\alpha)$ both converge in probability to $z_{\alpha}$ using the symmetry of the asymptotic normal distribution. In the present case, however, neither $n^{1 / 2}\left(\widehat{g}_{U n}-g\left(\theta_{0}\right)\right)$ nor $n^{1 / 2}\left(\widehat{g}_{U n B}^{*}-\right.$ $\widehat{g}_{U n}$ ) are asymptotically normal.

An alternative "forward" bootstrap CI is given by taking $\left(-\infty, \widetilde{g}_{U n}\right]$ to be

$$
\begin{equation*}
\left(-\infty, \widetilde{g}_{U n}\right]=\left(-\infty, \widehat{g}_{U n}-n^{-1 / 2} c_{U n B}^{*}(\alpha)\right] . \tag{3.8}
\end{equation*}
$$

This "forward" bootstrap CI has coverage probabilities for covering for $g\left(\theta_{0}\right)$ and $\left(-\infty, g_{U 0}\right]$ given by

$$
\begin{align*}
& A S_{t v}^{f o r}=\liminf _{n \rightarrow \infty} \inf _{\left(\theta_{0}, \gamma_{0}\right) \in \Theta \times \Gamma} P_{\theta_{0}, \gamma_{0}}\left(n^{1 / 2}\left(\widehat{g}_{U n}-g\left(\theta_{0}\right)\right) \geq c_{U n}^{*}(\alpha)\right) \text { and } \\
& A S_{i n t}^{f o r}=\liminf _{n \rightarrow \infty} \inf _{\left(\theta_{0}, \gamma_{0}\right) \in \Theta \times \Gamma} P_{\theta_{0}, \gamma_{0}}\left(n^{1 / 2}\left(\widehat{g}_{U n}-g_{U 0}\right) \geq c_{U n}^{*}(\alpha)\right), \tag{3.9}
\end{align*}
$$

respectively.
We show below that the "forward" bootstrap interval $\left(-\infty, \widetilde{g}_{U n}\right]$ in (3.8) does not necessarily satisfy $A S_{t v}^{f o r} \geq 1-\alpha$ or $A S_{i n t}^{f o r} \geq 1-\alpha$ even if the infimum over $\left(\theta_{0}, \gamma_{0}\right) \in \Theta \times \Gamma$ in (3.9) is deleted. Hence, neither the "backward" nor the "forward" bootstrap CI has the desired asymptotic properties in general.

Notice that the coverage probabilities of the bootstrap CIs given in (3.5), (3.6), and (3.9) depend on the asymptotic distributions of $n^{1 / 2}\left(\widehat{g}_{U n}-g\left(\theta_{0}\right)\right), n^{1 / 2}\left(\widehat{g}_{U n}-\right.$ $\left.g_{U 0}\right)$, and $n^{1 / 2}\left(\widehat{g}_{U n B}^{*}-\widehat{g}_{U n}\right)$. Hence, in subsequent sections, we determine what these normalized distributions are.

## $4 m$ Out of $n$ Bootstrap for CI Endpoints

We now consider the $m$ out of $n$ bootstrap for CI endpoints. (Based on the results given below, we do not recommend that this procedure be used in practice either.) As in the previous section, we simplify the arguments by focusing on a one-sided CI.

The $m$ out of $n$ "backward" bootstrap procedure is defined as in (3.4) but with the bootstrap sample size $n$ replaced by $m(<n)$. One computes it as follows: (i) Generate $B$ independent bootstrap samples $\left\{X_{i r}^{*}: i \leq m\right\}$ of size $m(<n)$ for $r=1, \ldots, B$ using some method of bootstrapping. (ii) Compute $\widehat{g}_{U m r}^{*}$ using the definitions of $\widehat{g}_{U n}$ in (2.4) with $\left\{X_{i r}^{*}: i \leq m\right\}$ in place of $\left\{X_{i}: i \leq n\right\}$ for $r=1, \ldots, B$. (iii) Compute the $1-\alpha$ sample quantile of $\left\{m^{1 / 2}\left(\widehat{g}_{U m r}^{*}-\widehat{g}_{U n}\right): r=1, \ldots, B\right\}$, call it $c_{U m B}^{*}(1-\alpha) .^{4}$ (iv) Take the random interval $\left(-\infty, \widetilde{g}_{U n}\right]$ to be

$$
\begin{equation*}
\left(-\infty, \widetilde{g}_{U n}\right]=\left(-\infty, \widehat{g}_{U n}+n^{-1 / 2} c_{U m B}^{*}(1-\alpha)\right] . \tag{4.1}
\end{equation*}
$$

The bootstrap that is employed can be any of those discussed in the previous section.
For a CI for the true value $g\left(\theta_{0}\right), A S_{t v}$ is defined as in (3.5) but with $c_{U m}^{*}(1-\alpha)$ in place of $c_{U n}^{*}(1-\alpha)$. Analogously, for a CI for the identified interval $\left(-\infty, g_{U 0}\right], A S_{i n t}$ is defined (3.6) but with $c_{U m}^{*}(1-\alpha)$ in place of $c_{U n}^{*}(1-\alpha)$. As above, we would like $A S_{t v}$ and $A S_{\text {int }}$ to satisfy (3.7). We show below that the $m$ out of $n$ bootstrap interval $\left(-\infty, \widetilde{g}_{U n}\right]$ in (4.1) does not necessarily satisfy $A S_{t v} \geq 1-\alpha$ or $A S_{i n t} \geq 1-\alpha$ for any value of $m / n$ including $m / n=0$ (which gives the asymptotic size when $m / n \rightarrow 0$ as $n \rightarrow \infty$ as is usually assumed for the $m$ out of $n$ bootstrap). In fact, this is true even if the infima in (3.5) and (3.6) are deleted.

[^2]As discussed above, the $m$ out of $n$ bootstrap of (4.1) is "backward" in a certain sense. The $m$ out of $n$ "forward" bootstrap CI is defined by

$$
\begin{equation*}
\left(-\infty, \widetilde{g}_{U n}\right]=\left(-\infty, \widehat{g}_{U n}-n^{-1 / 2} c_{U m B}^{*}(\alpha)\right] . \tag{4.2}
\end{equation*}
$$

This $m$ out of $n$ "forward" bootstrap CI has coverage probabilities for covering for $g\left(\theta_{0}\right)$ and $\left(-\infty, g_{U 0}\right]$ given by the first and second expressions in (3.9), respectively, with $c_{U m}^{*}(\alpha)$ in place of $c_{U n}^{*}(\alpha)$. We show in the next sections that the $m$ out of $n$ "forward" bootstrap interval $\left(-\infty, \widetilde{g}_{U n}\right]$ in (4.2) does not necessarily satisfy $A S_{t v} \geq$ $1-\alpha$ or $A S_{\text {int }} \geq 1-\alpha$ for any value of $m / n$ including $m / n=0$.

## 5 Linear Inequalities I

### 5.1 Model and Estimators

Next we consider a special case of the moment inequality model discussed above. The model considered is one in which a moment inequality is potentially redundant but not irrelevant. We choose this particular model for the reasons given in the Introduction and for its analytic tractability - we can derive the finite-sample distribution of the bootstrap and $m$ out of $n$ bootstrap statistics that are considered. If neither the bootstrap nor $m$ out of $n$ bootstrap work in this simple model, then they are not procedures that work in general.

Let

$$
\begin{align*}
X_{i} & =\binom{X_{1 i}}{X_{2 i}} \sim N(\mu, \Sigma), \text { where } \\
\mu & =\binom{\mu_{1}}{\mu_{2}} \text { and } \Sigma=\left(\begin{array}{ll}
1 & \rho \\
\rho & 1
\end{array}\right) \text { for some } \rho \in(-1,1) . \tag{5.1}
\end{align*}
$$

For simplicity, we assume that $\rho$ is known.
The moment functions, sample moments, and population moment inequalities are

$$
\begin{align*}
m\left(X_{i}, \theta\right) & =\binom{X_{1 i}-\theta}{X_{2 i}-\theta}, \bar{m}_{n}\left(X_{i}, \theta\right)=\binom{\bar{X}_{1 n}-\theta}{\bar{X}_{2 n}-\theta}, \text { and } \\
E_{\theta_{0}} m\left(X_{i}, \theta_{0}\right) & =\binom{\mu_{1}-\theta_{0}}{\mu_{2}-\theta_{0}} \geq 0, \text { where } \bar{X}_{s n}=n^{-1} \sum_{i=1}^{n} X_{s i} \text { for } s=1,2 . \tag{5.2}
\end{align*}
$$

In consequence, $\theta_{0} \leq \min \left\{\mu_{1}, \mu_{2}\right\}$ and the identified set $\Theta_{0}$ equals $\left(-\infty, \min \left\{\mu_{1}, \mu_{2}\right\}\right]$.
The function $g(\theta)$ of interest is just the identity function $g(\theta)=\theta$. Hence, $\left(g_{L 0}, g_{U 0}\right]=\left(-\infty, \min \left\{\mu_{1}, \mu_{2}\right\}\right]$. In the present case, $\widehat{\Theta}_{n}, \widehat{g}_{L n}$, and $\widehat{g}_{U n}$ can be determined analytically. It is easy to see that for the distance functions $d(x)=x^{\prime} x$ and $d(x)=\left|x_{1}\right|+\left|x_{2}\right|$ (and many other distance functions symmetric in $x_{1}$ and $x_{2}$ ), we have

$$
\begin{equation*}
\widehat{g}_{L n}=-\infty, \widehat{g}_{U n}=\min \left\{\bar{X}_{1 n}, \bar{X}_{2 n}\right\}, \text { and } \widehat{\Theta}_{n}=\left(-\infty, \min \left\{\bar{X}_{1 n}, \bar{X}_{2 n}\right\}\right] . \tag{5.3}
\end{equation*}
$$

Without loss of generality, we assume that $\mu_{1} \leq \mu_{2}$ (although this is not known to the investigator using the moment inequalities). Hence, $\min \left\{\mu_{1}, \mu_{2}\right\}=\mu_{1}$.

Notice that $\widehat{g}_{U n}$ is a non-differentiable function of the sample mean vector $\left(\bar{X}_{1 n}, \bar{X}_{2 n}\right)$. In consequence, the asymptotic distribution of $\widehat{g}_{U n}$ turns out to be a discontinuous function of the parameters $\left(\mu_{1}, \mu_{2}\right)$. In particular, the asymptotic distribution is different between the cases where $\mu_{1}<\mu_{2}$ and $\mu_{1}=\mu_{2}$. Furthermore, the asymptotic distribution is different again if the true difference $\mu_{2}-\mu_{1}=h_{D} / n^{1 / 2}$ for some positive constant $h_{D}$. Because of this, the bootstrap does not perform as desired.

For $s \in R$, define

$$
\begin{equation*}
U(s)=\min \left\{Z_{1}, Z_{2}+s\right\}, \text { where } Z=\binom{Z_{1}}{Z_{2}} \sim N(0, \Sigma) \tag{5.4}
\end{equation*}
$$

Combining (5.3) and (5.4) gives

$$
\begin{align*}
n^{1 / 2}\left(\widehat{g}_{U n}-g_{U 0}\right) & =\min \left\{n^{1 / 2}\left(\bar{X}_{1 n}-\mu_{1}\right), n^{1 / 2}\left(\bar{X}_{2 n}-\mu_{1}\right)\right\} \\
& ={ }_{d} U\left(n^{1 / 2}\left(\mu_{2}-\mu_{1}\right)\right) \text { and } \\
n^{1 / 2}\left(\widehat{g}_{U n}-\theta_{0}\right) & ={ }_{d} U\left(n^{1 / 2}\left(\mu_{2}-\mu_{1}\right)\right)+n^{1 / 2}\left(\mu_{1}-\theta_{0}\right), \tag{5.5}
\end{align*}
$$

where " $={ }_{d}$ " denotes equality in distribution.

### 5.2 Bootstrap and $m$ Out of $n$ Bootstrap

We now introduce the $m$ out of $n$ bootstrap for the linear moment inequality model of (5.1)-(5.2). The (standard) bootstrap is obtained as a special case by taking $m=n$. We consider the parametric bootstrap for which a bootstrap sample $\left\{X_{i}^{*}\right.$ : $i \leq m\}$ consists of iid $N\left(\bar{X}_{n}, \Sigma\right)$ random variables. For specificity, we take

$$
\begin{equation*}
X_{i}^{*}=Z_{i}^{* *}+\bar{X}_{n}, \text { where } Z_{i}^{* *} \sim N(0, \Sigma) \text { for } i \leq m \tag{5.6}
\end{equation*}
$$

and $\left\{Z_{i}^{* *}: i \leq m\right\}$ are iid and independent of $\left\{X_{i}: i \leq n\right\}$. In the present model, the parametric bootstrap is the same as the "asymptotic normal" bootstrap referred to above. The issues that arise below with the parametric bootstrap are the same as those that arise with the nonparametric bootstrap. The parametric bootstrap, however, has the advantage of making these issues as clear as possible. We write $\bar{X}_{s m}^{*}=\bar{Z}_{s m}^{* *}+\bar{X}_{s n}$ for $s=1,2$, where $\bar{Z}_{s m}^{* *}=m^{-1} \sum_{i=1}^{m} Z_{s i}^{* *}$ and $Z_{i}^{* *}=\left(Z_{1 i}^{* *}, Z_{2 i}^{* *}\right)^{\prime}$.

Using (5.3) and (5.6), the bootstrap estimator $\widehat{g}_{U m}^{*}$ is defined by

$$
\begin{equation*}
\widehat{g}_{U m}^{*}=\min \left\{\bar{Z}_{1 m}^{* *}+\bar{X}_{1 n}, \bar{Z}_{2 m}^{* *}+\bar{X}_{2 n}\right\} . \tag{5.7}
\end{equation*}
$$

For $s \in R$, define

$$
\begin{align*}
U^{*}(m / n, s) & =\min \left\{Z_{1}^{*}+(m / n)^{1 / 2} Z_{1}, Z_{2}^{*}+(m / n)^{1 / 2}\left(Z_{2}+s\right)\right\}, \text { where } \\
Z^{*} & =\binom{Z_{1}^{*}}{Z_{2}^{*}} \sim N(0, \Sigma), \tag{5.8}
\end{align*}
$$

$Z$ is as defined in (5.4), and $Z^{*}$ and $Z$ are independent. Using (5.7) and (5.8), we have

$$
\begin{align*}
& m^{1 / 2}\left(\widehat{g}_{U m}^{*}-g_{U 0}\right) \\
= & \min \left\{m^{1 / 2} \bar{Z}_{1 m}^{* *}+(m / n)^{1 / 2} n^{1 / 2}\left(\bar{X}_{1 n}-\mu_{1}\right),\right. \\
& \left.m^{1 / 2} \bar{Z}_{2 m}^{* *}+(m / n)^{1 / 2}\left[n^{1 / 2}\left(\bar{X}_{2 n}-\mu_{2}\right)+n^{1 / 2}\left(\mu_{2}-\mu_{1}\right]\right)\right\} \\
= & { }_{d} U^{*}\left(m / n, n^{1 / 2}\left(\mu_{2}-\mu_{1}\right)\right) . \tag{5.9}
\end{align*}
$$

Combining (5.5) and (5.9) gives

$$
\begin{align*}
m^{1 / 2}\left(\widehat{g}_{U m}^{*}-\widehat{g}_{U n}\right) & =m^{1 / 2}\left(\widehat{g}_{U m}^{*}-g_{U 0}\right)-m^{1 / 2}\left(\widehat{g}_{U n}-g_{U 0}\right)  \tag{5.10}\\
& ={ }_{d} U^{*}\left(m / n, n^{1 / 2}\left(\mu_{2}-\mu_{1}\right)\right)-(m / n)^{1 / 2} U\left(n^{1 / 2}\left(\mu_{2}-\mu_{1}\right)\right) .
\end{align*}
$$

### 5.3 Coverage Probabilities and Size

We now use the results of the previous subsection to provide expressions for the coverage probabilities of the $m$ out of $n$ "backward" and "forward" bootstrap CIs. As above, results for the standard bootstrap are obtained by taking $m=n$. For notational convenience, let

$$
\begin{equation*}
h_{1}=n^{1 / 2}\left(\mu_{1}-\theta_{0}\right), h_{D}=n^{1 / 2}\left(\mu_{2}-\mu_{1}\right), \text { and } h=\left(h_{1}, h_{D}\right)^{\prime} . \tag{5.11}
\end{equation*}
$$

Note that $h_{1}, h_{D} \geq 0$ and $h_{D}$ denotes the scaled difference between $\mu_{1}$ and $\mu_{2}$. Let $c_{U}^{*}(m / n, s, \alpha)$ be the conditional $\alpha$ quantile of $U^{*}(m / n, s)-(m / n)^{1 / 2} U(s)$ given $Z$. Using (4.1), (5.5), and (5.10), the probability that the $m$ out of $n$ "backward" bootstrap CI covers the true value $\theta_{0}$, denoted $C P_{t v}(m / n, h)$, is

$$
\begin{align*}
C P_{t v}(m / n, h) & =P_{\theta_{0}, \mu}\left(\theta_{0} \leq \widehat{g}_{U n}+n^{-1 / 2} c_{U m}^{*}(1-\alpha)\right) \\
& =P_{\theta_{0}, \mu}\left(n^{1 / 2}\left(\widehat{g}_{U n}-\theta_{0}\right) \geq-c_{U m}^{*}(1-\alpha)\right) \\
& =P\left(U\left(h_{D}\right)+h_{1} \geq-c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)\right), \tag{5.12}
\end{align*}
$$

where $c_{U m}^{*}(1-\alpha)$ is the $1-\alpha$ quantile of $n^{1 / 2}\left(\widehat{g}_{U m}^{*}-\widehat{g}_{U n}\right)$ conditional on $\left\{X_{i}: i \leq\right.$ $n\}$. Note that $C P_{t v}(m / n, h)$ only depends on $h \in R_{+}^{2}, \rho$ (the correlation coefficient between $X_{1 i}$ and $X_{2 i}$ ), and $m / n$.

The finite-sample coverage probability $C P_{t v}(m / n, h)$ is exactly the same as the asymptotic coverage probability that arises when (i) $m / n$ is fixed for all $n$, (ii) $n^{1 / 2}\left(\mu_{1}-\theta_{0}\right) \rightarrow h_{1}$ and (iii) $n^{1 / 2}\left(\mu_{2}-\mu_{1}\right) \rightarrow h_{D}$ as $n \rightarrow \infty$ for some fixed $h_{1}, h_{D} \in$ $[0, \infty]$. Hence, the results given here are both exact and asymptotic.

If the true value $\theta_{0}$ is on the edge of the identified interval (i.e., $\theta_{0}=g_{U_{0}}$ and $h_{1}=$ 0 ) and the difference between $\mu_{1}$ and $\mu_{2}$ is "arbitrarily large" (i.e., $h_{D}=\infty$ ), then $U\left(h_{D}\right)=Z_{1}, U^{*}\left(m / n, h_{D}\right)=Z_{1}^{*}+(m / n)^{1 / 2} Z_{1}, U^{*}\left(m / n, h_{D}\right)-(m / n)^{1 / 2} U\left(h_{D}\right)=$ $Z_{1}^{*}, c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)=z_{1-\alpha}$, and $C P_{t v}(m / n, h)=P\left(Z_{1} \geq-z_{1-\alpha}\right)=1-\alpha$, as desired. However, if the difference between $\mu_{1}$ and $\mu_{2}$ is not "arbitrarily large," then this desired result does not hold, as shown in the next subsection.

The finite-sample size of an $m$ out of $n$ "backward" bootstrap CI for the true value $\theta_{0}$ is

$$
\begin{align*}
\text { Size }_{t v}(m / n) & =\inf _{h \in R_{+}^{2}} C P_{t v}(m / n, h) \\
& =\inf _{h_{1}, h_{D} \in R_{+}} P\left(U\left(h_{D}\right)+h_{1} \geq-c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)\right) \\
& =\inf _{h_{D} \in R_{+}} P\left(U\left(h_{D}\right) \geq-c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)\right), \tag{5.13}
\end{align*}
$$

which depends on $m$ and $n$ only through $m / n$. Provided $r=\lim _{n \rightarrow \infty} m / n(\in[0,1])$ exists, the asymptotic size $A S_{t v}$ of the CI is given by (5.13) with $r$ in place of $m / n$. Hence, the size results given here also are both exact and asymptotic. Note that for the bootstrap we have $r=1$, and for the usual choices of $m$ for the $m$ out of $n$ bootstrap we have $r=0$.

For the "forward" bootstrap CI, the coverage probability and size are the same as in (5.12) and (5.13), respectively, but with $c_{U m}^{*}(1-\alpha)$ and $-c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)$ replaced by $-c_{U m}^{*}(\alpha)$ and $c_{U}^{*}\left(m / n, h_{D}, \alpha\right)$, respectively.

Next, suppose one wants a CI for the identified interval $\left(-\infty, g_{U 0}\right]$, rather than the true value. Then, using (5.5) and (5.10), the probability that the CI covers the identified interval $\left(-\infty, g_{U 0}\right]$, denoted $C P_{\text {int }}(m / n, h)$, is

$$
\begin{align*}
C P_{\text {int }}(m / n, h) & =P_{\theta_{0}, \mu}\left(g_{U 0} \leq \widehat{g}_{U n}+n^{-1 / 2} c_{U m}^{*}(1-\alpha)\right) \\
& =P\left(U\left(h_{D}\right) \geq-c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)\right) \tag{5.14}
\end{align*}
$$

If the difference between $\mu_{1}$ and $\mu_{2}$ is "arbitrarily large" (i.e., $h_{D}=\infty$ ), then $U\left(h_{D}\right)=Z_{1}, U^{*}\left(m / n, h_{D}\right)=Z_{1}^{*}+(m / n)^{1 / 2} Z_{1}, U^{*}\left(m / n, h_{D}\right)-(m / n)^{1 / 2} U\left(h_{D}\right)=$ $Z_{1}^{*}, c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)=z_{1-\alpha}$, and $C P_{\text {int }}(m / n, h)=P\left(Z_{1} \geq-z_{1-\alpha}\right)=1-\alpha$, as desired. If the difference between $\mu_{1}$ and $\mu_{2}$ is not "arbitrarily large," then the desired result for $C P_{\text {int }}(m / n, h)$ does not hold. The size of the $m$ out of $n$ "backward" bootstrap for the identified interval is given by

$$
\begin{equation*}
\operatorname{Size}_{\text {int }}(m / n)=\inf _{h_{D} \in R_{+}} P\left(U\left(h_{D}\right) \geq-c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)\right) \tag{5.15}
\end{equation*}
$$

which is the same as that for the corresponding CI for the true value.
For the "forward" bootstrap CI for the identified interval $\left(-\infty, g_{U 0}\right]$, the coverage probability and size are the same as in (5.14) and (5.15), respectively, but with $c_{U m}^{*}(1-\alpha)$ and $-c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)$ replaced by $-c_{U m}^{*}(\alpha)$ and $c_{U}^{*}\left(m / n, h_{D}, \alpha\right)$, respectively.

### 5.4 Coverage Probability Simulations for Bootstrap CIs

Table 1 provides values of $C P_{t v}(1, h)$ and $C P_{i n t}(1, h)$ based on the formulae in (5.12) and (5.14), respectively, computed by simulation for the "backward" and "forward" bootstrap CIs (for which $m=n$ ). Table 1 provides results for $1-\alpha=.95$ and for a variety of values of $h \in R_{+}^{2}$ and $\rho \in[-1,1]$. In particular, we consider the cases where $h_{1}=0, h_{D}=0, .125, .25, .5,1.0,2.0$, and $\rho=-1.0,-.99,-.95,-.5,0, .5, .95, .99,1.0$.

Given that $h_{1}=0$, we have $C P_{t v}(1, h)=C P_{\text {int }}(1, h)$. Forty thousand bootstrap repetitions are used here (and in all Tables below) to compute the bootstrap critical value for each simulation repetition. Forty thousand simulation repetitions are used here (and in all Tables below) to compute each coverage probability.

Table 1(a) shows that the coverage probabilities for the "backward" bootstrap are much less than the nominal level .95 when $\rho \leq .5$ and $h_{D} \leq .5$. For a given value of $\rho$, the exact (and asymptotic) confidence size of the bootstrap CI is less than or equal to the minimum value in each column. For example, for $\rho=-1.0$, the confidence size is .00 rather than .95 . When $\rho=-.99$, the confidence size is .13 rather than .95 . Clearly, the "backward" bootstrap fails dramatically to deliver a CI with asymptotic size equal to its nominal size.

Table 1(b) shows that the coverage probabilities for the "forward" bootstrap are less than the nominal level when $\rho \leq .5$ and $h_{D} \leq .5$. But, the differences are much smaller than with the "backward" bootstrap. The results of the Table indicate that the finite-sample (and asymptotic) confidence size (over all $\rho \in[-1.0,1.0]$ ) of the "forward" bootstrap is .90 or less rather than .95 .

The pointwise asymptotic coverage probabilities (ACPs) of the "backward" and "forward" bootstrap CIs when $\theta_{0}=\mu_{1}=\mu_{2}$ are given by the values in the first rows of Table 1(a) and 1(b), respectively (which correspond to $h_{D}=0$ ). Table 1 shows that the pointwise ACPs of the bootstrap CIs are less than the nominal .95 coverage probability for many values of $\rho$. In some cases, they are much below .95 . Hence, these bootstrap CIs do not yield correct pointwise ACP.

To conclude, Table 1 illustrates that neither the "backward" nor the "forward" bootstrap yields CIs with finite-sample or asymptotic confidence size equal to the nominal level. In particular, the bootstrap CIs are not asymptotically valid in a pointwise or uniform sense.

### 5.5 Coverage Probability Simulations for $m$ out of $n$ Bootstrap CIs

Table 2 provides values of $C P_{t v}(m / n, h)$ and $C P_{\text {int }}(m / n, h)$ computed by simulation for the $m$ out of $n$ "backward" and "forward" bootstrap CIs for $m / n=$ $0, .01, .05, .1, .5$ and for the same confidence level and parameters as in Table 1. Given that $h_{1}=0$, we have $C P_{t v}(m / n, h)=C P_{\text {int }}(m / n, h)$.

For each value of $m / n$, Table 2(a) (i.e., Table 2(i)(a) through 2(v)(a)) shows that the coverage probabilities for the $m$ out of $n$ "backward" bootstrap are much lower than the nominal level .95 when $\rho \leq .5$ for all values of $h_{D}$. For a given value of $\rho$, the exact (and asymptotic) confidence size of the $m$ out of $n$ bootstrap CI is less than or equal to the minimum value in each column and each Table. Hence, when $\rho=-1.0$ and for all values of $m / n$, the confidence size is .00 rather than .95 . Clearly, the $m$ out of $n$ "backward" bootstrap fails dramatically to deliver a CI with asymptotic size equal to its nominal size.

For all $m / n \in[.01, .5]$, for certain values of $h_{D}$, and for all $\rho \leq .5$, Table 2(b) (i.e., Table 2(i)(b) through 2(v)(b)) shows that the $m$ out of $n$ "forward" bootstrap has coverage probability that is less than the nominal level .95 . But, the differences are much smaller than with the $m$ out of $n$ "backward" bootstrap. More specifically, the
finite-sample confidence size of the nominal .95 m out of $n$ "forward" bootstrap is less than or equal to .93 for $m / n=.01, .91$ for $m / n=.05, .10$, and .90 for $m / n=.5$. Table 2(i)(b) shows that the $m$ out of $n$ "forward" bootstrap has correct asymptotic size when $m / n \rightarrow 0$ as $n \rightarrow \infty$ (i.e., $A S_{t v}=A S_{\text {int }}=.95$ ).

The pointwise ACPs of the $m$ out of $n$ "backward" and "forward" bootstrap CIs when $\theta_{0}=\mu_{1}=\mu_{2}$ are given by the values in the first rows of Table 2(i)(a) and 2(i)(b), respectively (which correspond to $h_{D}=0$ and $m / n=0$ ). Table 2(i)(a) shows that the pointwise ACPs of the $m$ out of $n$ "backward" bootstrap CIs are less than the nominal .95 coverage probability for many values of $\rho$. This is because of the asymmetry of the distribution of $m^{1 / 2}\left(\widehat{g}_{U m}^{*}-\widehat{g}_{U n}\right)\left(=U^{*}(0,0)\right.$, here $)$ in (5.10). In some cases, the ACPs are much below .95. Hence, the $m$ out of $n$ "backward" bootstrap CIs do not yield correct pointwise ACP. Table 2(i)(b) shows that the pointwise ACP probabilities of the $m$ out of $n$ "forward" bootstrap are greater than or equal to .95 , as desired.

To conclude, Table 2 illustrates that in model I the $m$ out of $n$ "backward" bootstrap yields CIs with finite-sample and asymptotic confidence size substantially less than its nominal level. In particular, the $m$ out of $n$ "backward" bootstrap CI is not asymptotically valid in a pointwise or uniform sense. On the other hand, the $m$ out of $n$ "forward" bootstrap is asymptotically valid in pointwise and uniform senses when $\lim _{n \rightarrow \infty} m / n=0$. In finite samples, the $m$ out of $n$ "forward" bootstrap yields CIs with confidence sizes that are somewhat lower than their nominal level.

## 6 Linear Inequalities II

### 6.1 Model and Estimators

In this section, we consider a model with $X_{i}$ defined as in (5.1), but with different moment inequalities. The main purpose of this section is to see the quantitative difference between the finite-sample/asymptotic sizes and the nominal sizes of the bootstrap CIs in a model scenario in which "reversals" of moment inequalities may occur. In particular, we are interested in whether the $m$ out of $n$ "forward" bootstrap yields CIs whose confidence size is close to the nominal size (because these CIs work fairly well in model I).

The moment functions, sample moments, and population moment inequalities are

$$
\begin{align*}
m\left(X_{i}, \theta\right) & =\binom{\theta_{0}-X_{1 i}}{X_{2 i}-\theta_{0}}, \bar{m}_{n}\left(X_{i}, \theta\right)=\binom{\frac{\theta_{0}}{\bar{X}_{2 n}}-\bar{X}_{1 n}}{\theta_{0}}, \text { and } \\
E_{\theta_{0}} m\left(X_{i}, \theta\right) & =\binom{\theta_{0}-\mu_{1}}{\mu_{2}-\theta_{0}} \geq 0, \text { where } \bar{X}_{s n}=n^{-1} \sum_{i=1}^{n} X_{s i} \text { for } s=1,2 . \tag{6.1}
\end{align*}
$$

In consequence, $\mu_{1} \leq \theta_{0} \leq \mu_{2}$ and the identified set $\Theta_{0}$ equals [ $\mu_{1}, \mu_{2}$ ].
Note that the model considered here differs from the "interval-censored variable" model considered in Imbens and Manski (2004) because the latter assumes that $X_{1 i} \leq$ $X_{2 i}$ almost surely. In contrast, the model defined by (5.1) and (6.1) allows for sample "reversals" of the moment conditions which lead to no solution to the sample moment inequalities $\bar{m}_{n}\left(X_{i}, \theta\right) \geq 0$ even though the population inequalities $E_{\theta_{0}} m\left(X_{i}, \theta\right) \geq 0$
hold. This is a common feature of more complicated moment inequality models. In the model considered here, a "reversal" occurs whenever $\bar{X}_{1 n} \geq \bar{X}_{2 n}$.

The function $g(\theta)$ of interest is just the identity function $g(\theta)=\theta$. Hence, $\left[g_{L 0}, g_{U 0}\right]=\left[\mu_{1}, \mu_{2}\right]$. In the present case, $\widehat{\Theta}_{n}, \widehat{g}_{L n}$, and $\widehat{g}_{U n}$ can be determined analytically. It is easy to see that if $\bar{X}_{1 n} \leq \bar{X}_{2 n}$, then

$$
\begin{equation*}
\widehat{\Theta}_{n}=\left[\bar{X}_{1 n}, \bar{X}_{2 n}\right], \widehat{g}_{L n}=\bar{X}_{1 n}, \text { and } \widehat{g}_{U n}=\bar{X}_{2 n} \tag{6.2}
\end{equation*}
$$

On the other hand, provided $d(x)$ is symmetric in its $k=2$ components and nondecreasing in each component (as is true if $d(x)=x^{\prime} x$ or $d(x)=\left|x_{1}\right|+\left|x_{2}\right|$ ), it is easy to see that if $\bar{X}_{1 n} \geq \bar{X}_{2 n}$, then

$$
\begin{equation*}
\widehat{\Theta}_{n}=\left\{\left(\bar{X}_{1 n}+\bar{X}_{2 n}\right) / 2\right\}, \widehat{g}_{L n}=\left(\bar{X}_{1 n}+\bar{X}_{2 n}\right) / 2, \text { and } \widehat{g}_{U n}=\left(\bar{X}_{1 n}+\bar{X}_{2 n}\right) / 2 \tag{6.3}
\end{equation*}
$$

Notice that $\widehat{g}_{L n}$ and $\widehat{g}_{U n}$ are non-differentiable functions of the sample mean vector $\left(\bar{X}_{1 n}, \bar{X}_{2 n}\right)$. In consequence, the asymptotic distributions of $\widehat{g}_{L n}$ and $\widehat{g}_{U n}$ turn out to be discontinuous functions of the parameters $\left(\mu_{1}, \mu_{2}\right)$. In particular, the asymptotic distributions are different between the cases where $\mu_{1}<\mu_{2}$ and $\mu_{1}=\mu_{2}$. Furthermore, the asymptotic distribution is different again if the true difference $\mu_{2}-\mu_{1}=h_{D} / n^{1 / 2}$ for some positive constant $h_{D}$. Because of this, it is shown below that the bootstrap and the $m$ out of $n$ bootstrap do not perform as desired.

Because we only consider one-sided CIs here, we focus on $\widehat{g}_{U n}$ from now on. Combining (6.2) and (6.3) gives

$$
\begin{equation*}
\widehat{g}_{U n}=\max \left\{\bar{X}_{2 n},\left(\bar{X}_{1 n}+\bar{X}_{2 n}\right) / 2\right\} \tag{6.4}
\end{equation*}
$$

For $s \in R$, define

$$
\begin{equation*}
U(s)=\max \left\{Z_{2},\left(Z_{1}+Z_{2}-s\right) / 2\right\}, \text { where } Z=\binom{Z_{1}}{Z_{2}} \sim N(0, \Sigma) \tag{6.5}
\end{equation*}
$$

Combining (6.4) and (6.5) gives

$$
\begin{align*}
n^{1 / 2}\left(\widehat{g}_{U n}-g_{U 0}\right) & =\max \left\{n^{1 / 2}\left(\bar{X}_{2 n}-\mu_{2}\right), n^{1 / 2}\left(\bar{X}_{1 n}+\bar{X}_{2 n}-2 \mu_{2}\right) / 2\right\} \\
& ={ }_{d} U\left(n^{1 / 2}\left(\mu_{2}-\mu_{1}\right)\right) \tag{6.6}
\end{align*}
$$

In turn, (6.6) yields

$$
\begin{equation*}
n^{1 / 2}\left(\widehat{g}_{U n}-\theta_{0}\right)={ }_{d} U\left(n^{1 / 2}\left(\mu_{2}-\mu_{1}\right)\right)+n^{1 / 2}\left(\mu_{2}-\theta_{0}\right) \tag{6.7}
\end{equation*}
$$

### 6.2 Bootstrap and $m$ Out of $n$ Bootstrap

We now consider the $m$ out of $n$ bootstrap for the linear moment inequality model of (5.1)-(6.1). As above, the (standard) bootstrap is obtained by taking $m=n$. The bootstrap sample $\left\{X_{i}^{*}: i \leq m\right\}$ is defined exactly as in (5.6).

Using (5.6) and (6.4), the bootstrap estimator $\widehat{g}_{U m}^{*}$ satisfies

$$
\begin{equation*}
\widehat{g}_{U m}^{*}=\max \left\{\bar{Z}_{2 m}^{* *}+\bar{X}_{2 n},\left(\bar{Z}_{1 m}^{* *}+\bar{Z}_{2 m}^{* *}+\bar{X}_{1 n}+\bar{X}_{2 n}\right) / 2\right\} \tag{6.8}
\end{equation*}
$$

For $s \in R$, define

$$
\begin{align*}
U^{*}(m / n, s) & =\max \left\{Z_{2}^{*}+(m / n)^{1 / 2} Z_{2},\left(Z_{1}^{*}+Z_{2}^{*}+(m / n)^{1 / 2}\left(Z_{1}+Z_{2}-s\right)\right) / 2\right\}, \text { where } \\
Z^{*} & =\binom{Z_{1}^{*}}{Z_{2}^{*}} \sim N(0, \Sigma) \tag{6.9}
\end{align*}
$$

$Z$ is as defined in (6.5), and $Z^{*}$ and $Z$ are independent. Using (6.8) and (6.9), we have

$$
\begin{align*}
& m^{1 / 2}\left(\widehat{g}_{U m}^{*}-g_{U 0}\right) \\
= & \max \left\{m^{1 / 2} \bar{Z}_{2 m}^{* *}+(m / n)^{1 / 2} n^{1 / 2}\left(\bar{X}_{2 n}-\mu_{2}\right),\right. \\
& \left.\left(m^{1 / 2} \bar{Z}_{1 m}^{* *}+m^{1 / 2} \bar{Z}_{2 m}^{* *}+(m / n)^{1 / 2} n^{1 / 2}\left(\bar{X}_{1 n}+\bar{X}_{2 n}-2 \mu_{2}\right)\right) / 2\right\} \\
= & { }_{d} U^{*}\left(m / n, n^{1 / 2}\left(\mu_{2}-\mu_{1}\right)\right) . \tag{6.10}
\end{align*}
$$

Combining (6.6) and (6.10) gives

$$
\begin{align*}
& m^{1 / 2}\left(\widehat{g}_{U m}^{*}-\widehat{g}_{U n}\right)= m^{1 / 2}\left(\widehat{g}_{U m}^{*}-g_{U 0}\right)-m^{1 / 2}\left(\widehat{g}_{U n}-g_{U 0}\right) \\
&={ }_{d} U^{*}\left(m / n, n^{1 / 2}\left(\mu_{2}-\mu_{1}\right)\right) \\
&-(m / n)^{1 / 2} U\left(n^{1 / 2}\left(\mu_{2}-\mu_{1}\right)\right) . \tag{6.11}
\end{align*}
$$

### 6.3 Coverage Probabilities and Size

Next, we use the results of the previous subsection to provide expressions for the coverage probabilities of the $m$ out of $n$ bootstrap CIs considered above. For notational convenience, let

$$
\begin{align*}
h_{1} & =n^{1 / 2}\left(\theta_{0}-\mu_{1}\right), h_{2}=n^{1 / 2}\left(\mu_{2}-\theta_{0}\right) \\
h & =\left(h_{1}, h_{2}\right)^{\prime}, \text { and } h_{D}=h_{1}+h_{2}=n^{1 / 2}\left(\mu_{2}-\mu_{1}\right) . \tag{6.12}
\end{align*}
$$

Note that $h_{1}, h_{2}, h_{D} \geq 0$ and $h_{D}$ denotes the scaled difference between $\mu_{1}$ and $\mu_{2}$. Let $c_{U}^{*}(m / n, s, \alpha)$ be the conditional $\alpha$ quantile of $U^{*}(m / n, s)-(m / n)^{1 / 2} U(s)$ given $Z$.

Using (6.7) and (6.11), the coverage probability of the $m$ out of $n$ "backward" bootstrap CI for the true value, denoted $C P_{t v}(m / n, h)$, is

$$
\begin{align*}
C P_{t v}(m / n, h) & =P_{\theta_{0}, \mu}\left(g\left(\theta_{0}\right) \leq \widehat{g}_{U n}+n^{-1 / 2} c_{U m}^{*}(1-\alpha)\right) \\
& =P_{\theta_{0}, \mu}\left(n^{1 / 2}\left(\widehat{g}_{U n}-g\left(\theta_{0}\right)\right) \geq-c_{U m}^{*}(1-\alpha)\right) \\
& =P\left(U\left(h_{D}\right)+h_{2} \geq-c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)\right), \tag{6.13}
\end{align*}
$$

where $c_{U m}^{*}(1-\alpha)$ denotes the $1-\alpha$ quantile of $m^{1 / 2}\left(\widehat{g}_{U m}^{*}-\widehat{g}_{U n}\right)$ conditional on $\left\{X_{i}: i \leq n\right\}$. This finite-sample probability is exactly the same as the asymptotic probability that arises when $m / n$ is fixed for all $n, n^{1 / 2}\left(\theta_{0}-\mu_{1}\right) \rightarrow h_{1}$, and $n^{1 / 2}\left(\mu_{2}-\right.$ $\left.\theta_{0}\right) \rightarrow h_{2}$ as $n \rightarrow \infty$ for some fixed $h_{1}, h_{2} \in[0, \infty]$. Hence, the results given here are
both exact finite-sample and asymptotic. The probability in (6.13) depends only on $h_{D}, h_{2} \in R_{+}, \rho$, and $m / n$.

If $\theta_{0}$ is on the right edge of the identified interval (i.e., $\theta_{0}=g_{U 0}$ and $h_{2}=0$ ) and the interval is "arbitrarily wide" (i.e., $h_{1}=\infty$ ), then $U\left(h_{D}\right)=Z_{2}, U^{*}\left(m / n, h_{D}\right)=$ $Z_{2}^{*}+(m / n)^{1 / 2} Z_{2}, U^{*}\left(m / n, h_{D}\right)-(m / n)^{1 / 2} U\left(h_{D}\right)=Z_{2}^{*}, c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)=z_{1-\alpha}$, and $C P_{t v}(m / n, h)=P\left(Z_{2} \geq-z_{1-\alpha}\right)=1-\alpha$. However, if the identified interval is not "arbitrarily wide," then this desired result does not hold.

The finite-sample size of an $m$ out of $n$ "backward" bootstrap CI for the true value $\theta_{0}$ is

$$
\begin{align*}
\operatorname{Size}_{t v}(m / n) & =\inf _{h \in R_{+}^{2}} C P_{t v}(m / n, h) \\
& =\inf _{h_{2}, h_{D} \in R_{+}} P\left(U\left(h_{D}\right)+h_{2} \geq-c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)\right) \\
& =\inf _{h_{D} \in R_{+}} P\left(U\left(h_{D}\right) \geq-c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)\right) . \tag{6.14}
\end{align*}
$$

As above, provided $r=\lim _{n \rightarrow \infty} m / n(\in[0,1])$ exists, the asymptotic size $A S_{t v}$ of the CI is given by (6.14) with $r$ in place of $m / n$. Hence, the size results given here also are both exact and asymptotic.

For the "forward" bootstrap CI, the coverage probability and size are the same as in (6.13) and (6.14), respectively, but with $c_{U m}^{*}(1-\alpha)$ and $-c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)$ replaced by $-c_{U m}^{*}(\alpha)$ and $c_{U}^{*}\left(m / n, h_{D}, \alpha\right)$, respectively.

Using (6.6) and (6.11), the probability that the $m$ out of $n$ "backward" bootstrap CI covers the identified interval $\left(-\infty, g_{U 0}\right]$, denoted $C P_{\text {int }}(m / n, h)$, is

$$
\begin{align*}
C P_{\text {int }}(m / n, h) & =P_{\theta_{0}, \mu}\left(g_{U 0} \leq \widehat{g}_{U n}+n^{-1 / 2} c_{U m}^{*}(1-\alpha)\right) \\
& =P\left(U\left(h_{D}\right) \geq-c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)\right) . \tag{6.15}
\end{align*}
$$

If the identified interval is "arbitrarily wide" (i.e., $h_{D}=\infty$ ), then $U\left(h_{D}\right)=Z_{2}$, $U^{*}\left(m / n, h_{D}\right)=Z_{2}^{*}+(m / n)^{1 / 2} Z_{2}, U^{*}\left(m / n, h_{D}\right)-(m / n)^{1 / 2} U\left(h_{D}\right)=Z_{2}^{*}, c_{U}^{*}\left(m / n, h_{D}\right.$, $1-\alpha)=z_{1-\alpha}$, and $C P_{\text {int }}(m / n, h)=P\left(Z_{2} \geq-z_{1-\alpha}\right)=1-\alpha$, as desired. If the identified interval is not "arbitrarily wide," then the desired result for $C P_{\text {int }}(m / n, h)$ does not hold.

The size of the $m$ out of $n$ "backward" bootstrap for the identified interval is given by the same expression as in (5.15) (but with $U\left(h_{D}\right)$ and $c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)$ defined as in this section). For the "forward" bootstrap CI for the identified interval $\left(-\infty, g_{U 0}\right]$, the coverage probability and size are the same as in (6.15) and (5.15), respectively, but with $c_{U m}^{*}(1-\alpha)$ and $-c_{U}^{*}\left(m / n, h_{D}, 1-\alpha\right)$ replaced by $-c_{U m}^{*}(\alpha)$ and $c_{U}^{*}\left(m / n, h_{D}, \alpha\right)$, respectively.

### 6.4 Coverage Probability Simulations of Bootstrap CIs

Table 3 provides values of $C P_{t v}(1, h)$ and $C P_{\text {int }}(1, h)$ for "backward" and "forward" bootstrap CIs for the moment inequality model of (5.1)-(6.1). These results are analogous to those in Table 1, but apply to the second linear inequality model rather than the first. The parameters considered are $h_{2}=0$ and $h_{1}=$
$h_{D}=0, .125, .25, .5,1.0,2.0,4.0,6.0,8.0$. Given that $h_{2}=0$, we have $C P_{t v}(1, h)=$ $C P_{\text {int }}(1, h)$.

Table 3(a) indicates that the "backward" bootstrap has exact and asymptotic size equal to the nominal level .95 , as desired. (That is, the coverage probabilities are .95 or greater with equality for some parameter values.) The coverage probability exceeds .95 in a variety of cases, however, so the CI is not asymptotically similar. In consequence, the CI may be longer than necessary. This does not occur in model scenarios in which the bootstrap performs properly.

Table 3(b) shows that the "forward" bootstrap has asymptotic size substantially less than its nominal level when $\rho \leq-.5 .{ }^{5}$ For example, when $\rho$ is fixed at -1.0 , the exact and asymptotic size is less than or equal to .51 . When $\rho=-.99$, the exact and asymptotic size is less than or equal to .57 . This demonstrates that the "forward" bootstrap CI can behave quite poorly depending upon the moment inequalities and the parameter values considered.

### 6.5 Coverage Probability Simulations of $m$ out of $n$ Bootstrap CIs

Table 4 provides values of $C P_{t v}(m / n, h)$ and $C P_{\text {int }}(m / n, h)$ for $m$ out of $n$ "backward" and "forward" bootstrap CIs for the moment inequality model of (5.1)-(6.1). These results are analogous to those in Table 2 and use the same values of $m / n$ as in Table 2, but apply to the second linear inequality model rather than the first. The nominal confidence level .95 and parameter values are the same as in Table 3. Given that $h_{2}=0$, we have $C P_{t v}(m / n, h)=C P_{\text {int }}(m / n, h)$.

Table 4(a) indicates that the $m$ out of $n$ "backward" bootstrap has exact and asymptotic size equal to the nominal level .95 , as desired. (That is, the coverage probabilities are .95 or greater with equality for some parameter values.) The coverage probabilities for the $m$ out of $n$ "backward" bootstrap are not very sensitive to the value of $m / n$. The coverage probabilities exceed .95 in a variety of cases, however, so the CI is not asymptotically similar. In consequence, the CI may be longer than necessary.

Table 4(b) shows that the $m$ out of $n$ "forward" bootstrap has asymptotic size substantially less than its nominal level when $\rho \leq-.5$. For example, when $\rho=-1.0$ and $m / n=0$, the exact and asymptotic size is less than or equal to .50 . When $\rho=-.99$ and $m / n=0$, it is less than or equal to .58 . This demonstrates that the $m$ out of $n$ "forward" bootstrap CI can behave quite poorly depending upon the moment inequalities and the parameter values considered.
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Table 1. Linear moment inequalities I: bootstrap coverage probabilities of nominal $95 \%$ confidence intervals when $h_{1}=0$.
(a) "Backward" bootstrap confidence interval.

| $m / n=1$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | .00 | .13 | .36 | .70 | .80 | .87 | .93 | .94 | .95 |
|  | .125 | .03 | .36 | .50 | .74 | .82 | .88 | .94 | .95 | .95 |
| $h_{D}$ | .250 | .76 | .63 | .63 | .77 | .84 | .89 | .94 | .95 | .95 |
|  | .500 | .90 | .88 | .82 | .83 | .87 | .91 | .95 | .95 | .95 |
|  | 1.00 | .94 | .94 | .93 | .90 | .91 | .93 | .95 | .95 | .95 |
|  | 2.00 | .95 | .95 | .95 | .94 | .94 | .95 | .95 | .95 | .95 |

(b) "Forward" bootstrap confidence interval.

| $m / n=1$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | .90 | .90 | .90 | .90 | .91 | .92 | .94 | .95 | .95 |
|  | .125 | .91 | .91 | .91 | .91 | .92 | .93 | .95 | .95 | .95 |
| $h_{D}$ | .250 | .92 | .92 | .92 | .92 | .93 | .94 | .95 | .95 | .95 |
|  | .500 | .94 | .94 | .94 | .93 | .94 | .94 | .95 | .95 | .95 |
|  | 1.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |
|  | 2.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |

Table 2. Linear moment inequalities I: $m$ out of $n$ bootstrap coverage probabilities of nominal $95 \%$ confidence intervals when $h_{1}=0$.
(i) $m / n=0$.
(a) "Backward" bootstrap confidence interval.

| $m / n=0$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | .00 | .01 | .05 | .37 | .60 | .77 | .92 | .94 | .95 |
|  | .125 | .00 | .03 | .08 | .40 | .63 | .79 | .93 | .94 | .95 |
| $h_{D}$ | .250 | .05 | .06 | .11 | .43 | .65 | .81 | .93 | .94 | .95 |
|  | .500 | .14 | .15 | .19 | .49 | .69 | .83 | .93 | .94 | .95 |
|  | 1.00 | .30 | .31 | .34 | .58 | .74 | .86 | .94 | .94 | .95 |
|  | 2.00 | .45 | .45 | .47 | .65 | .77 | .86 | .94 | .94 | .95 |

(b) "Forward" bootstrap confidence interval.

| $m / n=0$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |
|  | .125 | .96 | .96 | .96 | .96 | .96 | .96 | .96 | .96 | .95 |
| $h_{D}$ | .250 | .96 | .96 | .96 | .96 | .96 | .96 | .96 | .96 | .95 |
|  | .500 | .97 | .97 | .97 | .97 | .97 | .97 | .96 | .96 | .95 |
|  | 1.00 | .97 | .97 | .97 | .97 | .98 | .97 | .96 | .96 | .95 |
|  | 2.00 | .98 | .98 | .98 | .97 | .98 | .97 | .96 | .96 | .95 |

Table 2 (cont.).

$$
\text { (ii) } m / n=0.01 \text {. }
$$

(a) "Backward" bootstrap confidence interval.

| $m / n=0.01$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | .00 | .01 | .06 | .40 | .63 | .79 | .92 | .94 | .95 |
|  | .125 | .00 | .03 | .09 | .43 | .66 | .81 | .93 | .94 | .95 |
| $h_{D}$ | .250 | .06 | .07 | .12 | .47 | .68 | .83 | .93 | .94 | .95 |
|  | .500 | .16 | .17 | .21 | .53 | .72 | .85 | .94 | .95 | .95 |
|  | 1.00 | .33 | .34 | .37 | .62 | .77 | .87 | .94 | .95 | .95 |
|  | 2.00 | .50 | .50 | .52 | .70 | .81 | .89 | .94 | .95 | .95 |

(b) "Forward" bootstrap confidence interval.

| $m / n=0.01$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | .93 | .93 | .93 | .93 | .94 | .94 | .95 | .95 | .95 |
|  | .125 | .94 | .94 | .94 | .94 | .95 | .95 | .95 | .95 | .95 |
| $h_{D}$ | .250 | .95 | .95 | .95 | .95 | .95 | .95 | .96 | .95 | .95 |
|  | .500 | .96 | .96 | .95 | .96 | .96 | .96 | .96 | .95 | .95 |
|  | 1.00 | .96 | .96 | .96 | .96 | .97 | .97 | .96 | .95 | .95 |
|  | 2.00 | .96 | .96 | .96 | .96 | .97 | .96 | .95 | .95 | .95 |

Table 2 (cont.).
(iii) $m / n=0.05$.
(a) "Backward" bootstrap confidence interval.

| $m / n=0.05$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | .00 | .01 | .06 | .43 | .66 | .80 | .92 | .94 | .95 |
|  | .125 | .00 | .03 | .10 | .47 | .69 | .82 | .93 | .94 | .95 |
| $h_{D}$ | .250 | .07 | .08 | .15 | .51 | .71 | .84 | .94 | .95 | .95 |
|  | .500 | .19 | .19 | .25 | .57 | .75 | .86 | .94 | .95 | .95 |
|  | 1.00 | .38 | .39 | .43 | .67 | .80 | .89 | .95 | .95 | .95 |
|  | 2.00 | .57 | .57 | .60 | .76 | .85 | .91 | .95 | .95 | .95 |

(b) "Forward" bootstrap confidence interval.

| $m / n=0.05$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | .91 | .91 | .91 | .92 | .93 | .94 | .95 | .95 | .95 |
| $h_{D}$ | .125 | .92 | .92 | .92 | .93 | .94 | .94 | .95 | .95 | .95 |
|  | .250 | .93 | .93 | .93 | .94 | .94 | .95 | .96 | .95 | .95 |
|  | .500 | .94 | .94 | .94 | .95 | .95 | .96 | .96 | .95 | .95 |
|  | 1.00 | .95 | .95 | .95 | .95 | .96 | .96 | .95 | .95 | .95 |
|  | 2.00 | .95 | .95 | .95 | .95 | .96 | .96 | .95 | .95 | .95 |

Table 2 (cont.).

$$
\text { (iv) } m / n=0.1 \text {. }
$$

(a) "Backward" bootstrap confidence interval.

| $m / n=0.1$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
| $h_{D}$ | 0.00 | . 00 | . 01 | . 08 | . 47 | . 68 | . 81 | . 92 | . 94 | . 95 |
|  | . 125 | . 00 | . 04 | . 11 | . 51 | . 71 | . 83 | . 93 | . 95 | . 95 |
|  | . 250 | . 07 | . 09 | . 16 | . 54 | . 73 | . 85 | . 94 | . 95 | . 95 |
|  | . 500 | . 21 | . 21 | . 28 | . 61 | . 77 | . 87 | . 94 | . 95 | . 95 |
|  | 1.00 | . 43 | . 43 | . 47 | . 71 | . 83 | . 90 | . 95 | . 95 | . 95 |
|  | 2.00 | . 63 | . 64 | . 66 | . 80 | . 88 | . 92 | . 95 | . 95 | . 95 |

(b) "Forward" bootstrap confidence interval.

| $m / n=0.1$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
| $h_{D}$ |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | .91 | .91 | .91 | .91 | .92 | .93 | .95 | .95 | .95 |
|  | .125 | .92 | .92 | .92 | .92 | .93 | .94 | .95 | .95 | .95 |
|  | .50 | .93 | .93 | .93 | .93 | .94 | .95 | .95 | .95 | .95 |
|  | .00 | .94 | .94 | .94 | .94 | .95 | .95 | .95 | .95 | .95 |
|  | 1.00 | .95 | .95 | .95 | .95 | .95 | .96 | .95 | .95 | .95 |
|  | 2.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |

Table 2 (cont.).

$$
\text { (v) } m / n=0.5
$$

(a) "Backward" bootstrap confidence interval.

| $m / n=0.5$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | .00 | .02 | .15 | .61 | .76 | .85 | .93 | .94 | .95 |
|  | .125 | .00 | .09 | .23 | .65 | .78 | .87 | .94 | .95 | .95 |
| $h_{D}$ | .250 | .17 | .20 | .32 | .69 | .80 | .88 | .94 | .95 | .95 |
|  | .500 | .45 | .46 | .52 | .75 | .84 | .90 | .95 | .95 | .95 |
|  | 1.00 | .77 | .77 | .77 | .84 | .89 | .93 | .95 | .95 | .95 |
|  | 2.00 | .93 | .93 | .92 | .92 | .93 | .95 | .95 | .95 | .95 |

(b) "Forward" bootstrap confidence interval.

| $m / n=0.5$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | .90 | .90 | .90 | .90 | .91 | .92 | .95 | .95 | .95 |
|  | .125 | .91 | .91 | .91 | .91 | .92 | .93 | .95 | .95 | .95 |
| $h_{D}$ | .250 | .92 | .92 | .92 | .92 | .93 | .94 | .95 | .95 | .95 |
|  | .500 | .94 | .94 | .94 | .93 | .94 | .95 | .95 | .95 | .95 |
|  | 1.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |
|  | 2.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |

Table 3. Linear moment inequalities II: bootstrap coverage probabilities of nominal $95 \%$ confidence intervals when $h_{2}=0$.
(a) "Backward" bootstrap confidence interval.

| $m / n=1$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | 1.00 | 1.00 | 1.00 | .99 | .98 | .98 | .96 | .95 | .95 |
|  | .125 | .95 | .99 | .99 | .99 | .98 | .97 | .96 | .95 | .95 |
|  | .250 | .95 | .98 | .99 | .99 | .98 | .97 | .95 | .95 | .95 |
|  | .500 | .95 | .95 | .98 | .98 | .98 | .97 | .95 | .95 | .95 |
| $h_{D}$ | 1.00 | .95 | .95 | .95 | .97 | .97 | .96 | .95 | .95 | .95 |
|  | 2.00 | .95 | .95 | .95 | .96 | .96 | .95 | .95 | .95 | .95 |
|  | 4.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |
|  | 6.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |
|  | 8.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |

(b) "Forward" bootstrap confidence interval.

| $m / n=1$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
| $h_{D}$ | 0.00 | 1.00 | . 96 | . 97 | . 96 | . 96 | . 96 | . 96 | . 95 | . 95 |
|  | . 125 | . 51 | . 86 | . 93 | . 96 | . 96 | . 96 | . 95 | . 95 | . 95 |
|  | . 250 | . 53 | . 71 | . 89 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 |
|  | . 500 | . 55 | . 57 | . 77 | . 93 | . 94 | . 95 | . 95 | . 95 | . 95 |
|  | 1.00 | . 60 | . 61 | . 65 | . 89 | . 92 | . 94 | . 95 | . 95 | . 95 |
|  | 2.00 | . 69 | . 71 | . 72 | . 85 | . 91 | . 94 | . 95 | . 95 | . 95 |
|  | 4.00 | . 84 | . 85 | . 86 | . 91 | . 94 | . 95 | . 95 | . 95 | . 95 |
|  | 6.00 | . 93 | . 93 | . 93 | . 94 | . 95 | . 95 | . 95 | . 95 | . 95 |
|  | 8.00 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 |

Table 4. Linear moment inequalities II: $m$ out of $n$ bootstrap coverage probabilities of nominal $95 \%$ confidence intervals when $h_{2}=0$.

$$
\text { (i) } m / n=0 \text {. }
$$

(a) "Backward" bootstrap confidence interval.

| $m / n=0$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | 1.00 | 1.00 | 1.00 | 1.00 | .99 | .98 | .96 | .96 | .95 |
|  | .125 | 1.00 | 1.00 | 1.00 | 1.00 | .99 | .98 | .96 | .96 | .95 |
|  | .250 | 1.00 | 1.00 | 1.00 | 1.00 | .99 | .98 | .96 | .95 | .95 |
|  | .500 | 1.00 | 1.00 | 1.00 | 1.00 | .99 | .98 | .96 | .95 | .95 |
| $h_{D}$ | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | .98 | .97 | .96 | .95 | .95 |
|  | 2.00 | 1.00 | 1.00 | 1.00 | .98 | .96 | .96 | .96 | .95 | .95 |
|  | 4.00 | .95 | .95 | .95 | .95 | .95 | .96 | .96 | .95 | .95 |
|  | 6.00 | .95 | .95 | .95 | .95 | .95 | .96 | .96 | .95 | .95 |
|  | 8.00 | .95 | .95 | .95 | .95 | .95 | .96 | .96 | .95 | .95 |

(b) "Forward" bootstrap confidence interval.

| $m / n=0$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
| $h_{D}$ | 0.00 | 1.00 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 |
|  | . 125 | . 50 | . 83 | . 90 | . 94 | . 95 | . 95 | . 95 | . 95 | . 95 |
|  | . 250 | . 50 | . 67 | . 85 | . 93 | . 94 | . 94 | . 95 | . 95 | . 95 |
|  | . 500 | . 50 | . 54 | . 72 | . 90 | . 92 | . 93 | . 95 | . 95 | . 95 |
|  | 1.00 | . 50 | . 54 | . 59 | . 85 | . 90 | . 92 | . 95 | . 95 | . 95 |
|  | 2.00 | . 50 | . 54 | . 58 | . 77 | . 86 | . 91 | . 95 | . 95 | . 95 |
|  | 4.00 | . 50 | . 54 | . 58 | . 75 | . 85 | . 90 | . 95 | . 95 | . 95 |
|  | 6.00 | . 50 | . 54 | . 58 | . 75 | . 85 | . 90 | . 95 | . 95 | . 95 |
|  | 8.00 | . 50 | . 54 | . 58 | . 75 | . 85 | . 90 | . 95 | . 95 | . 95 |

Table 4 (cont.).
(ii) $m / n=0.01$.
(a) "Backward" bootstrap confidence interval.

| $m / n=0.01$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
| $h_{D}$ | 0.00 | 1.00 | 1.00 | 1.00 | 1.00 | . 99 | . 98 | . 96 | . 96 | . 95 |
|  | . 125 | 1.00 | 1.00 | 1.00 | 1.00 | . 99 | . 98 | . 96 | . 95 | . 95 |
|  | . 250 | 1.00 | 1.00 | 1.00 | 1.00 | . 99 | . 98 | . 96 | . 95 | . 95 |
|  | . 500 | 1.00 | 1.00 | 1.00 | 1.00 | . 99 | . 97 | . 95 | . 95 | . 95 |
|  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | . 98 | . 97 | . 95 | . 95 | . 95 |
|  | 2.00 | 1.00 | 1.00 | 1.00 | . 98 | . 96 | . 96 | . 95 | . 95 | . 95 |
|  | 4.00 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 |
|  | 6.00 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 |
|  | 8.00 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 |

(b) "Forward" bootstrap confidence interval.

| $m / n=0.01$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | 1.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |
|  | .125 | .50 | .84 | .91 | .94 | .95 | .95 | .95 | .95 | .95 |
|  | .250 | .51 | .68 | .86 | .93 | .94 | .94 | .95 | .95 | .95 |
|  | .500 | .51 | .55 | .73 | .91 | .93 | .94 | .95 | .95 | .95 |
| $h_{D}$ | 1.00 | .52 | .55 | .60 | .86 | .90 | .92 | .95 | .95 | .95 |
|  | 2.00 | .54 | .57 | .61 | .79 | .87 | .91 | .95 | .95 | .95 |
|  | 4.00 | .57 | .60 | .64 | .79 | .87 | .92 | .95 | .95 | .95 |
|  | 6.00 | .61 | .63 | .67 | .81 | .88 | .93 | .95 | .95 | .95 |
|  | 8.00 | .64 | .67 | .70 | .83 | .89 | .93 | .95 | .95 | .95 |

Table 4 (cont.).
(iii) $m / n=0.05$.
(a) "Backward" bootstrap confidence interval.

| $m / n=0.05$ |  | $\rho$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | 1.00 | 1.00 | 1.00 | 1.00 | .99 | .98 | .96 | .96 | .95 |  |
|  | .125 | 1.00 | 1.00 | 1.00 | 1.00 | .99 | .98 | .96 | .95 | .95 |  |
|  | .250 | 1.00 | 1.00 | 1.00 | 1.00 | .99 | .98 | .96 | .95 | .95 |  |
|  | .500 | 1.00 | 1.00 | 1.00 | 1.00 | .99 | .97 | .95 | .95 | .95 |  |
| $h_{D}$ | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | .98 | .97 | .95 | .95 | .95 |  |
|  | 2.00 | 1.00 | 1.00 | 1.00 | .98 | .96 | .96 | .95 | .95 | .95 |  |
|  | 4.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |  |
|  | 6.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |  |
|  | 8.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |  |

(b) "Forward" bootstrap confidence interval.

| $n / n=0.05$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | 1.00 | .95 | .96 | .95 | .95 | .95 | .95 | .95 | .95 |
|  | .125 | .51 | .84 | .92 | .94 | .95 | .95 | .95 | .95 | .95 |
|  | .250 | .51 | .68 | .87 | .93 | .94 | .95 | .95 | .95 | .95 |
|  | .500 | .52 | .55 | .74 | .91 | .93 | .94 | .95 | .95 | .95 |
| $h_{D}$ | 1.00 | .54 | .56 | .61 | .86 | .90 | .93 | .95 | .95 | .95 |
|  | 2.00 | .57 | .60 | .63 | .80 | .88 | .92 | .95 | .95 | .95 |
|  | 4.00 | .65 | .67 | .70 | .82 | .89 | .93 | .95 | .95 | .95 |
|  | 6.00 | .71 | .73 | .75 | .85 | .91 | .94 | .95 | .95 | .95 |
|  | 8.00 | .77 | .79 | .80 | .88 | .93 | .95 | .95 | .95 | .95 |

Table 4 (cont.).

$$
\text { (iv) } m / n=0.1 \text {. }
$$

(a) "Backward" bootstrap confidence interval.

| $m / n=0.1$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | 1.00 | 1.00 | 1.00 | 1.00 | .99 | .98 | .96 | .96 | .95 |
|  | .125 | 1.00 | 1.00 | 1.00 | 1.00 | .99 | .98 | .96 | .95 | .95 |
|  | .250 | 1.00 | 1.00 | 1.00 | 1.00 | .99 | .98 | .96 | .95 | .95 |
|  | .500 | 1.00 | 1.00 | 1.00 | 1.00 | .98 | .97 | .95 | .95 | .95 |
| $h_{D}$ | 1.00 | 1.00 | 1.00 | 1.00 | .99 | .98 | .97 | .95 | .95 | .95 |
|  | 2.00 | 1.00 | 1.00 | 1.00 | .97 | .96 | .96 | .95 | .95 | .95 |
|  | 4.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |
|  | 6.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |
|  | 8.00 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 | .95 |

(b) "Forward" bootstrap confidence interval.

| $m / n=0.1$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
| $h_{D}$ |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | 1.00 | .96 | .96 | .96 | .96 | .96 | .95 | .95 | .95 |
|  | .125 | .51 | .85 | .92 | .95 | .95 | .95 | .95 | .95 | .95 |
|  | .250 | .51 | .69 | .87 | .94 | .94 | .95 | .95 | .95 | .95 |
|  | .500 | .52 | .56 | .75 | .91 | .93 | .94 | .95 | .95 | .95 |
|  | 1.00 | .55 | .57 | .62 | .87 | .91 | .93 | .95 | .95 | .95 |
|  | 2.00 | .60 | .62 | .65 | .81 | .88 | .92 | .95 | .95 | .95 |
|  | 4.00 | .69 | .70 | .73 | .84 | .90 | .94 | .95 | .95 | .95 |
|  | 6.00 | .77 | .78 | .80 | .88 | .93 | .95 | .95 | .95 | .95 |
|  | 8.00 | .83 | .84 | .85 | .91 | .94 | .95 | .95 | .95 | .95 |

Table 4 (cont.).

$$
\text { (v) } m / n=0.5 \text {. }
$$

(a) "Backward" bootstrap confidence interval.

| $m / n=0.5$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
| $h_{D}$ | 0.00 | 1.00 | 1.00 | 1.00 | . 99 | . 99 | . 98 | . 96 | . 96 | . 95 |
|  | . 125 | . 99 | 1.00 | 1.00 | . 99 | . 99 | . 98 | . 96 | . 95 | . 95 |
|  | . 250 | . 99 | 1.00 | 1.00 | . 99 | . 98 | . 97 | . 96 | . 95 | . 95 |
|  | . 500 | . 99 | . 99 | . 99 | . 99 | . 98 | . 97 | . 95 | . 95 | . 95 |
|  | 1.00 | . 98 | . 98 | . 98 | . 98 | . 97 | . 96 | . 95 | . 95 | . 95 |
|  | 2.00 | . 97 | . 97 | . 97 | . 96 | . 96 | . 95 | . 95 | . 95 | . 95 |
|  | 4.00 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 |
|  | 6.00 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 |
|  | 8.00 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 | . 95 |

(b) "Forward" bootstrap confidence interval.

| $m / n=0.5$ |  | $\rho$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -1.00 | -0.99 | -0.95 | -0.50 | 0.00 | 0.50 | 0.95 | 0.99 | 1.00 |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 0.00 | 1.00 | .96 | .96 | .96 | .96 | .96 | .96 | .95 | .95 |
|  | .125 | .51 | .86 | .93 | .95 | .96 | .96 | .95 | .95 | .95 |
|  | .250 | .52 | .70 | .88 | .94 | .95 | .95 | .95 | .95 | .95 |
|  | .500 | .54 | .57 | .75 | .92 | .94 | .95 | .95 | .95 | .95 |
| $h_{D}$ | 1.00 | .58 | .60 | .64 | .88 | .92 | .94 | .95 | .95 | .95 |
|  | 2.00 | .66 | .68 | .70 | .83 | .90 | .94 | .95 | .95 | .95 |
|  | 4.00 | .80 | .81 | .82 | .89 | .93 | .95 | .95 | .95 | .95 |
|  | 6.00 | .89 | .89 | .90 | .93 | .95 | .95 | .95 | .95 | .95 |
|  | 8.00 | .95 | .95 | .94 | .94 | .95 | .95 | .95 | .95 | .95 |


[^0]:    ${ }^{1}$ By definition, the "size" of a CI is the infimum of the coverage probabilities of the CI over all distributions in the model. A CI has "level" $1-\alpha$ if its size is greater than or equal to $1-\alpha$.

[^1]:    ${ }^{2}$ One also could consider data-dependent weight functions $d(\cdot)$ of $\left[\bar{m}_{n}\left(X_{i}, \theta\right)\right]_{-}$, but for simplicity we do not do so here.
    ${ }^{3}$ If $E_{\theta_{0}} m\left(X_{i}, \theta\right)$ is not well-behaved, then it is possible for these estimators to be inconsistent, e.g., see Manski and Tamer (2002). But this is not the issue that is of concern here. We consider cases in which $E_{\theta_{0}} m\left(X_{i}, \theta\right)$ is sufficiently well-behaved that $\widehat{\Theta}_{n}, \widehat{g}_{L n}$, and $\widehat{g}_{U n}$ are consistent.

[^2]:    ${ }^{4}$ The critical value $c_{U m B}^{*}(1-\alpha)$ depends on $n$ as well as $m$ because the bootstrap distribution depends on the original sample which is of size $n$. However, for notational simplicity, we suppress the dependence on $n$.

[^3]:    ${ }^{5}$ Table $3(\mathrm{~b})$ and Tables $4(\mathrm{i})(\mathrm{b})-4(\mathrm{v})(\mathrm{b})$ show a discontinuity in the coverage probability at $\left(h_{D}, \rho\right)=(0.0,-1.0)$. To see why this discontinuity occurs, consider the case where $m / n=0$. In this case, (i) $U\left(h_{D}\right)=\max \left\{Z_{2},\left(Z_{1}+Z_{2}-h_{D}\right) / 2\right\}=\max \left\{Z_{2},-h_{D} / 2\right\}$, where the last equality holds because $Z_{1}^{*}=-Z_{2}^{*}$ when $\rho=-1$, (ii) $U^{*}\left(m / n, h_{D}\right)=U^{*}\left(0, h_{D}\right)=\max \left\{Z_{2}^{*},\left(Z_{1}^{*}+Z_{2}^{*}\right) / 2\right\}=$ $\max \left\{Z_{2}^{*}, 0\right\}$, (iii) the $1-\alpha$ quantile of $U^{*}\left(0, h_{D}\right)$ is $c_{U}^{*}\left(0, h_{D}, 1-\alpha\right)=0.0$ for $\alpha \leq 1 / 2$, (iv) $C P_{t v}(m / n, h)=C P_{t v}\left(0,\left(h_{D}, 0\right)\right)=P\left(U\left(h_{D}\right) \geq-c_{U}^{*}\left(0, h_{D}, 1-\alpha\right)\right)=P\left(\max \left\{Z_{2},-h_{D} / 2\right\} \geq 0\right)$, and (v) $P\left(\max \left\{Z_{2},-h_{D} / 2\right\} \geq 0\right)=1$ when $h_{D}=0$ and $P\left(\max \left\{Z_{2},-h_{D} / 2\right\} \geq 0\right)=1 / 2$ when $h_{D}>0$.

