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Abstract

Some convenient limit properties of usual information criteria are given for coin-
tegrating rank selection. Allowing for a nonparametric short memory component
and using a reduced rank regression with only a single lag, standard informa-
tion criteria are shown to be weakly consistent in the choice of cointegrating rank
provided the penalty coefficient C,, — co and C,,/n — 0 as n — co. The limit dis-
tribution of the AIC criterion, which is inconsistent, is also obtained. The analysis
provides a general limit theory for semiparametric reduced rank regression under
weakly dependent errors. The method does not require the specification of a full
model, is convenient for practical implementation in empirical work, and is sympa-
thetic with semiparametric estimation approaches to cointegration analysis. Some
simulations results on finite sample performance of the criterion are reported.

Keywords: Cointegrating rank, Consistency, Information criteria, Model selection,
Nonparametric, Short memory, Unit roots.

JEL classification: C22, C32

1 Introduction

Information criteria are now widely used in parametric settings for econometric
model choice. The methods have been especially well studied in stationary systems.
Models that allow for nonstationarity are particularly relevant in econometric work

*Our thanks go to a referee for helpful comments on the original version. Phillips acknowledges
partial support from the NSF under Grant No. SES 06-47086.



and have been considered by several authors, including Tsay (1984), Potscher (1989),
Wei (1992), Phillips and Ploberger (1996), Phillips(1996), and Nielsen (2006), among
others.

Model choice methods are heavily used in empirical work and in forecasting exer-
cises, the most common applications involving choice of lag length in (vector) autore-
gression and variable choice in regression. The methods have also been suggested and
used in the context of cointegrating rank choice where they are known to be consistent
under certain conditions, at least in parametric models (Chao and Phillips, 1999). This
application is natural because cointegrating rank is an order parameter for which model
selection methods are particularly well suited since there are only a finite number of
possible choices. Furthermore, rank order may be combined with lag length and inter-
cept and trend degree parameters to provide a wide compass of choice in parametric
models that is convenient in practical work, as discussed in Phillips (1996).

When the focus is on cointegration and cointegrating rank selection, it is not neces-
sary to build a complete model for statistical purposes. Indeed, many of the approaches
that have been developed for econometric estimation and inference in such contexts are
semiparametric in character so that the model user can be agnostic regarding the short
memory features of the data and concentrate on long run behavior. In such settings, it
will often be desirable to perform the evaluation of cointegrating rank (or choice of the
number of unit roots in a system) in a semiparametric context allowing for a general
short memory component in the time series.

The present paper has this goal and looks specifically at the issue of cointegrating
rank choice by information criteria. In the case of a univariate series, this choice reduces
to distinguishing unit root time series from stationary series. In such a context, it is
known that information criteria provide consistent model choice in a semiparametric
framework (Phillips, 2008). The contribution of this paper is to extend that work to
the multivariate setting in the context of a semiparametric reduced rank regression of
the form

AX: = Ozﬁ,Xt_l +u, t€ {1, ...,n}, (1)

where X, is an m- vector time series, a and [ are m X 7 full rank matrices and wuy,
is a weakly dependent stationary time series with zero mean and continuous spectral
density matrix f, (A\). The series X; is initialized at t = 0 by some (possibly random)
quantity Xo = O, (1), although other initialization assumptions may be considered, as
in Phillips (2008).

A secondary contribution of the paper that emerges from the analysis is to provide a
limit theory for semiparametric reduced rank regressions of the form (1) under weakly
dependent errors. This limit theory is useful in studying cases where reduced rank
regressions are misspecified, possibly through the choice of inappropriate lag lengths in
the vector autoregression or incorrect settings of the cointegrating rank.

Under (1), the time series X; is cointegrated with cointegration matrix S of rank
r0, so there are ry cointegrating relations in the true model. Of course, r¢ is generally
unknown and our goal is to treat (1) semiparametrically with regard to u; and to



estimate rg directly in (1) by information criteria. The procedure we consider is quite
simple. Model (1) is estimated by conventional reduced rank regression (RRR) for
all values of » = 0,1, ...,m just as if u; were a martingale difference, and r is chosen
to optimize the corresponding information criteria as if (1) were a correctly specified
parametric framework up to the order parameter r. Thus, no explicit account is taken
of the weak dependence structure of u; in the process.

Let 3 (r) be the residual variance matrix from (1) fitted with rank 7. The criterion
used to evaluate cointegrating rank takes the simple form

IC (r) =log ‘i (7’)‘ + Con ™t (2mr —1%) | (2)

with coefficient C,, = logn, loglogn, or 2 corresponding to the BIC (Schwarz, 1978;
Akaike, 1977; Rissanen, 1978), Hannan and Quinn (1979), and Akaike (1974) penalties,
respectively. Sample information-based versions of the coefficient C,, may also be em-
ployed, such as those in Wei’s (1992) FIC criterion and Phillips and Ploberger’s (1996)
PIC criterion. The BIC version of (2) was given in Phillips and McFarland (1997)
and used to determine cointegrating rank in an exchange rate application. In (2) the
degrees of freedom term 2mr — r? is calculated to account for the 2msr elements of the
matrices o and [ that have to be estimated, adjusted for the r? restrictions that are

needed to ensure structural identification of 3 in reduced rank regression'.

'For example, in triangular system specifications (Phillips, 1991) 8’ takes the form [I,., —B] for
some unrestricted r x (m —r) matrix B, which involves r? restrictions and leads to degrees of freedom
2mr —r? in A. Under normalization restrictions of the form (6) on 3 that are conventionally employed
in empirical reduced rank regression modeling, the degrees of freedom term would be 2mr —r(r+1)/2,
leading to the alternate criterion

~

IC* (r) = log ’E (7“)‘ + Cun”t 2mr —r(r +1)/2).

In this case the outer product form of the coefficient matrix in (1) implies that A = o' = a«CC'f’
for an arbitrary orthogonal matrix C, so that a and 8 are not uniquely identifed even though the
likelihood is well defined. In such cases, only the cointegrating rank and the cointegrating space are
identified and consistently estimable. Correspondingly, there are more degrees of freedom in the system.
However, the usual justification for BIC (Schwarz, 1978; Ploberger and Phillips, 1996) involves finding
an asymptotic approximation to the Bayesian data density (and hence the posterior probability of the
model), which is obtained by Laplace approximation methods using a Taylor series expansion of the log
likelihood around a consistent parameter estimate. In the reduced rank regression case, r2 restrictions
on 3 are required to identify the structural parameters as in the above formulation 8’ = [I,,, —B]. If
only normalization restrictions such as 3’8 = I, are imposed, then we can write

A=af =aCC' (I, +BB) "V [I,,-B],

with 8 = (I, + BB')™"/? [I.,—B] and where C' is an arbitrary orthogonal matrix. In this case, C is
unidentified and if C' has a uniform prior distribution on the orthogonal group O (r) independent of
the prior on (o, B), then C may be integrated out of the Bayesian data density or marginal likelihood.
The data density then has the same form as it does for the case where

A=a (I, +BB) "V I.,-B]=a "?[I,,-B],

and where @ and B are identified. In this event, the model selection criterion is the same as (2).



For each r = 0,1, .., m, we estimate the m x r matrices a and 8 by reduced rank
regression and, for use in (2), we form the corresponding residual variance matrices

S(r) =nt zn: (AXt _ olB'Xt_1> <AXt _ dB/Xt_l),, r=1,..,m
t=1

with £ (0) = n~! Yoy AXyAX]. Model evaluation based on IC (r) then leads to the
cointegrating rank selection criterion

7 =argmin/C ().
0<r<m

As shown below, the information criterion IC' (r) is weakly consistent for selecting
the cointegrating rank 7o provided that the penalty term in (2) satisfies the weak re-
quirements that C,, — oo and Cp,/n — 0 as n — oco. No minimum expansion rate for
C,, such as loglogn is required and no more complex parametric model needs to be es-
timated. The approach is therefore quite straightforward for practical implementation.

The organization of the paper is as follows. Some preliminaries on estimation and
notation are covered in Section 2. The main asymptotic results are given in Section 3.
Section 4 briefly reports some simulation findings. Section 5 concludes and discusses
some extensions. Proofs and technical material are in the Appendix.

2 Preliminaries

Reduced rank regression (RRR) estimates of @ and /3 in (1) are obtained ignoring
any weak dependence error structure in us;. To analyze the asymptotic properties of
the rank order estimates and the information criterion IC(r) under a general error
structure, we start by investigating the asymptotic properties of the various regression
components. Using conventional RRR notation, define

n n
So[) == TL_l Z AXtAXé, 511 == TL_I ZthlXé—b

t=1 t=1
n n

Sot=n""Y AX;X[ |, and Sio=n""> X, 1AX]. (3)
t=1 t=1

For some given r and 3, the estimate of « is obtained by regression as

& (8) = S (B'S11B) " . (4)

Again, given r, the corresponding RRR estimate of § in (1) is an m X r matrix satisfying

B =arg mﬁin ‘Soo — S018 (8'S118) " 8'So| » (5)



subject to the normalization
~/ ~
B S11B = I (6)

The estimate B is found in the usual way by first solving the determinantal equation
|AS11 — S10500 So1| = 0 (7)

for the ordered eigenvalues 1 > Xl > e > Xm > 0 and corresponding eigenvectors
V= [0U1,+ -+, Up), which are normalized by 17’511‘7 = I,,. Estimates of § and « are
then obtained as R R R

B =[v1, -+ ,0], and a = a(B) = S0, (8)
with B formed from the eigenvectors of 1% corresponding to the r largest roots of (7).
The residuals from the RRR and the corresponding moment matrix of residuals that
appear in the information criterion are

ﬂt = AXt — aB,thl, and (9)

~ n PN A~/
S(r)=n"" Z gy = Soo — So188 Sto- (10)
t=1
Using (10) we have (e.g., theorem 6.1 of Johansen, 1995)
‘i@)‘ — |Soo| T, (1—&»), (11)

where A;, 1 < i < r, are the r largest solutions to (7). The criterion (2) is then well
determined for any given value of 7.

3 Asymptotic Results

The following assumptions make specific the semiparametric and cointegration com-
ponents of (1). Assumption LP is a standard linear process condition of the type that
is convenient in developing partial sum limit theory. The condition can be relaxed to
allow for martingale difference innovations and to allow for some mild heterogeneity
in the innovations without disturbing the limit theory in a material way (see Phillips
and Solo, 1992). Assumption RR gives conditions that are standard in the study of
reduced rank regressions with some unit roots (Johansen, 1988, 1995; Phillips, 1995).

Assumption LP  Let D(L) = 3 72, D;L7, with Do = I and full rank D (1), and
let uy have Wold representation

o o0
u =D (L)e; =Y Djerj, with Y j"?||Dl| < o, (12)
=0 =0



for some matriz norm ||-|| and where €; is iid (0, 3.) with . > 0. We use the notation
Lw(h) = E (atb£+h) and Aoy = > 72 Tap (h) for autocovariance matrices and one
sided long Tun autocovariances and set Q=33 Ty, (k) =D (1)S.D (1) > 0 and
Ye = E{eie}}.

Assumption RR (a) The determinantal equation |I — (I + 046’) L‘ = 0 has roots
on or outside the unit circle, i.e. |L| > 1.

(b) Set Il = I,,, + a8’ where o and B are m x ro matrices of full column rank rq,
0<rg<m. (If ro =0 then I = I,,; if ro =m then B has full rank m and B'X; and
hence Xy are (asymptotically) stationary )

(c) The matriz R = I, + '« has eigenvalues within the unit circle.

Assumption (c) ensures that the matrix f'a has full rank. Let a; and 3, be
orthogonal complements to a and f3, so that [,y ] and [B, 5] are nonsingular and
B\ B = In—r. Then, nonsingularity of 5« implies the nonsingularity of o/, ;. Under
RR we have the Wold representation of 8'X;

v =pX,=> RBu_i=R(L)Fw=R(L)ED(L)e, (13)
1=0

and some further manipulations yield the following useful partial sum representation
d 1
Xy =CY us+a(fa)” R(L)Bu+CXo, (14)
s=1

where C = 3, (¢/, B Ot o/, . Expression (14) reduces to the Granger representation
when u; is a martingale difference (e.g. Johansen, 1995).
Under LP a functional law for partial sums of u; holds, so that n /2 Z[SZ]I Ug =

B, (:) as n — oo, where B,, is vector Brownian motion with variance matrix . In view

of (13) and the fact that R(1) = Y% Rl = (I - R) ' = — (B'oz)_l, we further have

[r] [n-]
n 2y w, =02 AKX =~ (Fa) " BBu(), asn—oo.  (15)
s=1 s=1

These limit laws involve the same Brownian motion B, and determine the asymptotic
forms of the various sample moment matrices involved in the reduced rank regression
estimation of (1).

Define

AXy Yoo Yog ]
AV - . 16
o [ B' X1 } [ Ygo Dgp (16)

Explicit expressions for the submatrices in this expression may be worked out in terms of
the autocovariance sequences of u; and v; and the parameters of (1). These expressions



are given in (24) - (26) in the proof of Lemma 3 in the Appendix. The following result
provides some asymptotic limits that are useful in deriving the asymptotic properties
of ¥ (r) in the criterion function (2).

Lemma 1 Under Assumptions LP and RR,

SOO —p E007 6,5115 —p Eﬂﬁ, 6,510 —p 2/807

-1

1
n 1B SupB, = (alﬁL)_l o) (/ BuB{L) o (BLay)
0
1
B (S10 — Supa’) = (o 8,) 7 Oél/ BudBj, + Uy,
0
1
B S1p = — (o/LﬂL)’1 O/J_/ BudB! B(d/3)7! + Wy,
0

1
—-1 -1
B S0 = (e 8)) O/J_/ BudBlay (BLay)” B+, + Uy,
0

where
Vo, =Y E{(BLAX)upp}, V=) E { (BLAX,) (ﬁ’XHh)’} :
h=1 h=0

and wy = B\ AXy = B\ up + 5 avy_1.

Remarks:

(a) When v, is weakly dependent, it is apparent that the asymptotic limits of 8, (S10—
S118d”), B’ S10, and B’ S11/3 involve bias terms that depend on various one sided
long run covariance matrices associated with the stationary components wuy, vy,
and wy = 3| AX;. Explicit values of these one sided long run covariance matrices
are given in (29) and (30) in the Appendix.

(b) When u; is a martingale difference sequence, . = 0 and ¥, = B E (w}).
Simpler results, such as

1
ﬁl(slo — Suﬁa') = (alﬁL)_l al/o BudB;, (17)

then hold for the limits in lemma 1, and these correspond to earlier results given
for example in theorem 10.3 of Johansen (1995).

From (1), AX; = w + o' X;—1 = w + avi_1, so that (c.f. (25) - (26)) Zop =
aXsg + Eugv,_q and

Yoo = aXgo + Buwvi_jof + E (wuy) . (18)
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Define

a=YsY55 = o+ Buw, 355, (19)
and let & be an m x (m — r) orthogonal complement to & such that [a, & ] is nonsin-
gular.

Lemma 2 Under Assumptions LP and RR, when the true cointegration rank is ro,
the ro largest solutions to (7), denoted by \; with 1 <1i < ry, converge to the roots of

}/\Eﬁﬁ — 2502601205 =0. (20)

The remaining m — 1o T00tS, denoted by 3\\1 with rg +1 < i < m, decrease to zero at the
rate n=! and {n)\; : i =ro + 1,...,m} converge weakly to the roots of
1 1 . 1
‘p | - ( | Guicis. w) G (@) Soods) &, (m / dGuG;w') o,
0 0 0

(21)
where Gy, (r) = (o, 8,) " o/, By (1) is m —rq dimensional Brownian motion with vari-
ance matriz (o/, 5,) " o/, Qay (BLar) ™ and U = UL, + T,0.

Remarks:

(c) Comparing these results with those of the standard RRR case with martingale
difference errors (Johansen, 1995, p. 158), we see that, just as in the standard
case, the ro largest roots of (7) are all positive in the limit and the m — ry small-
est roots converge to 0 at the rate n~!, both results now holding under weakly
dependent errors. However, when wu; is weakly dependent, the limit distribution
determined by (21) is more complex than in the standard case. In particular, the
determinantal equation (21) involves the composite one sided long run covariance
matrix V.

(d) When u; is a martingale difference sequence, we find that @ = o, a; = «a,
\Il1luu =0,V = \I’wva/, Yoo = (125/30/ 4+ Q and

o (&’lEog&l)_l al =ay (alQaL)_l o).

Then o/, 8, G, (1) = &/, B, (7) is Brownian motion with covariance matrix o/, Qo ,
Vo, =0, and the determinantal equation (21) reduces to

1 1 1
‘p /O GG — /0 GodGl3, o (o, Qar) o, 8, /0 GG | =0,

which is equivalent to

1 1 1
‘p / V, V! - / V,dv! / av, V!
0 0 0

8

=0,




where V,, (r) is m — r¢ dimensional standard Brownian motion, thereby corre-
sponding to the standard limit theory of a parametric reduced rank regression
(Johansen, 1995).

Theorem 1 (a) Under Assumptions LP and RR, the criterion IC(r) is weakly con-
sistent for selecting the rank of cointegration provided C, — oo at a slower rate than
n.

(b) The asymptotic distribution of the AIC criterion (IC(r) with coefficient Cy, = 2)
s given by

lim P (Farc = 10)

n—oo
m r
- P T:"r'g+1{,z gl < Q(T_TO)(Qm_T—T’O)}] )
i=rg+1
lim P (farc =r|r > ro)
n—oo
m r
— ‘ ;o L
-r { (T’=r;+1 {l;l §i <2 (7” 7”) (2m —r r)}) N

(A sx2e-nen-rn ).

lim P (Ffarc =r|r <mr) =0,
n—oo

and

where &, 11, ...,&,, are the ordered roots of the limiting determinantal equation (21).
Remarks:

(e) BIC, HQ and other information criteria with C,, — oo and Cp/n — 0 are all
consistent for the selection of cointegrating rank without having to specify a full
parametric model. The same is true for the criterion IC*(r) where only the
cointegrating space is estimated and structural identification conditions on the
cointegrating vector are not imposed or used in rank selection.

(f) AIC is inconsistent, asymptotically never underestimates cointegrating rank, and
favors more liberally parametrized systems. This outcome is analogous to the
well-known overestimation tendency of AIC in lag length selection in autoregres-
sion. Of course, in the present case, maximum rank is bounded above by the
order of the system. Thus, the advantages to overestimation in lag length selec-
tion that arise when the autoregressive order is infinite might not be anticipated
here. However, when cointegrating rank is high (and close to full dimensional),
AIC typically performs exceedingly well (as simulations reported below attest)
largely because the upper bound in rank restricts the tendency to overestimate.



(g) When m = 1, rp = 0 corresponds to the unit root case and ry = 1 to the stationary
case. Thus, one specialization of the above result is to unit root testing. In this
case, the criteria consistently discriminate between unit root and stationary series
provided C;,, — oo and C),/n — 0, as shown in Phillips (2008). In this case, the
limit distribution of AIC is much simpler and involves only the explicit limiting

root & = (fol BudBy + )\)2 / { (fol BZ) 200} where A = >"7° | E (wpuirn) -

)

(h) While Theorem 1 relates directly to model (1), it is easily shown to apply in cases
where the model has intercepts and drift. Thus, the result provides a convenient
basis for consistent cointegration rank selection in most empirical contexts.

4 Simulations

Simulations were conducted to evaluate the finite sample performance of the criteria
under various generating mechanisms for the short memory component u;, different
settings for the true cointegrating rank, and for various choices of the penalty coefficient
C,. Some illustrative findings for the case where m = 2 are briefly reported here.

The data generating process follows (1). When r9 = 0 we have o/ = 0, and when
rg = 1 the reduced rank coefficient matrix is set to

B =(1,0.5) ( _11 ) .

When 79 = 2, two different simulations (design A and design B) were performed, one
with smaller and one with larger stationary roots as follows:

A: dp= ( _00; _0(')14 > . with stationary roots \; [I + f'a] = {0.7,0.4} ;

B: o/ = ( _00; _%115 > , with stationary roots \; [I+ ﬁ'a] ={0.9,0.45}.

Simulations were conducted with AR(1), MA(1), and ARMA(1,1) errors, corresponding
to the models

wp = Aup_1 + €, uy = €4 + Bey_1, and u; = Aup_q + &4+ Bey_1q, (22)

respectively, with coefficient matrices A = ¢ I,,,, B = ¢I,,, where || < 1,|¢| < 1, and
with innovations e; = iidN (0, %.), where

(1460 0
Ea—( 0 1_0>>0.

The parameters for these models were set to 1 = ¢ = 0.4 and 6 = 0.25.

10



(@ AIC (b) BIC

Figure 1: Cointegrating rank selection in design A when u; is AR(1) and n = 100.

The performance of the criteria AIC, BIC, HQ, and log(HQ)? was investigated for
sample sizes n = 100 in design A and n = 100, 400 in design B, in both cases including
50 additional observations to eliminate start-up effects from the initializations Xy = 0
and g = 0. The results are based on 20,000 replications and are summarized in Fig.
1, which shows the results for design A, and in Table 1, which shows the results for
design B and with correct selections in bold type. The results displayed are for the
model with AR(1) errors. Similar results were obtained for the other error generating
schemes in (22).

Asis evident in Fig. 1, the BIC criterion generally performs very well when n > 100.
For design B, where the stationary roots of the system are closer to unity, BIC has
a tendency to underestimate rank when n = 100 and rg = 2, thereby choosing more
parsimoniously parameterized systems in this case, just as it does in lag length selection
in autoregressions, but BIC performs well when n = 400, as seen in Table 1.

The tendency of AIC to overestimate rank is also clear in Fig. 1, but this tendency
is noticeably attenuated when the true rank is 1 and is naturally delimited when the
true rank is 2 because of the upper bound in rank choice. For design B, AIC performs
better than BIC when the cointegrating rank is 2, as does HQ, for which the penalty
is C, < 2 when n = 100,400. Criteria with weaker penalties, such as log(HQ) with
C, = logloglogn, also do better in this case, although for other cases they perform

log(HQ) has penalty coefficient C,, = logloglogmn.

11



much less satisfactorily than AIC and HQ, showing a stronger tendency to overestimate
cointegrating rank.

Based on overall performance, it seems that BIC can be recommended for practical
work in choosing cointegrating rank and it gives generally very sharp results when
n > 100. The main weakness of BIC is its slight tendency to choose more parsimonious
models (i.e. models with more unit roots) especially when the system is stationary and
has a root near unityg.

n =400 n =100
ro=0 roy=0
r=0 r=1 r=2 r=0 r=1 r=2
AlC 52.7 36.3 11.0 AIC 48.3 39.7 12.0
BIC 94.8 4.8 0.4 BIC 87.8 10.8 14
HQ 47.0 39.6 13.3 HQ 35.1 46.6 18.3
Log(HQ) 7.4 48.8 43.7 Log(HQ) 2.6 44.3 53.1
r,=1 r,=1
r=0 r=1 r=2 r=0 r=1 r=2
AlC 0.0 76.4 23.6 AIC 0.0 7.7 22.3
BIC 0.0 96.6 3.4 BIC 0.0 94.2 5.8
HQ 0.0 73.5 26.5 HQ 0.0 70.8 29.2
Log(HQ) 0.0 45.8 54.2 Log(HQ) 0.0 40.4 59.7
ro=2 ro=2
r=0 r=1 r=2 r=0 r=1 r=2
AlC 0.0 0.0 100.0 AIC 0.0 25.2 74.8
BIC 0.0 2.1 97.9 BIC 4.5 74.2 21.3
HQ 0.0 0.0 100.0 HQ 0.0 14.2 85.8
_Log(HQ) 0.0 0.0 100.0 _Log(HQ) 0.0 1.6 98.4

Table 1. Cointegrating rank selection in design B when u; follows an AR(1) process.

Wang and Bessler (2005) reported some related simulation work under the assump-
tion that it is known that the time series are already transformed into a form where
the observed variables are either stationary or integrated. In the present context, this
is equivalent to setting a3’ to a diagonal matrix with elements of either zero or unity.
The problem of cointegrating rank selection in this simpler framework is equivalent to
direct unit root testing on each variable. We may therefore use the selection method
of Phillips (2008) to estimate the cointegration rank by conducting a unit root test on
each time series and simply counting the number of unit roots obtained. Simulations
(not reported here) indicate that this procedure works well. However, since the trans-
formation which takes the model into a canonical form where the observed variables
are either stationary or integrated is seldom known, this procedure is generally not
practical for estimating cointegrating rank.

3Simulations (not reported here) showed that the tendency for BIC to select models with more unit
roots is exacerbated when the criterion JC* (), which has a stronger penalty, is used.
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5 Conclusion

Model selection for cointegrating rank treats rank as an order parameter and pro-
vides the convenience of consistent estimation of this parameter under weak conditions
on the expansion rate of the penalty coefficient. The approach is easy to implement in
practice and is sympathetic with other semiparametric approaches to estimation and
inference in cointegrating systems where the focus is on long run behavior.

While it is not explicitly demonstrated here, the consistency result for cointegrat-
ing rank selection by information criteria continues to hold in models where there is
unconditional heterogeneity in the error variance of unknown form, including breaks in
the variance or smooth transition functions in the variance over time. Such permanent
changes in variance are known to invalidate both unit root tests and likelihood ratio
tests for cointegrating rank because of their effects on the limit distribution theory
under the null (see Cavaliere, 2004; Cavaliere and Taylor, 2007; Beare, 2007). Since
consistency of the information criteria is unaffected by the presence of this form of vari-
ance induced nonstationarity, the approach offers an additional degree of robustness in
cointegrating rank determination that is useful in empirical applications.

Some applications of the methods outlined here are possible in other models. First,
rather than work with reduced rank regression formulations within a vector autore-
gressive framework, it is possible to use reduced rank formulations in regressions of the
time series on a fixed (or expanding) number of deterministic basis functions such as
time polynomials or sinusoidal polynomials (Phillips, 2005). In a similar way to the
present analysis, it can be shown that information criteria such as BIC and HQ will be
consistent for cointegrating rank in such coordinate systems. The coefficient matrix in
such systems turns out to have a random limit, corresponding to the matrix of random
variables that appear in the Karhunen-Loéve representation (Phillips, 1998), but has
a rank that is the same as the dimension of the cointegrating space, which enables
consistent rank estimation by information criteria. A second application is to dynamic
factor panel models with a fixed number of stochastically trending unobserved factors,
as in Bai and Ng (2004). Again, these models have reduced rank structure (this time
with nonrandom coefficients) and the number of factors may be consistently estimated
using model selection criteria of the same type as those considered here but in the pres-
ence of an increasing number of incidental loading coefficients. In such cases, the BIC
penalty, as derived from the asymptotic behavior of the Bayes factor, has a different
form from usual and typically involves both cross section and time series sample sizes.
Some extensions of the present methods to these models will be reported in later work.
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6 Appendix

Lemma 3 Under (1) and Assumption LP,
- - - -1 _ ~1/2 -1 ~1/2
S00 — Zoo Zos (Es0Z00 Sgo) ~ SpoZop = Zoo/ ey (dier) C/J_ZOO/ ;

where ¢ = 2801/2205 and ¢ is an orthogonal complement to c. Defining o = 2052551 =
2(1)620255 and o) = EEOI/QCJ_, we have the alternate form

—-1/2

-1/2
200

-1 ~ ~ ~ \—1~
c| (cﬁ_cL) 1y = (O/LEO()O[L) al. (23)
When Yoz = aXgg, (23) reduces to

Zaol/QCJ_ (C/LCJ_)_I Clzaol/Q =] (Ozlzooafj_) o] .

Proof of Lemma 3: Since [c, ¢ ] is nonsingular we have
ANt / -1
I:c(cc) ¢ +cy (CJ_CL) ¢,
and then

-1 -1 -1 -1 -1
Yoo — Xgo 20 (Zﬁozoo Zﬁﬂ) 280200
_ -1 _ _ -1 _
= 2001/2 {I —-C (C,C) Cl} 2001/2 = 20()1/2% (C/J_CL) Clzoolm,

as required.

Observe that when Y3 = aXgg, we have ¢ = 2601/2205 = 2801/204255 and we may
/

1/2 .
choose c| = X, | where o is an orthogonal complement to a. In that case we have

—-1/2
Z:OO/

cl (cﬁ_cj_)fl c'J_E(;Olm N (O/J_Eogou_) al,

as stated. This corresponds with the result in Johansen (1995, Lemma 10.1) where u;
is a martingale difference. In the present semiparametric case, AX; = u; + af' X;_1 =
ug + awy_1 and the covariance I'y, (1) = E (v;_jus)’ is generally nonzero, so that

Ygg = Evtv,’f =T (0), (24)
Y0 = Eve_q (u + owt_l)/ =Ty (1) + Ty (0) &/ =Ty (1) + 2550/, (25)
Yoo = aXpgd’ + alyy (1) + Tyy (—1) @ + Ty, (0). (26)

Note that a = 2052561 = ZééZCEgﬁl and we may choose a| = 2601/2CL. In this notation,
we may write in the general case

—-1/2

-1 — ~ ~ ~ -1~
200/ ci(der) ciZool/Q =a, (& Se0) (27)
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as given in (23). O

Proof of Lemma 1: Since both AX; = u; + a3 X;_1 and v; = B'X; are stationary
and satisfy Assumption LP, the law of large numbers gives

n
Soo =n"" Y AX;AX] =) Tgo = Ty (0) + Ly (0) @’ + Ly (0) + Ty (0) @/,
t=1

B'SuB=n""> BX, 1 (8Xi1) —p Tps =T (0), and
t=1

B'S1o=n"">" B'X; 1AX] —p Ngo = Tou (1) + Loy (0) @'
t=1

In view of (14) we have

t
B Xy =B,.CY ug+Ba(fa) " R(L)Bu+ B CXo

s=1

t
= (O/Lﬁl)_l o) {Z Us + Xo} + B« (5/0)_1 R (L) 'uy,

s=1

so that the standardized process nil/QﬂlX[n.] = (OziﬁL)_l o B, (-), and from (15)
we have

[n]
n 2N X = — (Bla) T BB (). (28)
s=1

It follows by conventional weak convergence methods that
-1 ! -1
n B SuBL = (o1 8) a) (/ BuBL> ay (BlLar)
0

B (S0 — Supd) = p {n_l ZXt—l (AX, — OZB/Xt—l),}

t=1

X1 w ;a1 //1 / 1
— = (| B o B.dB, + Y,
Vi v ) el g

/ 1
’ -1 / ’o\—1
= - BudB \IIUJUJ
gt \/ﬁ \/ﬁ = (aJ_BL) ay /(; uﬂ(a 5) +

Vi = D E{(FLAX) upy} and oy = Y E{(BLAX) (8 Xi1n)'}

h=1 h=0
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are one sided long run covariance matrices involving wy = | AXy, us and v;. Note
that

wy =L AXy = B u + B avi4

so we may deduce the explicit form

Uy = Z E{(BLAX:) upn} =B Z E{uuyp ) + 5o Z E{vi1up i)
h=1 h=1 h=1
= B,J_Auu + ,83_0& [Avu — Dy (1)] 5 (29)
and

Uy = i {/BLAXt (/B/Xt—l-h)/}

h=0
= B Z E {utUtJrh} +4a Z E {Ut 1vt+h}
h=0 h=0

Finally, using (28) and standard limit theory again, we obtain

n n !
B Xi1 AX] B Xe1 (w4 aveq
BiS =) =
t=1 t=1

Vi v N N
’ -1 ! / / -1 ! / ro\—1
= (O‘J_ﬁL) aL/O B,dB,, — (aLﬁL) aL/O B.dB,f (a ﬂ) Qo

+ Y E{(BLAX) upn ) + Y E{(BLAX) viypa'}

h=1 h=0
1
— (A -1 B,dB' 11— ro\—1 7
(a/1B1) Oﬂ/o u{ B(B) a }
+ Z E{(BLAX:) upyp} + Z E{(BLAX¢) vpypa}
h=1 h=0

1
= (o 8,)7" O/L/O BudBlay (B al) B+ U, + U,

since B (¢/B) ' a/ + a (B’J_aj_)fl B =1 (e.g., Johansen, 1995, p. 39). O

Proof of Lemma 2: Let S (\) = )\SH—SmSO_OlSm, so that the determinantal equation
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(7) is |S (\)| = 0. Defining P, = [3,n~ 23] and using Lemma 1, we have

| Py (S (V) Pal
_ H A3'S11 8 A=l 2ES0 8, ]
A6, 8118 AnT1B S By
_ [ 3510550 So13 n=23'S10S5 So18.1 ”
n=28 S10855- S B n LB S10S00 o181
AY 0 -1
0 A B1) aL<f0BuBu>OéJ_(BLOZL) 0 0
1
= |ASgs — 2502601205| ')\ (aiﬂj_)_l o) (/ BuB;> oy (ﬂlo&)_l . (31)
0
The determinantal equation
1
IAZ55 — Z50Z00-Sog| ‘)\ (@ 8) o) </ BuB;) ay (ﬁlou)l' =0
0
has m — ry zero roots and 7y positive roots given by the solutions of
A58 — Ep0Tg9 Tos| = 0. (32)

Thus, the 7o largest roots of (7) converge to the roots of (32) and the remainder converge
to zero.
Defining P = |8, 3, ], we have

' 5 _|[ SNBSS B ] ‘
PsonPl=|[ 550 Hsos,
=858l | {sM s BFSM BT ES M} B (33)
As in Johansen (1995, theorem 11.1), we let n — oo and A — 0 such that p = n\ =
Op (1). Using Lemma 1, we have
B'S(N) B = pntB'S118 — B'S10550 S018 = — 50500 Zos + 0p (1),
B1LS(N) B =pn ' BLS1BL — B 51050 So1By, and
BS(\) B =pn B S118 — B S10S59 So1 3
= —f'1510509 S018 + 0p (1) (34)

Define
Ny, = Spgt — Sp0-S018 (8'S10S55-So18) B'S10S00 -

Using Lemma 1 and Lemma 3, we have
Ny = Zgy — Zo9 Bos (S0S00 Zos) LoTee + 0p (1)

= aJ_ (aﬁ_zooaj_)_l &/J_ + Op (1) . (35)
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By (34) and (35), the second factor in (33) becomes

B S -sMBFSM BT BS (N} 6.
= pn 1B S11B1 — B S10N.So1 B + 0, (1)
= pn 3L SuBL — B S0 (@ Toods) " &L SnBL +0p(1). (36)

By Lemma 1, we have

B{sm-smpelasme " Bsm} e,
1
~ p(alf) el ( / BuB;> oy (Bron)”"
— {(aﬁ_ﬁL)l O/J_ /01 BudB;CVJ_ (ﬂﬁ_al)il ﬂﬁ_ + \I/}

1
X ay (5&2005@)71 o) {5¢ (O/LBL)A al/o dB, By (ﬁlou)fl + \I"}

1 1 1
= p/ GuG; - </ GudG;Bﬁ_ + \I/> o (&lzoo&L)_l &/i <ﬁj_/ dGuG; + \If,> ,
0 0 0

where ¥ = ¥l + W,,0" and G, (r) = (O/J_BJ_)_I o/, B, (r) is Brownian motion with
variance matrix
(@ 8) 7 & Qay (BLar)™
Equations (33), (36), and Lemma 1 reveal that the m — ¢ smallest solutions of (7)
normalized by n converge to those of the equation

1 1 1
p / GG — ( / G.dG. B, + xp) (&) Xoods) ' @) <5L / dG.G', + ‘I”>
0 0 0

(37)
as stated.

Proof of Theorem 1

Part (a) Let IC,, (r) denote the information criterion defined in (2) when the true
cointegration rank is rg. Cointegrating rank is estimated by minimizing ICy, (1) for
0 < r < m. To check the consistency of this estimator, we need to compare ICy, (1)
with IC,, (o) for any r # ro.

When r > 79, using (2) and (11), we have

IC,, (r) — ICy, (10)

= Z log (1 — Ai> + Cpnt ((2mr — rz) — (2mr0 — 7“3))
= Z log (1 - 5\1) + Con ™ (1 —1g) (2m — 7 —10) . (38)
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In order to consistently select rg with probability 1 as n — oo we need

Z log (1 - 5\1) + Cont(r — 1) (2m — 7 —1g) > 0, (39)
i=ro+1

with probability 1 as n — oo for any rg < r < m. From (21), we know that A is

O, (n_l) for all ¢ = rg + 1, ..., 7. Expanding log (1 — Xl) , we have

S log(1-A) == 3 Ao () =0,(n7). (40)

i=ro+1 1=ro+1

Using (40) and Lemma 2, we then have

n ( i log (1 - 5\1) + Con (= 1) (2m — 1 — 7"0))
i=ro+1

= — Z nj\i—i-Cn(?"—?’o)(Qm_T_TO)+0p(1)7 (41)
i=ro+1

where n\; for i =rg+1,...,r are O, (1). As such, as long as C;, — oo as n — 00, the
second term on the right side of (41) dominates, which leads to (39) as n — oo. Hence,
if the penalty coefficient C,, — oo, cointegrating rank r > rg will never be selected.
So, too few unit roots will never be selected in the system in such cases. Thus, the
criteria BIC and HQ will never select excessive cointegrating rank as n — oco. On the
other hand the AIC penalty is fixed at C,, = 2 for all n, so we may expect AIC to
select models with excessive cointegrating rank with positive probability as n — oc.
This corresponds to a more liberally parametrized system.
When r < rg,

ICy, (r) — ICy, (10)

0
== Z log (1 - 5\1,) + Cpnt ((2m7" — 7“2) — (2mr0 - r%))
i=r+1

T
= — Z log (1 — 5\Z> + Con Y (r — 1) (2m —r —10) . (42)
i=r+1
In order to consistently select g with probability 1 as n — oo, we need
7o
- Z log (1 - )\Z-) + Con ™t (r — 1) (2m — 1 — 1) >0, asn — oo. (43)

i=r+1

From Lemma 2, we know that 0 < N <lfori=r+ 1,...,79. So the first term on the
right side of (42) is a positive number that is bounded away from 0 and the second term
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on the right side of (42) is a negative number of order O (C,n™t) . In order for (43)
to hold as n — oo, we therefore require only that C,/n = o(1), i.e. that the penalty
coefficient must pass to infinity slower than n. For each of the criteria AIC, BIC and
HQ, the penalty coefficient C,, — oo slower than n. Hence, these three information
criterion all select models with insufficient cointegrating rank (or excess unit roots)
with probability zero asymptotically.

Combining the conditions on C,, for » > rg and r < 7g, it follows the informa-
tion criterion will lead to consistent estimation of the cointegration rank provided the
penalty coefficient satisfies C), — oo and C,,/n — 0 as n — oo.

Part (b) Under AIC, C,, = 2. The limiting probability that AIC(rg) < AIC(r)
for some r < rg is given by

lim P {AIC(ro) < AIC(r)}

n—oo
7o
= nangOP { leog (1 - Ai) +2n7 (r — o) 2m — 1 — 1) > O}
i=r+

= lim P{ i log (1 —;\Z) <2n7 (r —rp) (2m—r—r0)} =1, (44)

n—oo
1=r+1

because 0 < \; < 1 for i = r 4+ 1,...,7¢ are the ry — r smallest solutions to (20) and
then 7% . log(1—\;) <0, giving (44). Hence, when 7q is the true rank, AIC will
not select any r < rg as n — oo, i.e.,

lim P (farjc =r|r <rg)=0. (45)
n—oo
Let §,,41 > ... > &, be the ordered roots of the limiting determinantal equation
(21). When ' > r > ro, AIC(r) < AIC(r") iff
7'/
Z log (1 — )\Z-) +Cynt (r’ — r) (2m —r - T) > 0,
i=r+1
so that the limiting probability that r will be chosen over 7’ is

lim P {AIC(r) < AIC(r")}

= lim P{— Z nﬂi+2(7"—7’) (2m—7"l—7‘)>0}
i=r+1

:P{ﬁ:§i<2(r’—r)(2m—r'—r)}. (46)

1=r+1
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Accordingly, the probability that AIC will select rank 7 is equivalent to the probability
that 7 is chosen over any other ' > ry. This probability is

lim P (Farc =7r|r > 19)
oo

:a { (r,ﬁH {z;lg <2(r' —7) (2m -+ —7) }) N
(:ﬁ; {Zﬂg >2(r—r) (2m—r—1') }) } : (47)

where the first part is the limiting probability that 7 is chosen over all 7 > r and the
other part is the probability that r is chosen over all rg < r’ < r. Any rank less than rq
is not taken into account here because those ranks are always dominated in the limit
by 7o from (45).
The probability that the cointegration rank rg is consistently estimated by AIC as
n — oo is
lim P (Fa7c = 10)

n—oo

r:fj+1 { Z & <2(r—ro) (2m—r—r0)}] . (48)

i=rg+1

=P

This is a special case of (47) with r = r. O

The unit root case

When the system order is m = 1, the procedure provides a mechanism for unit root
testing. If ro = 0, i.e. the model has a unit root, we have by (48)

nlin;OP(fAIC =1lro=0)=P{& >2}=1—-P{&{ <2} and
lim P (Fazc = Olro = 0) = P {€, <2}, (49)

n—oo
where &; is the solution to (21) when m =1 and ro = 0. In this case, we see that

(Jy GudG 8, + \11)2 (Jy BudB. + )\>2

b (fo1 GuG&) %00 B (fol Bz%) 200

since G, = By,a; = 1,8, = l,and ¥ = X in this case.
If 7o = 1, when the model is stationary, we have

lim P (fa;c =0|rg=1)=0and lim P (fa;c =1lro=1)=1, (50)

n—oo

using (44) . These results for the scalar case m = 1 are consistent with those in Phillips
(2008). O
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