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Abstract

Actions a firm takes in one market may affect its profitability in other
markets, beyond any joint economies or diseconomies in production. The reason
is that an action in one market, by changing marginal costs in a second market,
may change competitors' strategies in that second market. We show how to
calculate the strategic consequences in market 2, of a change in conditions in
market 1 or of a firm's action in market 1. Qualitativelv, the same results
hold for both simultaneous markets and sequential markets: whether a more
aggressive (i.e., lower price or higher quantity) strategy in the first market
provides strategic costs or benefits depends on (a) whether the strategv increases

or decreases marginal costs in the second market and (b) whether competitors'

products are strategic substitutes or strategic complements. The latter distinction

is determined by whether more aggressive play by one firm in a market raises or
lowers competing firms' marginal profitabilities in that marget. We discuss
applications to how firms select "portfolios" of businesses in which to compete,
to rational retaliation as a barrier to entry, te intermational trade, and to
the learning curve.

Both strategic substitutes competition and strategic complements £0mpetition
are compatible with either quantity competition or price competition. For example,
strategic complements competition arises from price competition with linear demand
and from quantity competition with constant elasticity demand.

The distinction between strategic substitutes and strategic complements is
also important in other areas of industrial erganization. For example, we show
that with strategic complements competition firms will strategically underinvest
in fixed costs. This contrasts with earlier studies which, focusing on the total
profits of potential entrants rather than the marginal profits of established

competitors, invariably emphasized the use of excess capacity.



1. Introduction

A firm's opportunities in one market can affect its opportunities in
another market--even if its customers and competitors are completely different
in the two markets. One implication of this interaction between the markets
is that a firm may decline the chance to enter a market in which it can earn
revenues in excess of incremental costs, and choose instead to enter markets
in which its revenues are less than its incremental costs.

The basic principle is an old one and can be illustrated by numerocus
examples from military history. In World War 11 there was much discussion
of the so-called two-front war. The question was whether Germany, already
committed to fighting the Allies in the West, should attack Russia in the
East. It would nct do for the Germans to weigh the costs and benefits of a

N -
war against Russia alcone; correctly calculated costs are those that take into
account the fact that an army must nevertheless be maintained on the Western
front. What we emphasize here is that even measuring correctly calculated
costs against the gains anticipated in the East is not sufficient:
what must also be accounted for is the possible changes in the Western Allies'
strategy that might be brought about by the news that Germany is simultaneously
fighting two wars.

In the industrial organization context, we show that whether taking a new
opportunity in a second market increases or decreases the firm's profits in
the first market depends on two factors: {1l) whether increasing output in the
second market increases or decreases marginal costs in the first market (we
will refer to these cases, somewhat imprecisely, as increasing and decreasing
costs), and (2) whether the firm's product and its competitors' products in

the first market are first-order or strategic substitutes or complements.



This latter distinction, which is made precise in Section 5, relates to whether
expectations of more aggressive play by one firm in a market lead to less
. aggressive (strategic substitutes) or'more aggressive (strategic complements)
play by competing firms in the same market.

We show that one canneot determine whether products are strategic substi-
tutes or complements without empirically analyzing a market. For example, quanti:
competition and constant elasticity demand may yield strategic complements, but a

linear demand curve with the same elasticitv around equilibrium will alwavs yield
strategic substitutes. With price competition linear demand vields strategic

complements with constant costs, but strategic substitutes with sufficiently

rapidly decreasing costs.

Our analysis of these two determinants of "strategic cost" .can be
extended in a straightforward way when the markets are seqdential rather
than simultaneous. The decision what to dc at time 1 must take into account
not only market 1 revenue and correctly measured cost (which anticipates
market 2 output), but also the effect of market 1 sales on the actions of
market 2 competitors. Thus with decreasing marginal costs, for example,
firms will set period 1 marginal revenue below marginal cost with strategic
substitutes in period 2, but above marginal cost with strategic complements
in period 2. 1In later sections of this paper we apply these results to

dumping in international trade and to models of the learning curve.

ngéiso appl&vﬁﬁese ééﬁé results_;q_;hg,issﬁéioi!ﬁf%afeﬂic_investméntrin_ca:
Selling units at marginal revenue below marginal cost in period 1 in order
to decrease one's costs of producfion in period 2, is formally eguivalent to
investing in capital that will directly reduce production costs in period 2.

Thus with strategic substitutes in period 2 we will observe overinvestment in cao:



in period 1, whereas with strategic complements in period 2 we will observe
underinvestment in capital in period 1. Given the same constant-returns-to-
scale production functions, and for industries protected from new entry,
industries engaging in strategic substitutes competition will be more capital
intensive than monopolistic or competitive industries, which in turn will be
more capital intensive than industries engaging in strategic complements
competition. This contrasts with the qualitative implications of papers that
focus exclusively on the use of "excess capacity" to deter entry.

I1f a firm faces potential entrants in a market (see, e.g., Spence, 1977,
and Dixit, 1€7¢, 198B0), as well as established rivals, then it must consider

the effects of its actions on the entry decisions of its potential competitors

Y

as well as the stratecic conseguences for the play of its establiished riva

< .
we show that the former effect depends on only one cf ocur two factors--cost.

~ —

Intering a new market hurts competitors in other markets if -costs are decreas-
ing, no matter what the strategic relationship between the goods. A potential
competitor's éecision whetﬁer to enter a market depends on his tetal profit
+here; how acgressively he plays once he is in depends on his marginal profit.
Tf a firm has decreasing costs, then expanding into more markets will discour-
age entry but, if products are strategic complements, it will also make estab-
lished rivals play more aggressively.

The possibly adverse conseguences a firm might suffer in one market as a
result of entering another market can be thought of as a barrier to entrv. A
particularly striking example is one where A and B are each monopolists in
different markets even though A's marginal costs are less than the marginal_

revenue it would earn if it began to sell in B's market. A might rightly

figure, however, that in the status quo B has no incentive to enter R's



market, yet if A entered B's market and if costs were increasing then B would
raticnally (not punitively) react by invading A's market.

This paper is organized as follows. In Section 2 we analyze a simple
numerical example of Cournot competition between producers of undifferentiated
products in which a firm stays out of one market because of the effect on the
actions of its competitors in another market. 1In Section 3 we define and
discuss the concept of first-order or strategic substitutes and complements.
Section 4 provides a graphical explanation of our basic propositions. They
apply to both price and guantity competition with differentiated preducts.
Section 5, which is not essential for an understanding of the remainder of
the paper, contains formal proofs of these results in a more general framework,

and Section 6 describes a range of applications of our work.



2. Numerical Example

Consider Cournot ducopolists A and B choosing gquantities ¢ and 9, for
a

sale in a single market with inverse demand function f(qa- qb) = 200 - 9, - 4

b
2
Assume total costs are ca(qa) = l/2qa, cb(qb) = 1/2q§ so that both firms have

increasing marginal costs. Then in Cournct-Nash equilibrium qa = q, = 50, the

b
price is 100, both firms have marginal costs and marginal revenues of 50, and
each firm earns 100 x 50 - 1/2x(50)2 = 3750,

Now give firm A access to a new market where it can sell X units at a
price g(xa) = 55. Assume ca(qa, xa) = é—(qa + xa)2. In the multimarket
Cournot-Nash game firm A chooses a and xa and firm B chooses qb, all simul-
taneously. On the surface, the opportunity to sell in the new market appears
to be profitable for A. Correctly calculated marginal costs for the first

unit sold in the new market are 50, and marginal revenue is 55. However, this

gain somehow disappears. Multimarket equilibrium requires:

MC in the shared market for A) 200 - 2qa - g

MR = =" +

( b qa xa

(MR = MC in the shared market for B) 200 - q - 2qb = a,

(MR = MC in A's other market) 55 = qa + xa

The eguations solve to q, = 47, X, = B, q, = 51. The price in the shared

market is 102. Firm B's profits have increased to 3901%, but firm A's profits
have fallen to 3721%. Selling in the new market hurts firm &.

At first the result that a company can be made worse off by being given
access to a new market may seem bizarre. The following intuition may help.
Giving A access to the new market increases his effective marginal cost of
selling units in the shared market because of the opportunity cost of not

selling those units in the new market. A's higher effective marginal cost



means that he will sell fewer units in the shared market for any given guantity
that B sells. B therefore increases his output, reducing the profitability of
A's sales in the shared market. A thus ends up worse off overall even though
the opportunity to reallocate between the two markets can only be helpful for
any given output level that B chooses. TIf B had kept his output unchanged at
50, the extra units A seld in the new market and the rebalancing of his sales
between the two markets would have earned A an extra 18% in profits. However
his competitor responded by increasing output from 50 to 51, thereby lowering
the price in the shared market by 1 and reducing A's profits by 47. On net A
loses 28,

The example also shows that subsidizing a firm may hurt it. If both 2
and B were allowed access to both markets but the price in the smaller
market was 50, both would sell 0 in this market and earn 3750 in t;tal.‘
Giving A (but not B) a subsidy of 5 per unit sold in the smaller market would
then hurt A by leading back to the eguilibrium above in which A earns only
3721%. Eguivalently, since achieving a cost saving is formally identical to
receiving a subsidy, a firm may also hurt its profits by reducing its costs
of doing business in one of its markets.

These results remain essentially unchanged if instead of having the
markets clear simultanecusly they cleared sequentially. Having the monopoly
market clear second makes the formal problem identical to what it is in the
simultaneous case. If A is allowed to choose its monopoly gquantity before
the duopoly game is played, he will choose zero so long as the price in the
meonopoly market, g(xa), is at or below 56.25. If the monopoly market price
is a bit higher, A would find a positive guantity profitable for him in the

sequential game--though not as profitable as for B.



Note that if both firms were able to compete in both markets then with

. , 1 2
t t f55 = = — = = —_
the price in the new market o we get qa qb 483, xa xb 63, and
each firm earns profits of 3848%%.

Table 1 summarizes the profits made by each firm in the different cases.

Each firm is always better off if it is prevented from competing, or is
able to (credibly) precommit to not competing, in the new market.3

Finally, note that A entering the new market makes the entry of new
competitors into the larger market more likely. Imagine that a third firm C
could enter the main market with the same technology as A and B after payment
of a fixed charge F, and assume that € anticipates a three-firm Nash eguilib-~
rium after entry. It is easy to check that if A and B are competing only in
the larger market then C will enter only if F < 2400, but that if A has access
to the new market then C will enter for values of F up to 2799%.4“ B

A natural question to ask is how dependent is our example on the form of

competition? We will show that the Cournot assumption is unnecessarv. While
the sign of the strategic effect in the main market varie; with the nature of
competition and other variables, we are able to identify ﬁhose variables and
thus define when an apparently profitable opportunity is really unprofitakle,
and when an apparently unprofitable opportunity is really profitable. Showing
how to calculate the sign of the strategic effect is an important part of our
paper, and enables us to show not only the sensitivity of our results to the
type of competiticn, but alsc the sensitivity of other important results in

industrial organization.



Table 1

PROFIT MATRIX FOR NUMERICAL EXAMPLE

Firm B
competes only competes in
in larger market both markets
_ competes only 3750, 3750 3902, 3722
in larger market
Firm A
competes in 3722, 3902 3849, 3849

both markets

(In each pair the first number is A's
profit, the second number is B's.)



3. Strategic Substitutes and Complements

Consider a market in which firm A chooses a strategic variable qA, and

. . B
firm B simultaneously chooses g . Assume that a higher level chosen for this
variable indicates more aggressive play. For example, if firms choose quanti-

. A B L
ties then g and g can be thought of as the quantities that A and B choose.
I1f, however, firms choose prices then because low prices are a sign of aggres-

. A B
sive play then @ and g can be thought of as the inverses of the prices
charged by A and B.

. A . B . . . .

We define g to be a substitute for g if the partial derivative of B's

. . A . B A
profits with respect to g is less than zero, 3m /aq < 0, and a complement
if the partial is greater than zero. In making the decisicn of whether to
invest a given amount of capital in a market, competitors become less willing
to enter if they expect more of a substitute to be produced. We will alwavs

A B .
assume that q and g are substitutes.

However, given its capital stock (that is, its marginal cost curve) a
competitor must still decide how aggressively it should compete in a market:
how much it should produce or how little it should charge. Whether B will
compete more or less aggressively when A becomes more aggressive depends not
on the effect of A's actions on B's overall profitability, but on the effect
of A's actions on B's marginal profitability.

. . . B A B, . .

Assuming that the profit function m (g , g ) is smooth, at a Nash egui-

s -A =B B B .
librium (g, g } >> 0 we must have that 3n /4qg = 0 and, if the second-order

s . .o 2B,28B .
conditions are strictly satisfied, that 3’ 7 /8 g < 0., It follows that if a
small increase in aggressiveness by A reduces B's marginal profit,

2B a, B , , B , .
3°n /8g 9g < O, then B will respond by reducing q ; the result is a substi-

tution of qA for qB. Accordingly, and analogous to our previocus definition

of substitutes and complements, we give the following.



L A .
Definition. We call g a first-order or strategic substitute for qB if

B . . .
aan/anaq < 0 and a first-order or strategic complement if B2ﬂB/3qAan > 0.

In the numerical example above, B could predict {as we will see) that
A . . i
g (A's guantity) would be reduced as a result of A's marginal costs rising
. . . A , , B
from selling in a new market. Since g was a strategic substitute for g
. , B . .
{B's gquantity}, B's response was to increase q , thus hurting A's profits.
It can easily be shown that in a Cournot (quantity setting) model with
. , A A B B .
linear demand the respective outputs ¢ = @', g = Q , are strategic
substitutes. Indeed, it seems most natural that if an increase in qA lowers
B's revenue {and profit} then it should lower B's marginal revenue (and
marginal profit) as well; accerdingly, we will think of strategic substitut-
ability as the '"normal" Cournot relationship. It is important to Jyealize,
however, that such a relationship is not necessary in a Cournot model.

. . . A B -
Consider, for example, constant elasticity inverse demand fB = (g + g} 3,

' Co e = B , -A -B
0 <a < 1l, at an equilibrium qA, g in which qA/q < a. The reader can

. A B ,
calculate that now firm B regards g and g as strategic complements

2 . , A . . .
(3 nB/anan > 0): an increase in q@ would, ceteris paribus, alsc increase

qB. Wotice that if A faced the same demand curve fA = (qA + qB)-a then at
the same equilibrium, with aA/aB < a, A would regard the two goods as stra-
tegic substitutes. In what follows we shall always look at strategic sub-
stitutability vs. complementarity from the point of view of firm B.5

We show in Section 5 that with price competition ahd linear demand
qA and qB are strategic complements, provided marginal costs
are not declining too rapidly. As a conseguence, firm A might sell in a new

market that on the surface appears unprofitable, because A's higher marginal
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costs encourage B to price higher which gives A an important side benefit in
the shared market.

With inecreasing costs, then, A gets an extra benefit from entering the
new market if products are strategic complements, and is hurt if products are
strategic substitutes. With decreasing costs the exact opposite results hold:
strategic complements may make an otherwise profitable opportunity unprofit-
able, and strategic substitutes can make an otherwise unprofitable opportunity

profitable.
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4. Graphical Explanation of Results

Figure 1 shows A's reaction curve XX' and B's reaction curve S$S' in the
A B A B .
space of @ and @ . As before, @ and q can be thought of either as guanti-
ties in a guantity competition game or as the inverses of prices in a price
s . B .
competiticn game. Thus, for example, if B chooses g = 0, A optimally reacts
_ B _ , . . A B
with g = XA" If B chooses g = XB, A's best reaction is g = 0. If q is
. . A . . B o
a strategic substitute for g everywhere then an increase in g always elicits
. . A . .
a reduction in q , i.e., XX' is downward sloping as we have drawn it. Simi-
. . . A A B | .
larly, assuming strategic substitutability of g for g is eguivalent to
assuming that SS$' is downward sloping. In Nash equilibrium qA is a best
B . . . . Ca
response to g and vice versa, i.e., N = (NA' NB) is the unique Nash equilib-

rium in the system shown.

Consider now a per unit subsidy which decreases &'s marginal“cost;
everywhere. Previously, A's marginal revenue equalled his marginal cost
along the line XX'. Decreasing A's costs means that marginal revenue now
exceeds marginal cost along XX', so that for any given qB; A must raise qA
to bring marginal revenue and marginal cost back into balance (because A's
second-order conditions tell us that his marginal revenue is decreasing faster
than his marginal cest at any peint on XX'). So A's new reaction curve LCD',
shown in Figure 2, is everywhere higher than XX', and leads to a new Nash

eguilibrium at DS = (DS DSB). Similarly, if A's marginal costs are raised

al
by a per unit tax his new reaction curve II' will be everywhere lower than XX'
and the new equilibrium is IS = (ISA, ISB).

We want to determine the additional effect that the tax or subsidy has

on A's profitability, beyond the direct effect. Recall that in equilibrium

A's marginal revenue equals his marginal cost, i.e., at equilibrium, a small
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If the demand in the new market is sufficiently weak, then with increas-
ing marginal costs and strategic substitutes {or decreasing marginal costs
and strategic complements) A will be worse off overall. If the price in the
new market is £ above the marginal revenue A would get by confining himself
to one market, then competing in the new market (and selling O(e) units there)
raises his profits by 0(62). The fact that A will reduce his output in the
shared market also has only an 0(52) effect on profitability. However B will
increase qB by G(e) reducing A's profits in the shared market by Ofe) and
leaving A worse off in total.

Finally, consider the case in which the markets are played seguentially.
If A precommits to a positive sales volume in the new market before playing
in the shared market then he is in the situation of Figure 2 or 3. With
increasing marginal costs and strategic substitutes, for example,\%is f;action
curve II' is below XX' everywhere, and there is a strategic cost to him in
the second (shared) market of producing in the first (new)_market. He should
take account of this cost by setting marginal revenue in tge first market

equal to his long-run marginal cost plus the strategic cost.

We now summarize our results sc far.

Loose statement of Proposition 1 and Corollary

Suppose A and B are competing in a market with strategic substitutes.
If A enters a new market (or is subsidized in another market in which he is
already competing), and if A has increasing marginal costs, B will increase
his activity in the shared market, hurting A in that market. If demand in
the new market is sufficiently weak, A will make lower total profits than

previously.
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If either the strategic variables are strategic complements or A's
marginal costs are decreasing, the effects are reversed. (If we have both
strategic complements and decreasing marginal costs, the statement of the
proposition is unchanged.)

(We give a more general version of this propositicn, which allows for

both A and B competing in both markets, in Section 5.)

locose statement of Proposition 2

Suppose A and B are competing in a single market with strategic substi-
tutes. Giving A a per unit subsidy in that market will help A beyond the
direct effect.

If either the strategic variables are strategic complements or A is

taxed (rather than subsidized), the effect is reversed.

Loose statement of Propositicn 3

Suppose A and B are competing in a market in two different time pericds
with strategic substitututes. With increasing marginal co;ts, period 1
marginal revenue will exceed long-run marginal costs.

If either the strategic variables are strategic complements or the

marginal costs are decreasing, the effect is reversed.

We can also use Figures 2 and 3 to analyze the effect of a firm's actions
in other markets on potential competition in this market. Imagine that B is
not yet a competitor in either market but that he can enter the main market
for a fixed charge F. If A did not enter the new market, B would anticipate
profits in the main (shared) market corresponding to the equilibrium N. If

however A entered the new market, B would anticipate profits corresponéing to
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the equiliﬁrium 15, IC, DS, or DC, depending on whether the new market
increased or decreased A's marginal costs in the main market and on whether
we have strategic substitutes or strategic complements.

As previocusly argued, a small change in qB will have only a second-order
effect on B's profits but a small change in the value of qA has a first-crder

DC, > N_, B

! fits. T i < < >
effect on B's profits hus since ISA N_, ICA N_, DSA NA' A A

A A
will anticipate greater profits from entry if A enters another market which
increases A's marginal costs, but will anticipate lower profits from entry
if A enters another market that decreases A's marginal costs. (Note that
this result does not depend on strategic substitutes or complements.) Whether
B is made sufficiently much better off or worse off that he changes his deci-
sion whether to enter the market depends in part, of course, on the cost of
overcoming the barriers to entry (i.e., the size of F). However ;e ca; say

that if A is uncertain about B's costs of entry, then entering new markets

which increase A's marginal costs increases the probability of B's entry.

Loose statement of Proposition 1l

If A is competing in a market, entering a new market which increases A's

marginal costs will make the original market more attractive to both current

and potential competitors.

If entering the new market decreases A's marginal costs, the effect is

reversed.

Finally, we must note a caveat to all the results above. 1In all the
figures we drew A's reaction curve so that it cut B's reaction curve from

above. This is not essential for Nash equilibrium, but it is easy to see
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. . Sy e 7 . .
that it is essential for a stakle Nash equilibrium. By considering how our
figures would be changed if A's reaction curve cut from below, the reader can

verify that:

Rider to Propositions 1, 2, 3, and 1'

Propositions 1, 2, 3, and 1' apply if the initial Nash equilibrium is
stable. If the initial Nash eguilibrium is unstable, all the results are

reversed.

The next section provides a rigorous mathematical treatment of all these
results in a more general framework, but is inessential to an understanding

cf the remaining sections.



17

5. A General Model of Price or Quantitvy Competition

We may, very easily, and quite generally, capture the idea that the only
connection between markets i = 1 and i = 2 is the interrelated cost of produc-

tion faced by each firm F = A and F = B, by writing profits:8

F__F A B F A B F A A B B
7= Rl(ql' ql) + R2(q2. q2) -c (ql. dor Gy qz) .

F . . . . F |

Ri is the revenue of firm F in market i and ¢ its cost of productien. Since
we shall have occasion later to consider per unit output subsidies s (or
taxes -s) to firm A in market 1, we shall include another term in firm A's

profits:

A __ A, A B A, L B A,A A B B A B
o= Rl(ql. ql) + R2(q2, q2) c (ql. G0 Gy qz) + sh(ql, ql)

i -—

. F F , .
The functions Ri' c,and h, F=7, B, 1 =1, 2, determine a game with
. . A A B B . . .
strategic variables (ql. q2): (ql. q2) which can be solved for its Nash egqui-
libria. We will always assume that the variables qi must be chosen in a
closed, bounded interval 0 ¢ qi T, F=24a, B, i =1, 2. 1In many of our

applications we will assume that B's costs are separable, i.e., its production

in market 1 does not affect its costs in market 2, so that
B, A B B, LA B B, A B B, A B
T o= Rl(ql. ql) + Rz(qz' qz) - [cl(ql, ql) + cz(qz' qz)]
B, A B B, A B B, A B B, A B
[Rl(ql, ql) - cl(ql, ql)} + [thqz. qz) - Cz(qz’ qz)] .

In this case B acts as if it were two separate firms Bl and 82 and we can say
that A faces different consumers and different competitors in the two markets.

We will make the following assumptions:
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Assumgtions

o)

. F F .
The functions Ri' ¢ , and h are twice continuously differentiable and

cq s . - -A =-A =B -B
a Nash eguilibrium g = (ql, Qs ql, q2) >> 0 exists when s = 0. Assune

that evaluated at any g, and with s = 0, the

second-order conditions for

22 F 42, F BZWFI 32, F 2
optimality hold: — < 0, A B , F=A, B,i= 1, 2
32 F a2 F a2 Fl 3 Fa F
9y 9 ¢ 9 ;99
Evaluated at Nash equilibrium:
nF
1) a) Substitute Goods: e <0, FP#G, 1 =1, 2 .
qu
by 2 AT
3s ) ’
91
L2_F
2) Weak Stabilitv: Let M be the matrix OF” c i=1, 2, F%=A, B~
aqiaq. .
3 y=1,2,6=4a, 8B
Then the determinant |M| is positive.
2.2 2B '
. < 3 cC
3) Increasing Costs: a > 0 and 3 B >0.
Bcldqz 99,39,
or
a2CA QZCB
3') Decreasing Costs: -————— < 0 and ———— < 0 .
sqagt aqdagt
BZﬂB B2ﬂB
4) Strategic Substitutability: ——X—FE-< 0 and 5B < 0.
8q23q2 Bqlaql
or
BZWB a2_"B
4') Strategic Complementarity: 2 B 0 and — B 0.
aq23q2 aqlaql
AznA a2er 32nA aan
5) Own Effect Dominance: S -

A. A B. B
3q13q2 Bqlcql.

B. A A. B
aqlaq2 Bqlaql
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Quantity Competition

In a Cournot game we can think of the qi as quantities QF set by the
i

firms, where revenue is determined by the inverse demand functions f?, f?,
B B F._ A B F_A B, F .
fl' f2. Ri(qi, qi) = fi(qi, qi)qi, i=1, 2, F= A, B and cost is techno-
logically determined by the functions EF(Qi, Qz), F = A, B:
F, 32 A B B -F F F. 9
c (ql, 9y ql, qz) = C (ql. qz). For linear demand for differentiated
F F F A F B . .
products, for example, fi =a, - biqi - diqi, i1 =1, 2, F = A, B,and with
linear marginal costs:
Fi® P B By = sidt, o)
dpr 9z dpr 97 TGy 9,
=eFF+eFF+rF(F)2+rF(F)2+rFFF
190 7 8% T n iyl T riay) 20,
F
where all the constants ai. bi, di, ez, and ri are positive. It ig easy to

verify that our assumptions hold for the linear model, as well as for many
other gquantity competiticon games, once the coefficients are restricted in
accerdance wiﬁh the weak stability hypothesis (Assumption 2).

Assumption 1 says that an increase in B's activity {producing more output)
reduces A's profits and alsc that a subsidy to A in market 1 increases the
profitability of a marginal increase in A's activity there. For the gquantity
game h(qi, q?) = qi and 3nA/asaq? = 1.

Assumption 2 is always true if the equilibrium is locally stable. We
will discuss this assumption in more detail after introducing price competi-
tion.

Assumption 3 says that an increase in output by firm A in market 1 either

increases the marginal cost of A's prroduction in market 2 or decreases it.

One or the other must be true if there is to be market interdependence. When
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we consider price competition we will always assume that firm B's costs are

separable, so that in effect A faces different competitors in the two markets.

With guantity competition the analysis is simpler {since acp/aq?aq? = 0) and

so we allow B's costs to be interdependent as well, provided, as is empirically
reasonable, that they are increasing or decreasing according to whether A's
are increasing or decreasing.
Assumption 4 was discussed at length in Section 3. We call the reader's
. , B A
attention to the analogy between a substitute anm /qu < 0 (complement

. ) 2 .
ang/aqi > 0) and a strategic substitute 3 wB/aqgﬁqE < 0 (strategic complement
2B A. B
3 m /3q2 5

3g. » 0) and we alsc note that quantity competition gives rise to

strategic substitutes in the linear model:

B B B . -
a%r® a EB . ), & _ B _ of, <o ,
A8 _&al2 8% B| A '
9q,9q9,  8q, g, qu_l 39,

Assumption 5 is trivially satisfied for the Cournot case since

2a, B.A_ ,2A, B, A _
37 /aqldq2 = 3 ¢ /aqloq2 0.
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Price Competition

All of our five abstract assumptions apply also to price compeitition
with the difference that the'normal' (i.e., linear) case involves strategic
complementarity instead of strategic substitutability. As noted above we
assume that B's costs are separable for price competition.

. ; . . F . F
We begin by letting the strategic variables q; be the prices Pi' (Later

we will see that it is easier to think of the q, as the inverses of prices.)

. , A B B , R
Consider demand functions g_, gA, g., §. depending on prices PA, PA, PB, PB,
1 2 1 2 1 2 1 2
F F
so that revenue R, = g.(Pa, P?)P? and costs
i i i it i
F,2_A A B B -F, F, A B F,_A B
[ (Plr Pzr pll pz) = C {gl(Pl’ Pl)l 92(p21 P2))

- . L. F F
where ¢ is a standard cost function of quantities (Ql' Qz). We assume that
o -

agi/api < 0 and Bgi/BPf >0, F#G, i =1, 2. For example, the linear case

al.:‘—B?PI.?+6FPC.;.F#G,i=l, 2,
1 1l 1 1l 1

with differentiated products has gi
F=A, B, G= A, B.

Observe now that

F F.F
I 5%z %9y %9,
F. F __F F . F F.® _F . F'
8P18P2 3P, | 8Q, 8P 3Q,3Q, 2P, apl

hence ach/BPZBPi has the same sign as 825F/3Q§BQ§. Thus letting the stra-

tegic variables qi be prices Pi gives Assumption 3 the same meaning as before.
Note also that in general we could have strategic substitutability or

strategic complementarity, i.e., either Assumption 4 or Assumption 4', but in

the linear case we have strategic complementarity:



2B B B
T2 _ 3 [;a L% » et 39
A B A | 92 B 2 E_B
3P,3P) 3P, L‘ ap 30, BF,
B . B
99, 32z 39, 39,

A 2 B B A
ap 2%, 3p, 3P,

. . . oy , 2- 2 B . 2= .
which is certainly positive if 3 ¢/3 Q2 > 0. Even 1if 3 c/ang is negative,
2B, A B B~}
] ﬂ2/3P23P2 > 0 s0 long as the demand curve (gz) has a steeper downwarg
slope than the (declining) marginal cost curve QE/BQg.
We now consider the role of Assumptions 2 and 5, in either the price cor

gquantity competition model. We could have written down Assumpticns

2'y M| < 0 and

o) 2,2 !I 12.B | 12 A 12,8
- Aa Al 2 Ba BI o Ba Alj. Aa B
as we did Assumptions 3' and 4'. It is easy to show that generically each

assumpticn or its alternate must hold--that is, for example, only by accident

will ]M| = 0 in equilibrium. 1In the proof of Proposition 1 given hbelow we

show that the signs of these four expressions 2-5 alone are enough to determine

the qualitative effect of a subsidy to A in market 1l on the profits of A in

market 2. Here we try to justify our emphasis on Assumptions 3 and 4 (increas-

ing vs. decreasing costs and strategic substitutability vs. complementarity)

by arguing that 2 and 5 are more natural than their counterparts 2' and 5'.
Assumption 5 is a consequence of the natural hypothesis that own effects

are larger than cross effects. Suppose in the price competition model that
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laga/apiljag?/ap?| > |39§/3P?I|39§/8P?|f i =1, 2 and that

i
2-F , .2 F, ,.2-F, 2 F 2-F 2
|(B c /3 Ql)(3 c /3 Qz)l 2 la c /agiaQZi . F =24, B.lo Then Assumption 5

is equivalent for linear demand to

A . all B). B a . allf B]. B
aZCA Bgl Bg2 - a2cB Bgl Bgl , B2EA Bgl 8g2l . a2 B Bgl agl
A A . AR 2B . B|.B A. A .B A 2B . B|_A
3p" 5P
30,0Q, 8P, 8P, 3%, 8P, [3p) 30307, 3P, ap2| 3°0) 3p; jop]
or
. A B B A B
89, 99, . 52cB 29; § 8g, 99; L 3228 994
A B 28 . B B __A 2B
3p) 3P, 3°Q, 9P, 3P| 9P, 3°0, o,

which is always true {(given the own effect hypothesis) if the marginal cost
-B B . . . . B . . . . .
curve d¢ /an is increasing (in Ql) or, if it is decreasing, so long as it is
-1
less steep than the demand curve (gl) . We have previously mentioned that
with quantity competition, (5) always holds.
o . - -A =-A =B =B .

Suppose aliso that the eguilibrium g = (ql, q2, ql. q2) is locally stable,
. . + P F F.. L. *F
i.e., 1f we set qi = +(8R/3qi - ac/qu) if the qi are quantities, or q; =
—(BR/aqi - ac/aqz) if the q, are prices, then no matter where we start, if it
is sufficiently close to g, é% HQ(t)]|< 0. In other words, suppcse that each
firm F adjusts when ocut of equilibrium by moving qi and qg in the directions

that will bring marginal revenue toward marginal cost and that this process

tends towards the eguilibrium i. Then it can easily be shown that Assumption

2 holds, i.e., |M| > 0.1t

Recall the well-known property (called diagonal dominance) that a matrix

M whose diagonal elements are so big that lMii‘ > Z |M,.|, for all i has
jFi
sign [M| = signTT-Mii (in our case |M| > O, since M is 4 x 4 and Moy =
i

aan/azqi < 0 for all i). We leave to the reader the elementary calculation
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that with quantity competition, increasing marginal cost curves, and linear

demand the diagonal dominance property holds, given the own effect hypothesis:
A, A ,..B, B A, B B, A, . _ e

|(Bfi/aqi)(8fi/3qi)| > |(Bfi/8qi)(afi/8qi)[, i =1, 2. Even if marginal cost

. , 2 F,.2 . . .
is decreasing, @& ¢ /3 qi < 0, diagonal dominance still holds if the demand

curve is at least twice as steep as the marginal cost curve, ]Bfi/aqil >
2F  2F . - . .
2|8 c /9 qi,’ F=2a,6 B, 1i=1, 2, at g. Similarly, the reader can verify

that diagenal dominance holds for price competition as well, no matter
whether marginal costs are increasing or decreasing, provided that the
demand curve is at least 4 times as steep as the cost curve,

F F 2-F , 2 F .
|(agi/8Pi)(a c /2 Qi)l < 1/4, and the above own effect hypothesis holds.

Finally, we must check Assumption 1 for the price competition model.

Note that for F # G,

F F F
R I T - A U N aE-] L.
F i F
T N A N 2 B
1 1l 1 1 1 l_I

i
: B 2 I
For price competition we let h(P?, P?) = gi(Pi, Pl) and thus 3 nA/asoPl =

Bg?/api < 0. Both of the conditions of Assumption 1 are reversed. Observe,
however, that if we make a change of variable transformation qi = l/Pi then
none of the Assumptions 2-5 are affected, since they are independent of the
units in which goods are measured and they depend on secend derivatives. On

the other hand, the transformation reverses the signs of the expressions in 1
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{since they depend on differentiating with respect to a single strategic
variable) thus bringing the price competition model into agreement with the
Cournot competition model.

Now that we have established that the same analytic framework can serve
for both price and quantity competition, and with q serving henceforth either
for quantities or for the inverses of prices, as appropriate, we can state
the following general propositions (recalling that with price competition we

will take B's costs to be separable):

Proposition 1. Let a multimarket oligopoly satisfy Assumptions 0, 1, 2, 5.

Suppcse that the commodities are strategic substitutes (4) and that costs
are increasing (3). Then a subsidy to firm A in market 1 will increase B's
activity in market 2, hurting A there. 1If either the goods are strategic
complements (4') or costs are decreasing (3'}, the effect of the subsidy is

reversed.

Proof. Note that the proposition applies equally to price or guantity
competition. For small changes of s and g around s = 0 and a,the second-

order conditions will still hold. Hence it suffices to show that we can

find g(s), g(0) = a, such that all the first-order conditions hold. Let us
. . 2 F F
consider the matrix M = 37 /quaq.:
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A A B B SA
94 9; k31 9, 1
9 11 12 13 14
3nA/a A ?St M M s;rat 0
9 21 22 23 24
B B strat cost
M /3qy | My ° Myz M3y | O
B B strat cost
o /3q, 0 oy Myz Mgy | °
In the Cournot case, Moy = Ml4 = 0. Assumpticon 5 implies that |M21M33E
M23M31 . When B's costs are separable, M34 = M43 = 0 = M41 = M32. Note

that M.,, M.., are negative {positive) if costs are increasing

21 12 M34' M43

(decreasing) and M and M4 are negative {positive) for strategic substi-

31 2

- —

tutes (complements).

It follows at once from the implicit function theorem and |M| > 0 that
the equilibrium (qif qg, q?. qi)(s) moves differentiably away from (ai, ég,
ai, ag) for small changes in s around s = 5. By Cramer's fule (and the
implicit function theorem) we can calculate any of the four derivatives,
such as dqi/dS, by replacing the appropriate column of M, in this case the
fourth, with the vector (-1,0,0,0)}', taking the determinant of the resulting
matrix, and dividing it by |M]|.

The determinant in question has value

M1 Moo Mo
My 0 M35 T E"n"”u”n’ m Mgy LM M,5) - (M23M42”:|
0 My My

(strat) {cost) (cost) (strat)
(=Mpo) My D (M0 ) 4 (=MaDOM,) JOM ) ) 4 My MM,y
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Recall! that in Nash equilibrium M22 and M33 are necessarily negative.
Each of the first two expressions has a sign given by the product of a stra-

tegic effect term (M3 or M42) and a cost term (M,_ or M_. ). Assumption 5

1 43 21

guarantees that the third expression is dominated by the second, hence with
increasing cost firms and strategic substitutes a subsidy to firm A in
market 1 increases the activity of firm B in market 2, thus hurting firm A
there. 1If the firms were decreasing cost firms, then the subsidy in market 1
would help firm A in market 2 as well.

Evidently if the two pairs of commodities were each strategic complements,
then a subsidy to firm A in market 1 would alsoc help its market 2 profits, if

costs were increasing. [

Preposition 1'. Let a multimarket cligopoly satisfy Assumptions Q, 1, 2, 5.

Suppose that costs are increasing. Then no matter whether commodities are all
strategic substitutes {(Assumption 4 from A's and B's point of view), or all
strategic complements (Assumption 4' from A's and B's point of view), a subsidy
to firm A in market 1 will reduce A's own activity in market 2, helping B

there. If costs are decreasing, this effect of the subsidy is reversed.

Procf. We can proceed exactly as in the proof of Proposition 1, obtaining

A Moy My My
dq2
as - Y| Mi1p Myz My
0O My My
= My (MM = MMy ) - My (MM = MM )
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The first big term is negative if costs are increasing, since M21 < 0 and

from Assumption 0, M__M > M M
(strat)(strat)(cogt?4 43 34

and ( Myy ) ( Moy ) ( My3 } £ 0 since the strategic terms have the same sign

> 0. For quantity competition M23 =0
and the cost term is nonpositive.
With price competition (and therefore by assumption separable produc-

(M., M

31M237Myy < O

tion costs for B) M,, = M,, = 0, so dqg/ds = (M

34 = M3 2133 Mag -

by Assumption 5, if A's costs are increasing, so that MZl < 0.0

Remark 1. If B's costs are separable, then this proposition depends only on

A's costs, and not at all on the form of competition, unlike Propositicn 1.

| |

Remark 2. 1If either Assumpticn 2 is replaced by its opposite 2', |M! < O,
or Assumption 5 is replaced by its opposite 5' (which could happen only with

price competition, for which we have also assumed B's costs separable so that

M43 = M24 = 0) then the effects of the subsidy are all reversed.

Remark 3. Propositions 1 and 1' also hold if firm A is the lone producer in
market 1 and a duopclist in market 2, provided we replace Assumption 2 with

. . . 3
the corresponding assumption that the 3 x 3 matrix M satisfy sign|u| = (-1)7 <

Corollarv. Let firm A, a duopolist in market 2, where goods are strategic
substitutes, have increasing costs. If firm A is given monopoly selling
rights to a new market, 1, with sufficiently small demand, then in the new
equilibrium firm A will make smaller profits than it did in the eguilibrium
in which it had no access to the new market. If we have either strategic
complements or decreasing costs the effeét is reversed. (If we have both
strategic complements and decreasing costs, A again makes smaller profits

than before.)
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Proof. We.can apply the method of proof of Preoposition 1. Assume that demand
in market 1 is Jjust sufficiently high that firm A's marginal cost of producing
one more unit, beyond what it is producing in the original one-market equilib-
rium, is equal to the maximum price it could get by selling that unit in
market 1. Consider now the effect of a subsidy to firm A in market 1 (or
equivalently the effect of a small increase in demand in market 1)} on A's

total profits:

A A A B A A A
dnA ) Srl dql . 8ﬂ2 dq2 . awz dq2 , awl
ds <=0 s A ds 5 B ds 3 A ds 8s
9 9 97
BHA qu
2 1
= (O.
3 B ds
9 . -

The above argument follows from the original equilibrium condition that
A, A_ _ _ .A, A . -A _ A _ . A, B
Bﬂl/aql =0 _3ﬂ2/0q2 and since 9y 0, anl/as = 0. Finally, aﬂ2/8q2 < 0 and

from Propositien 1, dqg/ds > 0.0

We see from the above that the effect on A's profits of a small subsidy
may be expressed as the sum of two terms: a direct effect, ani/as = ﬁ?. which
would accrue to a perfectly competitive firm or to a monopelist (facing a dif-

. . A B B
ferentiable demand), and a "strategic” effect, (Bnl/Bql)(dql/ds) +
(Bng/aqg)(dqg/ds) resulting from the reaction in both markets 1 and 2 of the
other firm to A's changed opportunities in market 1. Quite similarly, if the

. . : A
markets were seguential then a marginal increase in ql would have two effects:

A, A A, A A,. A A, B . B A
a direct effect Bnllaql = Bleaql - 3c¢”/3q] and a strategic gffect (anlaqz)dqudql.
We now show that the sign of the strategic effect (Bv?/&q?)(dq?/dqi) in the

‘sequential game is determined by exactly the same factors--increasinp vs.
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decreasing costs and strategic substitutability vs, complementarity--that
determine the sign of the strategic effect in the simultaneous market game.
Let us assume temporarily that the firms A and B are competing only in

market 2, and:

o) There is a Nash eguilibrium (ag. ai) >> 0 and for s = 0 and for all g,

anF/quz

= A
5 < 0, F ¢ B.

1) Bﬂz/aqg <0, F#G.

2 A, 2 A

. 2B,28B .2 A, B.A 2B, A B
2) [3%n5/8%q,) (3%r /3 ay) | > [37n /3q,3q,) (87n,/8q53q,) | holds at all

A B
> = .
q2, q2 220G, s C

Once again we have a proposition which is true for either price or gquan-

tity competition.

Proposition 2. Let firms A and B compete in a single market (call it market

2} under conditions satisfying 6, i, 2. Then for any sufficiently small sub-
sidy s to the output of firm A there is a unique Nash equilibrium
~A ~B . ~-A -B . .
(qus), qz(s)) »>>» 0, and the functions 950 G, of 5 are differentiable around
-A =B

. , . . B
s = 0. Purthermore, if at (02. q2) qg is a strategic substitute for g

1 5y then

the effect of a small subsidy to A is a decrease in qg and therefore a stra-
tegic benefit to A beyond the direct subsidy effect. If qz is a strategic

complement for qg, then the strategic effects are reversed. No matter what
the strategic relation between the commodities, a subsidy to A will increase

qg, thus hurting B.
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Proof. We apply precisely the method of the proof in Proposition 1. By
hypothesis the second-order conditions are satisfied for all g, if s is
small enough, hence the first-order conditions are sufficient to determine

equilibrium. Let

Bzﬂz Bzﬂg
quz quaqg
M = . 50 |ﬁ{ >0
ang azng
_Bq23q§ 2°a |

Once again we have from the implicit function theorem that there is a locallv

unigue sclution (q?(s), qg(s)) around s = s = 0 and that

aznA
2 -1
2 A < 0 for strategic
dqg 3 9 . azwg . substitutes
/ 1= /i
a2 B quaqz > 0 for strategic
72 0 complements
2 Po B
9,99,
Nete that
anA
2
-1 A, B
dqg 3,24, X
—L = // IM[ > 0 always.
ds
2B
am
0 2
a2 B
9
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Global unigueness follows immediately from the well-known global uni-

valence properties of mappings whose 2 x 2 Jacobians M satisfy gii < 0 and

4] > 0.0

We are now in a position to extend our results to sequential markets, 1

F A B F
and 2, Revenue Ri(qi, qi) and costs c (qi, qi, q?, qg) are exactly as before.

To capture the idea of a sequential game a perfect Nash eguilibrium is defined
-A A -B -B -F 2
4- t P i i
as a 4-vector ((ql, qz), (ql. qz)) where q, is a function from R, * R,

specifying for every first-periocd "move" (qi, qi) what firm F will do at

time 2, that satisfies two properties:

A ~A A B B -B A B . R .
o) (q2 = qz(ql, ql), 9, = q2(q1' ql)) is a Nash equilibrium fcr the game
restricted only to market 2 in the obvious way, given the checices

A

A R
(ql, q2) from period 1.

. ~ -B - = .
8) Given the functions qg and q2, q? and q? are the optimal choices in

period 1.
We make the following three assumptions:

)] A perfect Nash equilibrium exists with strictly positive outcomes,

-A =-A =B =B -F _-F -A -A N
(ql, 9, G q2) >> 0 where q, = qz(ql, qz). F = Aa, B.

el

above.

—»
—

The same as

The same as 2 above.

[ S B3]
S——r

Let us now introduce one more term:
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S s -A -A -B =B F }
Definition. Let ac(ql, q2, qlf qz)/aql be called the economic or social or
correctly calculated economic cost to firm F of increasing qi by cne unit in

period 1, in egquilibrium.

Notice that in period 1 there has not yet been any production in period
2, hence we can distinguish alse the "apparent" cost to firm F of increasing
F . , . F, A B F ,
ql by one unit in period 1, 3c (ql, o, ql, 0)/8ql. In the gquantity game where

qi = Qi the difference is hetween BEF(ii, 52)/89? and BEF(Qi, O)/aQi and in

the price game, assuming that demand is 0 when qz = l/Pi = 0, the difference
. -5 F . -A -B F -A =B F F, -A =B F

is between [3c (gl(ql, ql), gz(qz, qz})/BQl]Iagl(ql, ql)/aql] and the same
expression with ag replaced by 0 for G = A, B. In ocur next propositiocn we

show that the rational cligeopolistic firm does not use either the social or

the apparent cost in making itsg calculations. “ -

B =B

Proposition 3. Let (&?. aif al' q2) be a perfect Nash equilibrium cutcome

of a two-period game satisfying Assumptions 0-2. If firm A's costs are
. . .- . . B " .
increasing and qg is a strategic substitute for q2, then period 1 marginal
. A A B A
revenue exceeds correctly calculated econcmic costs, BRl(ql. ql)/aql >
B A . . A .
BcA(q?, qi, qz. qz)/aql. If A's costs are decreasing or if q, is a strate-

B . . . A A A A
gic complement for 9,0 then the inegquality is reversed: aRl/aql < 3c /aql.

. -F, A B, . . . .
Proof. From Proposition 2 we know that qz(ql, ql) is differentiable, since
a change in either qi or q? simply acts as a subsidy (or tax} on one or both
of the firms in period 2. 1In equilibrium firm A chooses q? = ai by setting

A, -A =B A AR A B B -B
aRl(ql. ql) ) 3c (ql. 9,0 9y q2) BvA dq2 .

A A B A
99, 9q, 3q, dq;
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Proposition 3 now follows from the sign of di?/dq?, which was calculatsd in
Proposition 2. Note that from increasing costs, an increase in q? acss

exactly as a negative subsidy to firm A in period 2.

Remark 4. Proposition 3 is almost an exact analogue of Proposition 1.

' "

If costs EF(Qi, Qg) are given by :F(Qi + Qg) where :F > 0 and < < 0,
F= A, B, we éall the cost structure a learning curve, after Spence (1981): the
more that is produced, the less the marginal cost. Proposition 3 implies that
for quantity competition with strategic substitutes, first-period marginsl
revenue will be less than correctly calculated first-period marginal cest in
learning curve situations, whereas with strategic complements the reverse

Ll

will be true. 1If costs are given by the function EF(Qi + Qg) with :F > 0 arnd
;F” > 0 then we say that we have a natural resource Cost structurse: the more
that is produced, the harder it becomes to produce mcre, no matter when the
producticn occﬁrs. The relat:onship of equilibrium marginal revenue anc
correctly calculated marginal cost is exactly the reverse of the learning
curve situation.

As usual, with price competition our results depend on the separability of
B's costs. Relaxing this assumption, the strategic effect of A's first perioc
actions dpgldpi will have two terms: the familiar term caused by A's changed
costs in the second perilod, and a new term showing how A's changed peried 1

price affected B's quantity, and thus B's costs and price in the second peried,

From proposition 2 we can calculate

2B . A 2 A B

_ 3 7y . acA ] °21 2T acB a31

B A, B A A 2 A B A

dpz ) Bp23p2 aql apl N 3 Py aql apl
A - =
dp) o it

(old term) (new term)
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In the case of strategic complements for price competition these two
terms have opposite signs (with strategic substitutes the signs are the same).
In the "learning curve" context above, a decrease in A's peried | price has
the strategic cost of lowering A's second period cests and price, and thus B's
second period price, but also the stratepic benefit of lowering B's first period
output, thereby raising his second period costs and price. In general it is
impossible to say which term is larger, but with linear demand and symmetrical
firms the second term dominates. (This result has also been noted by Fudenberg
and Tirole (1983).)

A special case of propositon 3 of particular interest is where the output
of firm F is produced with a constant-returns-to-scale, neoclassical production

technology QF = H (K, L), 3H/K > 0, aB' /3L > 0, 32K /aKsL > 0, 820 /3K < 0,

BQHF/32L <0, F= A, B. Suppose that in period 1 each firm can buy capital at

a known cost r. Production and sales take place instantaneoﬁsly in period 2,

at which time labor is available at a known coest w. Since there are constant
returns to scale there is an efficient (K/L):ff ratio determined by r and w,
independent of output, which would be chosen by both a perfectly competitive
firm and a monopolist. Here the situation is different: investing in capital
in pericd 1 has both a direct effect (the saving in costs) and a strategic effect
(the effect on competitors' output). Since capital lowers marginal costs, the
strategic effect is an additional benefit with strategic substitutes, but a

cost with strategic complements. Thus we have the following corollary to

Proposition 3.
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Corellary. Let firms F = A, B produce output from neoclassical production
. F _F _F . , L ,
functions H (K', L ). Suppose that they install capital in periocd 1 at

price r, and suppose that in period 2 they hire labor at price w and produce

, , L : B .
output, announcing prices or guantities. If qg and q, are strategic substi-

tutes, then the egquilibrium (R/E)F > (K/L)F

CEE’ that is, there is excess

. A , B . s .
cacacity. If G, and g, are strategic complements, then the -eguilibrium

- - F F . . e
(K/L) < (K/L)eff' that is, there is insufficient capacity.

In particular, the corcllary shows that in the linear case capital
installation followed by price competition yields an underinvestment egui-
librium! 1In Section € we contrast the usuval entry deterrence-excess capacity
story with our phencmencn of strategic investment against an established
comcetitor. Notice that our result here depends on having a differentiable
procuction function. With a fixed coefficients production fgnctiEn, p;oduc—

tion could be efficient in ecuilibrium.
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6. Applications

A, Product Portfolio Selection

The most obvious application of our results is to the theory of how a
firm should select a "portfolio" of businesses in which to compete, in
particular a firm producing joint products with strongly interrelated costs.12

Proposition 1 tells us in which cases entering a new market helps a firm
against its current competitors in other markets, and in which cases the firm
is hurt.

Proposition 1' tells us that a firm may enter businesses which are on
the face of them unprofitable, in order to deter potential entrants into
related businesses in which the firm's costs are now decreased. A firm doing
this is engaging in a kind of limit pricing--it is selling goods at what
seems to be less than the maximal profit or even at a loss (if th; mariéts
are seguential)--but the entry that is being deterred is not entry inte the
market with the "limit pricing,” which might itself be quite secure, but
rather entry into other markets in which the firm competes.

Conversely, entering new businesses which increase a company's marginal
costs of operating elsewhere (e.g., by increasing the marginal opportunity
cost of constrained capital or management skills) makes a company's other
markets more attractive to potential entrants. A new competitor may be less
likely to enter a company's only market where it can expect an aggressive
response, than to enter one of the markets of a diversified conglomerate

which may find it cheaper to "move over" for the new entrant by diverting

more of its resources elsewhere.
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As a possible example of a firm that ignored this cost of diversifica-
tion, consider the case of Frontier Airlines. 1In the early 19B80s the firm
expanded beyond its original Denver hub to capitalize on some apparently
profitable opportunities. Many feel that the airline made a tactical error.
After Frontier spread itself over several new markets, other airlines began
to compete much more aggressively for shares of the Denver market. Some of
this new competition may have been inevitable in a changing, deregulated
environment, but some of it was probably due to a perceived weakness on the

part of Frontier.

B. Rational Retaliation as a Barrier to Entry

A special case of entry deterrence of particular interest is that in
which one firm, firm A, is considering entering the market of another firm,
firm B, which is itself a potential entrant into firm A's mafkets. 1f at
least one of the firms has increasing marginal costs, it may be rational for
firm B to retaliate by entering A's markets if A enters his market, but not
to enter A's markets otherwise. There are two reasons. First, by Proposition
1', A entering B's market makes A's home markets more attractive candidates
for entry, as in our Frontier Airlines example (if A has increasing marginal
costs). Second, by Proposition 1, A entering B's market makes B's home market
less attractive thus reducing B's opportunity cost of using his rescurces
elsewhere (if B has increasing marginal costs). The story that cne firm |
might do best to aveid another's "territory™ for fear of retaliation is not
unfamiliar. The point we are making here is that neither does the equilibrium
in which each company avoids the other's territory depend on tacit collusion

nor is the threat of retaliation one that would be costly for either firm to
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carry outt Initially, it would be c¢ostly for B to enter A's markets even if
A did not retaliate (s¢ no tacit collusion is necessary to restrain B from
entering A's markets). However, after A has entered B's market it may be
profitable for B to retaliate (so the threat to do so is completely credible
without recourse to additional stories about reputations).13

For example, assume that Polaroid had a monopoly in the instant photog-
raphy market and that Kodak had a dominant position in other market segments.
It could be that if Polaroid moved into Kodak's markets and could count on no
changes in competitien in the instant market, Pelaroid would make more money.
But Polaroid’'s entering a new market would divert rescurces from the instant
market, weakening Polaroid there and making entry in the instant market prof-
itable for firms that previously thought they would lose money in instant
photography. Alsc Pelarcid's entry might reduce the attractivené;s of"some
of Kodak's market segments, encouraging Kodak to look for other opportunities.
Thus a particularly likely firm to suddenly find the instant market prefitable
would be Kodak. Polarcoid might know that if it entered Kodak's market, Kodak
would respond by entering Pclaroid's market, not as an imperfect punishment
for Polaroid but simply because the instant market would be more profitable

. . 14
to Kodak now. We give a numerical example as a footnote.

C. Strategic Underinvestment in Fixed Costs

Selling units in one market in order to reduce marginal costs in a
second market is formally eguivalent to investing in capital that will
directly lower the marginal production costs in the second market. Propcsi-
tion 3 tells us that with decreasing marginal costs a firm may sell units at

a loss in the first market in order to prevent entry in the second, if the
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markets are sequential. This is eguivalent to the familiar'result that a fim
may overinvest in capital in the first periecd of a two-period game--i.,e.,
invest beyond the point where an extra dellar's investment in period 1 saves
a dollar's expenses in pericd 2--in order to reduce its marginal cost and
hence deter entry in the second period.l5

If however the firm cannot prevent entry in the second periocd, then we
know that if we have decreasing costs and strategic complements the firm will
avoid apparently profitable opportunities in the first period {sell at marginal
revenue » marginal cost) in_ order to make its competitors play less aggres-
sively in the seccnd periced; i.e., a firm may underinvest in period l--staop
investing at a point where an extra deollar's investment would save more than
a deollar's expenses in period 2--because investing more would make his ozpo-

. . . 16
nent compete more aggressively in period 2.

Thus ordinarily with price competition and linear demand, the more a fim
invests, the lower an entrant's price will be, because greater investment lowers
the incumbent's expected price. (If the entrant's marginal cost curve is steeper

than his demand, linear demand price competition vields strategic complements

and these results are reversed.) A firm may have an "entry deterrence' incentive

to overinvest, but if he cannot deter entry then he has a "price war avoid-
ance" incentive to hold back and underinvest. This contrasts with the work

of Spence (1977), Dixit (1979, 198C), and others, who focus exclusively on

: . 17,18
the use of excess capacity to deter entry. 4

As an example of a firm underinvesting, cecnsider the following differ-

entiated products price competition game:

= - = - -+ f R
g, =9 -ep, + fp_, G =G - e T ID,

= + ’ = c
tca Ia qaca(Ia} tcb qb b



41

where q is. quantity, p is price, g, e, and f are positive parameters with e
greater than £, Ia is the investment level chosen by firm A in the first
periocd, ca is the convex function giving the constant marginal cost yielded
by this investment, y is B's marginal cost, and tca and tcb are total costs.
First A chooses Ia and then the firms compete on price. It is straightforward

tc show that given Ca' the seccnd-period equilibrium is at

2
(2e+f)g + 2e <, + efcb

p =
a 4e2 _ f2
and
2
(2e+f)g + 2¢ ¢, + efc
P = b a
b 2 2

de - f

which yield eguilibrium profits ;i(ca' cb) of

2
i = —_— {2e+f)g - (2&2 - fz)C + C EfJ =1 (1)
a 2 22 a b 2
(de” - £7)
2
P e [(28+f)g —@e? - tHe 4+ c efJ : (2)
b 5 5 2 b a
(4e” - £7)

'] t - L] - - .
A will choose Ia so as to maximize na{ca(Ia), cb) Ia by setting

3]

(Bﬂa/aca)(dca/dla) = 1. For concreteness, let us take qQ, 500 - 5pa + 4pb,

242, Regardless

1]

- X
q = 500 5pb + 4pa, ca(Ia) = max (100, 335 Ia }, and Cy
of how much A invests, he cannot reduce €, below 100. Therefore ;b will
always be positive so B's entry cannot be deterred. The reader can convince

himself that A will choose Ia = 602, so ca(Ia) = 275, ;a (275,242) - 3600 =

800, and equilibrium output q, * 148. Notice that A is actually underinvesting.
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If he were to maintain output at q, but invest one more unit, his costs would
change by qa(aca/aIa) + 1 = -k(148) é%-+ 1l = -,23 < 0. He doesn't invest more,
as we have seen, because that would tend to reduce equilibrium Eb' which is
bad.

Suppose however that A can reduce his marginal costs to a low enough level

1 -
to deter entry: simply let c, = 335 - Iaﬁ. Solving, from (2), (ca, c.} =0

b b
we get, in our numerical example, that Ca = 61.4 and Ia = (273.6)2. In fact,
A is better off investing (273.6)2 and being a monopolist (his profits are
11,709} than he is investing Ia = (60)2 and allowing B to play. But given
that A has invested Ia = (273.6)2 to keep B out, he will as a monopolist

produce q, - 324.74. The same amount could have been produced more cheaply

with less investment, since the savings in marginal costs from the final dollar

! ~ -
of investment qa(aca/ala) = %;qala’i = (197.37/273.6) = .72 < 1. (We leave

these calculations to the reader except to note that to figure the monopoly

demand for A's product we alwavs chose Py {as a functicn of pa) at exactly the
| 5

level that would make q = C. 1In our example that means P, = 500 - 5 qa.)

Thus in our example, A overinvests if he can deter entry but underinvests

if he cannot.

D. Internaticnal Trade

Dumping.in international trade. From Proposition 2 we know that if a

firm is selling only in a foreign market, and if the strategic variables are
strategic substitutes, then a subsidy to the firm will increase its profits by
more than the subsidy. Thus a government concerned only with total national
income may subsidize a firm to "dump" its products at low prices in a foreign

market.
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Proposition 3 showed that firms may sell at marginal revenue below true
long-run marginal cost, and this gives us another possible explanation of
dumping. The result can easily be extended to show that a firm may price
below marginal cost in one period in order to make competitors less aggressive
in future periods. For example, if a Japanese firm has decreasing costs over
time (as in an industry with a "learning curve") and his American competitor's
product is a strategic substitute, the firm may "dump" output in the early
stages of a market's development to encourage competitors to either contract

operations or withdraw from the market.

Tariffs and quotas that hurt the "protected" firm. Our numerical example

in Sectien 2 not only illustrates Proposition 1 and its corollary that a sub-
sidy in, or entry into, one market may hurt the firm in a second.._ It also
shows (as Proposition 1' suggests) that companies may actualiy be hurt by
measures to protect them from fcreign competition in their domestic market

if they are also competing in large foreign markets (even without any foreign
retaliation). To see this, interpret the two markets in our numerical example
as two different countries with the smaller market being firm B's home market
and with A as the domestic producer in the larger market. If initially both
companies are competing in both markets, then we can see from Table 1 that

a trade barrier blocking the import of firm A's products into firm B's home
market will actually hurt firm B--its profits fall from 3750 to 3722.20 An
import tax on firm A's products has exactly the same effect of hurting firm

B. (A tax of 5 per unit on A's products in B's home market reduces the effec-
tive price received by A to 50,and leads to the same eguilibrium that is

obtained by preventing A from competing in B's home market.)
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We doubt that any firm has really been hurt by a tariff‘on imports ints
its home market. However, it may be that the increase in profits from suzh
.Fariffs is sometimes small. Who then would actively lobby for a tariff or
subsidy? In most cases such policies will increase the protected firm's
sales volume. If the firm's employees benefit from increased sales, they

may actively support a protectionist policy that has little effect on firm

profitability.

E. The Learning Curve

The learning curve is a multimarker oligopoly in which firms compete in
sequential markets. By discussing the interrelationship of markets through
strategic substitutes and complements we can clarify some issues in the
learning curve literature. ¥ -

In his seminal paper, Spence (1981) argued that in the simple learning
curve problem with no diffusion of knowledge between firms there is little
difference between the "open loop” Nash equilibrium in which firms choose zll
periods' strategic variables simultaneously and the "closed loop" or perfect
Nash equilibrijum. Fudenberg and Tirole (1983) emphasized that there is a
significant qualitative difference between the closed and open loop solutions
and that with linear demand quantity competition would lead to greater procuction
in the firsﬁ period than the second (in a two period model with a low interest
rate).

Spence examined the two period problem in which industry demand had a
constant elasticity of -1.25, and in which there was no spillover or diffusion
of knowledge between firms. A canstant elasticity mear -} meant there was

automatically little strategic substitutability or complementarity: the reader
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can confirm that with constant elasticity of -1 (only necessary for the

second period) there is no strategic effect in an industry with symmetrical
firms and there will be nc difference between the open loop and closed loop
solutions. However, with a linear demand curve, even 1f equilibrium secend
period industry elasticity were -1, products would be strategic substitutes

and the Fudenberg-Tirole claim that with quantity competition first period
output would exceed second only in the closed loop solution would be borne out.
However, even given quantity competition, there is no reason to assume that a
real market would exhibit strategic substitutability. To continue with constant
elasticity, any inelastic industry demand will yield a symmetrical equilibrium
with strategic complements. Strategic complementarity, of course, gives all
decreasing cost firms an incentive to produce less in the first period, and
thus reverses the Fudenberg-Tirole claim. - -

With price competition, the situation is more complicated. If both firms
have a learning curve, A's price in the first period affects B's marginal cost
in the secona period. If A charges a lower price in the first perjod he
reduces B's quantity sold there, thercby altering both firms' period one outputs
and period two cost curves. In general, with price competition and strategic
complements firm's prices may be higher or lower in the first period than in
the second period. Given linear demand and symmetrical firms, however, the
cross—effect (of A's price on B's current sales and therefore future costs) is
dominant: Strategic complementarity means that A's lower first period price
(implying lower second period costs and therefore prices) causes B to reduce
his second pericd price, but this effect is overwhelmed by B's lower first
period sales raising his second period costs and (therefore) price. In this
important special case therefore, prices are lower, and so output higher, in
the first period than in the second. (With strategic substitutes prices are

always lower In the first period than in the second.)21
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With quantity competition A cannot influence B's first market quantitvy.
However, his first period quantity can influence B's second period costs if
the learning curve has "spillovers" (i.e., diffusion of knowledge allows all
firms to learn from any cone firm's production). The introduction of the
cross-effect (of A's output on B's subsequent costs) has the dramatic implicaticn
that learning can hurt a firm. Consider a two period learning game where each

firm has constant first period costs of ¢, and constant second period costs of

1
CZ(Ql) where Ql is first period industry output and (dczldQl) < 0.22 That is,
there is a 100 percent spillover so if one firm produces an extra unit in the
first period all firms finq their constant second period marginal cost <,
equally reduced.

Now assume a constant elasticity demand curve of Qt = kP;a, where t is a
time subscript. In the open loop equilibrium, each firm produces up to the

~ —

point where in the first period marpinal revenue equals marginal cost of S +
(q2/1+r)(dc2/dQl) (where q, is the firm's output in period 2 and r is the
interest rate), taking second period output of all competitors is given. Thus
firms alwavs produce more than if the second period did not exist. But in the
closed loop equilibrium, vhere firms recognize that their first period output
will affect their opponents’ second period choice, firms will have much less
incentive to "invest" in reducing second period costs. For example, if a =1
second period profits will be independent of firms' (equal) costs and hence of
first period output, so firms will set marginal revenue equal to Cy in nmeriod 1.

If industry demand is inelastic (a < 1), then firms will stop producing when

marginal revenue exceeds ¢ i.e., less is produced than if the second pericod

1;
did not exist. The cost advantage of producing one's own output more cheaply

is swamped by the strategic consequences of the equal cost reductions of

competitors.



Footnotes

l. Recall also that both William of Normandy when he landed in England
in 1066, and Cortes when he arrived in Mexico in 1519, destroyed their own
ships in order to stiffen the resolve of their troops. Of particular interest
to us is the effect that cutting off their escape routes to other countries
might have had on their enemies who, knowing that it would be more difficult
to defeat these armies than to defeat armies with easy escape routes, would

have had less incentive to try.

2. For example, if g(xa) = 59.95, then A will choose x, = 6.4, raising
his profits by 11.84 and raising B's profits by 120.92. A sets marginal
revenue in the market in which he can precommit above his properly calculated
marginal cost, because of the effect on the duopoly market. ,Simii;rly ;n
oligopolistic natural resource extraction, if firms' costs rise in cumulative

output (i.e., @ "reverse learning curve"), firms contract output in early

periods so that their marginal revenue exceedsgs long-run marginal cost.

3. If the two firms could collusively agree that both would produce in
both-markets, the overall market expansion would increase jecint profits.
However, if one firm pulled out of the market the other would follow. There
have been cases when the firms in a multimarket industry all withdrew from
one market within a short period of time, e.g., American makers of convertible
sutomobiles in the mid-seventies. (In the convertibles case we suspect govern-

ment regulation may have contributed to the mass withdrawal from the market.)



4, With A in the main market only, the three-firm equilibrium is:
9, = Gy T 9 T 40, price = 80, and each firm earns 2400. With A in both
markets, XA = 25, qA = 30, qB = qC = 42%, price = 85, and B and C each earn
2709%.

5. Generalizing our propositions to many firms requires agreement by

. A, . .
all firms F # A on whether g is a strategic substitute or complement.

6. In our numerical example qA and qB were strategic substitutes. The
figure below shows A's reaction curve in the shared market before {XX') and

after (II') being given access to the hew market.

7. Stability means that if we start ¢lose to the equilibrium and the

. . A B . . . . . .
firms adjust ¢ and ¢ 1in the directions that bring marginal reveniue towards
marginal cost, then they will move closer to the equilibrium. 1In contrast,

. A B , , g sy .
if g and q are slightly displaced from an unstable egquilibrium and the firms

. A B ) . .

adjust ¢ and g in the natural way, they will continue to move away from

equilibrium.
8. The analysis can easily be generalized to many firms and many markets.
F G . .
9. We always assume that (Bfifaqi) <0, if F=Gor if F # G.

10. Equivalently, we could assume that there are units in which to measure
F F F G X 2 F A._A
goods such that [3g,/3p | > |ag, /8P| for F # G, i =1, 2 and [37c /30750,
2 F,2F .
[3 c /9 Qil' F=AaA,B, 1i=1, 2. If the former were false, then we could

raise prices and vet demand for both commeodities would rise.
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11. Needless to say, there is a long tradition in econemics which justi-

fies comparative statics assumptions on the basis of stability.

12. That joint products may give rapidly decreasing marginal costs is
obvious. Constrained capacity may lead to rapidly increasing costs across
substitutes in production in the short run. Rapidly increasing marginal costs
are also possible in the long run if two products, say X1 and X2, can both be
produced as alternative joint products to product Y. If the company is only
able to sell a limited amount of Y, then the total production of X1 + X2 is

effectively constrained.

13. The precise game we are describing has three stages: First A
anncunces whether he will enter B's market, then B anncunces whether he will
enter A's market, then the simultaneous market game is played. We consider

only perfect eguilibria.

14. That Polaroid may attract new competition into its own markets by
entering other markets has been made plain by our numerical example in Secticn
2 and by our discussion of Frontier Airlines in the previous subsection. This
depends on Polaroid having increasing marginal costs and thus weakening itself
in its home market. To see that Kodak might find Polaroid's market relatively
more attractive than its own, even if Polaroid has become no weaker there
(e.g., if Polaroid has flat marginal costs), consider the following:

A is initially a monopolist in market 1; B is the incumbent monopolist
in market 2. Each firm faces a fixed cost of 750 of competing in each market.
The inverse demand in each market is p, = 100 - Doy " G- Firm A can supply

all its markets as much as it wants at a constant marginal cost of zero. Firm



B has the capacity to produce 60 units at a constant marginal cost of zero,
but has a very high marginal cost {say 100) of supplying additional units
beyond 60.

If A and B stay in their respective markets each will produce 50 units
and sell at a price of 50, earning net profits of 50 x50 - 750 = 1750 each.

B initially has no incentive to invade A's market. If he did, A would
produce 40 in the contested market. B would produce 20 in the contested
market and 40 in the uncontested market, earning 1700.

If however A enters B's market, B has the choice of remaining in his

home market only and selling 33l for a net profit of 361l or retaliating

3 9’
by entering A's market. If both A and B are in both markets the eguilibrium
is that A produces 35 in each market (at a price of 35) and B produces 30 in
each. A's profits are 950 and B's profits are 600. Thus B would‘}eact“to
A's entry by entering A's market, but would not have entered ctherwise. A,
who apparently had an incentive to invade B's market (his profits would have
risen from 1750 teo 2111% if B had not retaliated), would héve done better to

confine himself to one market.

15. Note that it may be possible for the firm to increase investment and
lower total wvariable ceost but still raise marginal cost in the relevant range.
This case corresponds to the case of increasing marginal costs in Proposition
3, and reverses all the results in this section:; e.g., such investment would
make potential entrants assume the firm would compete less aggressively and
would encourage potential entry, so that the firm would have an incentive to

underinvest to deter entry.



16, With strategic substitutes we would have overinvestment, as above.
We stated this result formally as a corollary to Proposition 3.

17. Recall also that Dixit showed in his 1980 Economic Journal article

that a firm would never hold idle capacity to deter entry, and Kreps and Spence
(1983) imply that this result depends on Dixit's assumption of gquantityv, rather
than price, competition. Actually, Dixit's result is independent of the tvpe
of competition but it relies on the assumption of strategic substitutes. With
strategic complements and Dixit's cost function, a monopolist nigat held wore

capacity to deter entry than he would actually use when he produced.

18. This basic point that with strategic complements a firm's competitors
play less aggressively if the firm's costs are higher, has applications in other
areas of industrial organization. For example, the limit pricing literature
implies that a monopolist may price lower than the pre-entry profit—mafimizing
price in order to signal low costs and deter entry. However, an important
assumption in this literature is that any entrant learns the incumbent's costs
immediately after entry. If this assumption is relaxed, then if entry occurs,
and with strategic complements, the incumbent would like the entrant to believe
that his cests are higher than they really are. Thus the incumbent might, in
principle, charge a higher first period price than the monopoly price. Although
he has an "entry deterrence” incentive to price low and signal low costs, he

has a "price war avoidance" incentive to price high and signal high costs which

helps him if entry does occur.



19. Things would be still more complicated in a three-period game in
which A invested, then B invested, and then the price (er éuantity) competi-
tion game was played--this game represents the more realistic assumption that
. potential entrants may enter a market on a variety of levels. Now whether A
over- or underinvests affects B's choice of investment as well as B's choice
of price in the final period. While greater investment by A may reduce the
profitability of all B's potential investments, there is no particular reason
why it should reduce the optimai level of B's investment. For example, if
airline A invests in a new generation of jets, airline B may find that its

best response is to enter the market with new jets itself.

20. In the numerical example given, the protected market ends up with a
lower price than the open market, whereas we normally think of protected
markets having higher prices. Slightly different numerical examples give
higher prices in the protected market without affecting our other results.

21. As an example of why prices being different in different periods mav

be important, consider cities that are thinking of auctioning off the rights

to their cable TV franchises. For simplicity assume the interest rate is

zero. Assume that as more franchises are built, firms learn more and reduce

their costs of building new operations. Should customers have their franchises

auctioned off first or second? With strategic complements and a strong cross-

effect, or with strategic substitutes, customers do better by having their

franchise auctioned off first and so may scramble to sell off their rights early.
22, We will assume dzczlin is sufficiently positive to assure the

stability of a symmetric n-firm equilibrium.
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