Note:

COWLES FOUNDATION FOR RESEARCH IN ECONOMICS
AT YALE UNIVERSITY

 Box 2125, Yale Station
New Haven, Connecticut Q@20

COWLES FOUNDATION DISCUSSION PAPER NO. 405

Cowles Foundation Discussion Pépers are preliminary

" materials circulated to stimulate discussion and

critical comment. Requests for single copies of a
Paper will be filled by the Cowles Foundation within
tne limits of the supply. References in publications
to Discussion Papers (other'than mere acknowledgment
by a writer that he has access to such unpublished
material) should be cleared with the author to protect
the tentative character of these papers.

THE DEMAND FOR ENERGY: AN INTERNATIONAL PERSPECTIVE

William D. Nordhaus

September 26, 1975



The Demand for Energy: An International Perspective1

William D. Nordhaus

I. Introduction

Problems of energy are today at the center stage of
political and economic affairs. In the short-run, the
industrialized world is attempting to cope with a radical
restructuring of energy price levels and the world depression
and to rechannel the flow of funds that the price changes
induce. In the medium-run, many countries or regions
(especially the United States, the European Community, and
Japan) are attempting to insulate themselves from the
vicissitudes of the international energy market by increasing
their self-sufficiency. For the longer run, groups such as
IIASA are investigating the problems of transition from scarce,

low-cost fossil fuels to higher=-cost but more abundant fuels'.2

The two cornerstones of the uncertainties which run
through all these studiz2s are the future technology and the
proper specifcation of the demand for energy. Up to now,
most work in energy systems analysis--at IIASA as well as in
most other institutions--has been on the question of
technology and supply. Recently, however, the rapid changes

1The present study was supported by the International
Institute for Applied Systems Analysis, the United States
National Science Foundation, and the Cowles Foundation.
Many persons helped in its preparation: Mr. Paul Krugman,
Mrs. Truus Koopmans, and Mrs. Claire Doblin worked on
gathering the underlying data; Mr. Bernhard Schweeger skillfully
supervised the data processing and regression analysis; and
Mrs. Lilo Roggenland typed the first manuscript with great
patience. None of the above institutions or individuals are
responsible for errors or opinions presented in the study.

2Examp1es of the short-term approach are [8, 15, 28]
examples of the medium-:erm approach are [27, 33, 35, 48, 50];
and examples of the long-term approach are {22, 29, 31, 37, 44,
49].



in price and the current economic erisis has shifted emphasis
to the demand side of the egquation, with special reference to

the possibilities of "energy conservation."

‘The central uncertainties in energy demand are four:
First, as far as the long-run is concerned, what is the income
elasticity of the demand for energy; that is, with a given rate
of growth in the aggregate output of an economy, what is the
fractional increase of the demand for energy? Second,
relating mainly to the medium term, what is the long-run price
elasticity of the demand for energy? Especially given the
dramatic changes in the relative prices of energy to other
goods, it is of central importance to know what the eventual
response of energy demand will be. How will energy demand
respond to further policy measures? Third, in the short run,
the critical question is what is the time distribution of the
response to the recent price increases? Fourth, it is
implicit in the questions usually raised that energy is a
convéntional economic good, in the sense that it responds to the
laws of supply and demand in the same way that most other goods
do; many have argued that energy is unique, indeed that it is
the ultimate determinant of value, and that we cannot hope to
exXplain the behavior of the demand for energy with conventional
ezonometric models. Is this s0?

In what follows I will address myself to each of the
problems given above. The framework for analyzing the
qlestion is to employ simple econometric techniques, these for
estimating "economic demand functions." A technical description
will be provided in the next section, while results and
interpretation will be provided in subsequent sections.

It should be stressed that the results presented here are
preliminary: the data have not been thoroughly rechecked, and
i is possible that errors have crept in.

IT. Specification of the Econometric Model

The problem of estimating the demand for eneréy is



conceptually difficult because energy is a derived demand
rather than a final demand; that is, energy is demanded not
or its own sake but because it can be combined with other
inputs to produce satisfaction-yielding services. (As an
axample, consider the e¢nergy used in running an air condi-
ioner,) This implies that the important factors will be
both those determining the demand for final products (such
as cool air in summer) as well as the competition between
:nputs into the productive process (as between the capital
and fuel costs of éir conditioners and fans). The technique
cutlined here specifies the way that demand and technology
interact so as to determine the derived demand for energy

inputs.

The bases for the estimation are two fundamental relations:
(A) the technology and (B) the preference relations. Through
the interaction of these two relations the price and demand

for the energy products are determined.
The important assumptions are given first:

1) There is a well-behaved production function for
each good, where the inputs are capital, labor,

and energy.

2) Energy is aggregated in each sector into a single
entity, although the type of fuel used in
different sectors may differ and the efficiencies
of fuels do differ.

3) Sectors are ascumed to minimize the costs of

production for a given level of cutput.

4) The residential sector is divided into a production
department and a consumption department, so that we
consider the residential demand for energy mediated
through the production department of the residential
sector.



5) Prices are assumed to be set by marking up long-run
average cost by a fixed markup (which would be zero
for competitive industries).

6) The forces influencing demand can be represented by

a consistent preference function.

¥rom these assumptions, it is shown how the demand for energy
.nputs is related to pcrameters of the production and

preference functions, to prices, and to incomes.

Mathematical Derivation

The notation below uses the following convention:

- capital Roman letters (A, B, C, D) are economic
variables;

- small Roman letters (a, b, c, d) are logarithms of
economic variables; and

- parameters are represented by Greek letters (o, 8,
Ys++.). Vectors are underlined (¢, B8,...) while

scalars are not underlined (e, Y).

First consider the role of energy in production.

Consider an economy with primary factors labor L, enerqgy E,

and capital K, and with produced goods Q1""'Qn' The

production function for good i is:

Q.

_ @i
i = F (Qlil--OrQnirLirKirEirT) (1)

which can be approximated in a Taylor expansion by:
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+ higher order terms (21

In (2) hg are constants, T is time--a proxy for change in
technology. The parameters before factors are the production
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elasticities, quite similar to the input-output coefficients
in a (linear) input-output model. In the CES or in the
"translog" production function, the higher order terms would
ke included; but in what follows we will be satisfied with
the first order terms. This makes the production function
the well-known Cobb-Douglas vintage.3

Next, represent equation (2) in vector form by introducing

the vectors and matrices as follows (suppressing superscripts):

B L 1 °1 ! "1
g=| ¢ g=| : }&=1f':' el A=] . he|

| a, L, ko, e, An hp

-°11"'°‘n17 —1 . 0 Y{ -+ O 8,
az | : : o= | S D&
2 dyp e O _O .. Bn_ _0 - Yn_ _0 .

Then we can rewrite equation (2) as:

g =h% +og+ 8% + y% + 6% + )T (3)
or solving for q:

g=h+ B2+ ve+ 6k + AT | (4)
wiere

h hg

g -1 B

y|=t-a"8

g So

A A

3

For a discussion o the application of translog'(or'non-

lizear logarithmic systens) production and utility functions see
[335] and [35]. '



and I is the identity matrix. We thus reduce each production

faanction to a Cobb-Douglas function in primary factors.

Next, note that cost functions exist as dual functions
to the production function."l Let c; = logarithm of cost, then

= ol = -
;= C(PysPg/PysT) = BjPy + P, + §;py — hy

- AiT . (5)

where p,, p_, and p, are the logarithms of the service prices
L k

e
of L, E, and K, and all other parameters are the same as in
the production function. A "translog" function would, in
addition, add second order terms [e.qg. pi,pkpg,...,], but

these are again ignored.5

In vector form, (5) becomes

¢ = Ep, +YP, + 8P - h - AT . (6)
It is important to note that the mathematical duality of cost
and production functions implies the very close similarity
between the production function in (4) and the cost function
in (8).

Up to now the discussion has focussed only on the
characterization of the technology and cost functions. 1In
mest economies, those who purchase or demand products are not
avare of these functions. Rather, they are faced with a
ccmbination of price and quantity signals, indicating the
relative scarcity of different goods. In what follows, we

assume that markets are -leared by the use of explicit or

uSee Shepard [571.

5'I‘he work of Jorgenson and his collaborators (see [35] for
example) estimates the production function by working with the
dual function as in (5).



implicit pricing, and that the pricing is cost based.
Producers are assumed to price products on the basis of
average cost, where they recover their average cost plus a
fixed markup.6 In addition, it is assumed that the
government levies excise taxes on products. These imply that

the price is given by:
p; = ¢; + o, (7)

where

o5 is the sum of the markup and the excise tax.7

The second fundamental relation is the preference

function. It is assumed that society's preferences can be
represented by a well-behaved function over the final products
of the society, more precisely that a preference function exists of the
form U = U(QI,...,Qn). This can be derived either from

market demand functions for decentralized economies or sectors,
or from the preferences of the planners or representatives in
¢ centralized eéonomy or sector.B The major assumptions are
that such a function exists, that it is well-behaved, and that
the agents of the economy act (at 1éast in the long run) to
ittain the most preferrad set of goods. Assuming that these
conditions are met, the demand functions of the economy can

l'e represented as Q. = pt (Pl,...,P /Yy, i=1,...,n, where

Ii are again the prices and Y is the total income. Other
variables (weather, distribution of income, form of

6In a Cobb-Douglas production function, the marginal cost
is a constant fraction of average cost. 1In a constant returns
to scale technology average and marginal cost are equal.

7Str1ctly speaklng, we are assuming that the sum of
rroduct of (1 + the excise tax rate) and (1 + the markup) is
exp (o0.).

i

aSee Tsvetanov and Nordhaus [62].



government) are built into the D functions. Similarly to the

production function, we can represent the demand relations as:

ay = ej + Ewijpi tugy + higher order terms. (8)

There are in addition certain restrictions on the functions
imposed by the budget constraint, but these will be ignored

for the moment. Again we ignore higher order terms. In vector
form, (8) 1is:
q=28+yp + uy | (9)

vhere § and p are column vectors and ¥ is a nxn matrix of price
elasticities. Also note that 6§ is a function of non-price
variables, as well as random terms. Solving (9) using (6)

and (7)

g=28+1y [Bp, + YP_ *+ 8p) -~ h - AT + gl + py
or

g =8+ B* p, + y*p, + §*p - h* - A*T + g*
+ Y . (10)

where an asterisk indicated premultiplication by ¢y (e.g. g* =
Wg) .

Finally we need to determine the demand for individual
factors. Assuming cost minimization, the first order
conditions are:

] 1 1
e; + Pg = Y; = Li + py - Bi = ki + Py ~ Gi' (r1)

each i, where 7{ = log (7,) and so forth.
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Equations (10), (11} and (4) give 4n equations for i4n
variables [qi,ei,Li,ki]. We wish to solve for energy demand

in each sector, e Using (11), eliminate zi and ki:

1
L. = e. + - . + f. = p
1 i" Pe Y% 1 L } each i = 1,...,n. (12§)
ky = €5 + Py T Y5 * 8 TPy (12b)
Putting (12a) and (12b) into (4):
g:é[§+pe-x'+§'—p2]+1§_+§_[§+pe
- y'+8'-pl +h+AT
or
q=1[8+1x+3le+ [8+ 3lp, - BPy = 8Py
+ yT + A° (13)
where
o)

A = [h + 8"~ By '+ 88"~ 8y']
Snlving (13} and (10):

(B+Y+8) e+ (B+8)p, - Bp, - §p + AT + 2°

(b

=0 % By + Y*P * 8By + LY < BY - AN 4 g (1)

or finally
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+% *
e = &+ + Iy _ §+ _ 6+]pe + gt s §+)p£
* *
+ (87 r e 'y - Q7 +ahT (15)
where the + indicated premultiplication by (g + y + g)_l ,
che * indicated premultiplication by ¢, and A = g¥ - h - 50 + 9.

3guation (15) will be called the energy demand eguation.

Remarks

The specification used in equation (15) is at the same
.ime very highly oversimplified and yet very difficult to
estimate. Some remarks about its properties will help
understanding of the econometric results.

l. In the simplest case, assume that each industry has
constant returns to scale (so that Bi +v; ¢+ Gi equals unity);
that the demand elasticity matrix is diagonal; and that there
is no interdependency, so that the logarithmic input-output
coefficients in (2) are zero for all but primary factors. 1In

this case the demand equation reads:

ey = By * [V ;v — By — Sl + [¥;48; + B;lpy
i

b 4 | (16)

+ [y + ﬁi]pk + 1,

1184 i

for all i =1,...,n,

or for simplicity:

]
@ = Co; * C13Pe * CpiPy * CyiPp * o33 - (16)
2. In the econometric estimates that follow we further
simplify the structure to make the equations easier to interpret.

Note that the price of capital services is P, = (r + v)PC,

k
where r is the appropriate discount rate, v is the depreciation
rate, and P, is the price of capital goods. In what follows

wa assume that the price of capital goods is linearly related
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to the price of GNP, or that Pc~ P, where P is the GNP
deflator.9 Further assume that (r + v) is constant over time.
Finally we make note of the fact that labor's share in national
income is relatively stable in space and time. This fact makes
it difficult to distinguish between p, and y in our basic
equation. To circumvent this problem we use the equation that
the price of labor is proportional to the product of the GNP

deflator and per capita output, or10

P, = constant +y - (17)

) ]
Substituting into (16 ) and using the fact that
1 + Bi + Gi = 1 we obtain

)
®; = Coi t C1iPe * (Cgy + cq5)y + cyip

Note that by the basic homogeneity of degree zero of equation

(16) we have that c. + ¢ + ¢

1 + C

y = 0, so we cah rewrite as:

2 3

e, =c'

i = Coi T C1iPe * (Cy; * C33)y = (g + ¢y +cyidp

or in final form

9This assumption is theoretically justified if the energy
and labor intensities of capital areequal to the energy and labor
intensities of non-capital goods. This is roughly so. On an
empirical level, capital goods prices are quite closely related
to other goods according to the data collected for this project.

10Kendrick and Sato [38] and Denison [19] give evidence on
the constancy of labor's share. If labor's share is a constant
fraction of GNP we have P£L = ClP-X, where X is GNP. If the

labor force participation rate is constant then L/Pop = Cz,
where Pop is population. Thus we can relate per capita
income (Y = PX/Pop) and wages (PL) as:

Y = PX/Pop = (PX/L) (L/Pop) = PCZPI/CIP = CZPQ/Cl '
or taking logarithms and rearranging we obtain (17).
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R - i ) -
e, =c¢l; tocy, (pe p} + (CZi + c3i) (y p) {18)
where
C13 = YiiYi ~ By ~ 8
c.. + C = i

3i 4 + {y,. + 1)8i

21 it

This is the simplest form of the relation. It shows that in
the energy demand function the price elasticity is determined
not only by the elasticity of demand for the final good, but
also by the production elasticities for the inputs. In
particular, the own price elasticity for energy has three terms
and combines four parameters: the price elasticity for the
final product (wii},the production elasticity of energy inputs
(\i), and the production elasticities of the other inputs
(Bi,di), Note also that the time variable drops out of the
demand equation. It is fundamental to note that the
specification used here (as in most other demand studies)
cannot separate {or identify) the demand term from the
parameters of the production function. This problem implies
that considerable difficulty will arise in simply applying
demand theory to energy demand, and that the coefficients may
be quite different from "true" demand parameters. On the other
hand it may not be particularly important to know the exact
elasticities since for policy and prediction only the

response function is necessary.

Further, note that under the usual restrictions on the
signs of parameters, the own price term should have a negative
coefficient since all three terms are negative. On the other
hand the income term is ambiguous since (Tii + 1) is indetermi-
nant in sign.

3. It is clear that we will generally be unable to identi-
fy all the parameters of the structurai equations without out-
sicde information. Thus in simplified equation (18), there’are
two coefficients to be estimated (aside from the constant) and

four independent coefficlents.
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4. The equations as described above do not necessarily
meet the budget constraints which are necessary to any set of
demand equations. The first set of constraints is that the
sum of the price and income coefficients in (15}, (16) or
(18) be identically zero in all equations. We have ensured

this simply be dividing the prices by the price of output, P.

A more difficult set of conditions to satisfy is that
the weighted sum of the expenditure elasticities must sum to
zero. As has been shown by Koopmans and Uzawa,11 this is not
in general possible with constant elasticity demand functions
of the type used here. On the other hand, if we reintroduce
the omitted second order terms, these conditions can be met,
at least locally. 1In forecasting work, where it is necessary
to move beyond small variations, the best solution seems to
assume that the biggest sector 1is the residual sector and
chereby make the biggest sector the one that ensures that the
azcounting identities hold.

5. The fundamental problem of identifying the demand
curve can be treated relatively easily. We introduce stochastic

terms in equations (2), (7), and (8) as follows:

h=h+u (2"
~ ]
g=g+\_r (7)
=0 +w (8")

where u, v and w are disturbances and the tildes (~) indicate
that the specification includes the original equation plus
the stochastic disturbance. With some tedious manipulation it

can be shown that our final equation in (15) can be written as

X
(15 )

I
!

it
+

IN

11See Koopmans [ 391, Uzawa [68].
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where

z=tg+y+ 0 fur v - z-wtw-m-at)
Since the disturbance is independent of all righthand side
variables, the estimates in the equation given above will be
consistent.

The further question in identification concerns the
independent variables in equation (15).12 We assume that all
variables are independent of the disturbances in the equation.
This seems reasonable except for the price of energy, Pt
which is likely to be correlated with disturbances in the
energy demand equations. For example, it is sometimes argued
that the price escalation in 1973 was largely due to a very
rapid growth in energy demand. We think it unlikely that a
very serious bias arise for two reasons: First, energy prices
are mainly determined in the world market, so that the
correlation with the disturbances in individual countries is
probably quite small. Second, in some sectors (especially
transportation) prices are largely determined by taxes, which
are theoretically exogenous and in fact unlikely to be

correlated with disturbances.13

IITI. The Data and Variables

The econometric results presented below are for a group
cf seven western countries: Belgium, France, the Federal
Republic of Germany, Italy, the Netherlands, the United
Kingdom, and the United States. These countries were chosen
i1 the first round of experiments partially because the author

is vaguely familiar with their economies, partially because the

-

12For a discussion of the identification problem in demand
azalysis, see Malinvaud [453], chapter 18.

13See Krugman [41].
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assumptions made in the theoretical model are probably best
realized in these econcmies, and perhaps most important because

the rather trying data requirements were satisfied.

The time period for the study was basically from 1955 to

972, for this is the period during which the guantity data
collected by the OECD were available. The major difficulty was
.o gather data on prices of different fuels at the appropriate
sectoral level; for this we relied on a combination of statistics
published -by the European Economic Community, national |
covernments, and guesswork. The data are still in a
preliminary state of collection, under the care of
Mrs. Claire Doblin, and will be made available when they have

Leen checked and collated in a convenient manner.

In what follows we consider the total consumption of
fuel in each sector and ignore the composition (or breakdown)
c¢f the total consumption between fuels. The important
difference between this and earlier studies is‘that we

consider tlie demand for net energy, whereas earlier studies

considered only gross energy. This distinction rests on the

f>llowing fundamental hvpothesis:

Within each sector. there is a subclass of fuels

which are perfect substitutes. For equal levels

of non-fuel cost, interfuel competition will be

determined by the relative net prices of fuels.

T> make this definition operational we need to know the
eficiency of each fuel in each sector, denoted by nij' Vie
tien calculate the net consumption (QNij) and price per unit

n:t enerqgy (PNij) , Biven gross consumption (Qij) as:

QNij = My

PNij = Pij/”ij .

Q

ij !

Under the fundamental hypothesis given above, we can write the

sectoral aggregate net quantity as a function of sectoral net



1

price:
oy = £(P.) , j = sectors
whore
ON. =zQNi. =};Q.. n
1

and

el
i

oL P
; il J

where the welguls are the shares in the total net consumption:

W, = N, . N, .
”1] Q 13/§ 0 ij

ar.cl

The efficiency data are not generally available and were
determined by the author in conjunction with published data
{see Hottel and Howard [3l1), engineering handbooks, and with
the kind help of Pipl., Ing. Norbert Weyss now at TIASA , formerly of
Brown Boveri. The assumed efficiencies are as follows in
Table 1. The tableau of sectors and fuels is shown in Table 2,
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TABLE 1. Efficiendies of Different Fuels

B Sector
Fuel Donestic Transport Industry, except
energy
Solid 0.20 0.044 0.70
Ligquid 0.60 0.22 0.80
Gas 0.70 0.22 0.85
Electric 0.95 0.40 0.99

In the aggregate analysis and for the energy sector we
do not have data on the energy sector explicitly, so we have
used the same price and efficiency data as for the industry
sector. It should be stressed that the important aspect of
the efficiency figures is the relative size of the
efficiencies, and that the absolute levels are completely
irrelevant for the estimates.

Macroeconomic Data

Gross Domestic (or National) Product was taken to be the
aggregate income measure, and the aggregate price index is
the GNP or GDP deflator. Per capita variables refer to total
population. Weather variables record the deviation from

"climatic means" in degrees centigrade at selected stations
for the entire vear.
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Tabhle 2, Tableau of Sectors and Fuels

Sector
Fuel Enerqgy Transport Industry | Residential | Aggregate
(N} (T) (except C°m2§ECIal
enerqgy) .
(1) Residual
(D)
iquid
Ligu:i QLN’PLN QLT,PLT .o . QLA'PLA
(petroleun) .
FGas (Town Gas, Qan’ Pon .
Natural Gas) .
Solid (Coal,
Lignite, QSN'PSN
Briquettes)
Electricity QEN'PEN cee .o QEA'PEA

The energy flows can be described in terms of the following

tableau in Table 2 where Qij is quantity and Pij the price of

fuel i consumed in sector j in terms of natural units.



Pooling of Country Data

In the pooling of individual countries, it is assumed that

countries have the same preference functions and production
functions; since the rate and level of technological change
drops out of the equation, there is no need to assume these
to be the same across countries. The major difficulty in
pooling countries revolves around the question of the

appropriate conversions between different currencies.

The usual procedure is to use market exchange rates, but
these are seriously deficient. First, it is clear that for
market economies market exchange rates reflect in part
volatile temporary factors, and that temporary movements do
not reflect genuine changes in the relative real incomes of
different countries. Is it credible that from January 1973
to February 1973 the relative real income of the USA fell 120
percent at an annual rate? This point is even clearer for
countries with non-marketc determined (or official) exchange
rates, where these are instruments of policy. A superior
method of measuring real incomes is to use purchasing power
parity rates, which compare the purchasing power of incomes
of different countries. Since these indices will differ
according to the bundle of goods used, we have taken the
geometric mean of purchasing power exchange rates according
to the USA and the local composition of GNP with 1960 as a
base year. These are us2d to translate each currency into a
"universal" standard of value for a given year; domestic GNP
deflators are then used to indicate changes over time. It
should be noted that purchasing power parity exchange rates
generally lead to a lower inequality of income distribution

. .. 14
across countries than existing exchange rates.

The Lag Structure

From either a theoretical or a casual viewpoint, it is

¢lear that the time lags in the response function are likely

1u'I'his procedure is discussed by Balassa {7]. The
purchasing power parities used in the present paper are drawn
from Balassa.
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to be quite long; it wculd be surprising if full adjustment

in the lag took place in less than ten years. Because the
sample period for an individual country is short {(no more than
eighteen years), it is extremely difficult to get a precise
determination of the lag structure. On the other hand, if we
are mainly concerned with the long-run price and income
elasticities, our specifications will be directed toward
getting firm estimates of the long-run elasticities and less

toward a precise determination of the lag.

In the present paper we will use two different lag

structures: first, the Koyck or geometric lag:15

Y, = (1—A)yt_l + Ay*(z)

where

Yy is the realized value of the dependent variable;
the realized value lagged once; and

Y* the desired or long-run level of the dependent
variable which in turn is a function of exogenous

variables z.

The Koyck lag has the advantage of being extremely
parsimonious in the use of variables; this advantage must be
weighed against the disadvantages that the lag structure
imposed on all variables is the same and is geometric declining,
and the more important statistical disadvantage that if the
errors are autocorrelated the estimate of the coefficient A

is biased.

As a second form of lag structure, we have also used the

polynomial or Almon lag:

15See Koyck [40] and Malinvaud [45], Chapter 15.
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In this specification the Bi are assumed to be of degree
n

n < T, where B, = ) Y(B)i8
- toe=0

otherwise. For forms where there are no end restrictions,

for 0 < 6 < T and Bi = 0

this procedure involves estimating (n + 1)} rather than (T + 1)
coefficients.16 The length of lag is predetermined, as is

the degree of the polyncmial. This technique has the advantages
that it leads to an unbiased éstimate of the coefficients as
well as that it allows a flexible shape of the lag:; the
important disadvantage, however, is that the length of the
sample will be very seriously reduced if either the sample
period is short or if length of lag is long.

It is clear from this very short description that in a
rough sense the geometrical and the polynomial lags complement
each other. 1If their messages are strong and similar, then we
can have some confidence in the results. If the messages

are weak or dissimilar, then we must be suspicious of both.

IV. Results: Individual Countries17

The model described above was applied to both individual
countries and to all seven countries pooled. We will first
present the results for the unpooled data. The specifications

examined in the tables below are:

e = a5 * 3Py * A¥p * 3394 (A)
T

dp = b * bltg Wi Pp_g) + by o+ lwy = 1. (B)
s ]

16
See Almon [4] or Dhrymes [20].

17The results for Belgium were not completed on time for
the individual country results, although Belgium is included
in the pooled equations.
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where

(Bl) has TO

!
<
H

n

i
(e}

3, W quadratic with W,

I
<

(B2) has TO

#
o
3

|

1= 5, Wy quadratic with We

and
q, = per capita net energy consumption;

Py = relative net price of energy: and

Yy = per capita real GNP;
all variables in natural logarithms.

Results for the Aggregate

First consider the aggregate equations for the economies.
These aggregate four sectors: energy, transportation, industry
other than energy, and residential-residual.

Tables 3 and 4 present the results in a standard format
that will be used for the individual sectors as well. In this
we present only the elasticities and not the overall statistics
of the equations. The elasticities in the column "short-run"

are defined as:

percentage change in net energy
short-run demanded during current year
elasticity percentage change in net energy
: price during current year

wrile the long-run elasticity is defined as:

percentage change in net energy
demanded per year after entire lag
is included

percentage change in net energy
price during current year

long-run
elasticity =

Ir terms of formulas (A) and (B) above, the short-run
elasticity is a; or a, in equation (A), and blw0 or b2 in



Table 3. Income elasticities for different countries and 25
different specifications: aggregate.

Short-run Long-run

A Bl B2 AP B1 B2

France 1.1 a) a) c) 1.17 1.20
{(.26) {.09) (.18)
Federal Republic .29 a) a) .61 1.15 1.42
of Germany (.11) (.31) {(.13) {(.11)
Italy 1.07 1.55 1.25 1.16
(.37) a) a) (.67)  (.13) (.26)
INetherlands .57 .78 .48 .05
(.28) a) a) (.46)  (.34) (.50)
United Kingdom .57 .66 .67 .60
(.13) a) al (.22)  (.09) (.18)
United States .39 .84 .32 .26
(.10) al al (.32)  (.10) (.09)

Note: Figures without parentheses are coefficients, while figures
in parentheses are standard errors.

a)Shoq:'t--run elasticity assumed equal to long-run.

b)Calculation of local standard error given in Appendix.

C)Lag term had incorrect sign, so long-term elasticity not
calculated.



Table 4. Price elasticities for different countries and 2k
different specifications: aggregate.

Short-run Long-run

A B1 B2 ab) Bl B2
France -.16 -.03 -.08 c) .10 .06
(.12) (.09) (.10) (.26) (.15)
Federal Republic ~.44 .30 .17 -.89 .70 1.45
of Germany (.25) (.19)  (.13)] (.59)  (.32) (.47)
Italy -.33 -.72 -.75 -.50 -1.30 -1.33
(.24) (.13) (.11) | (.39} (.21) . (.45)
Netherlands -.58 -.68 -.56 -.81 -1.20 -1.56
(.21) (.19) (.23) ) (.39) (.25) {.51)
United Kingdom -.42 -.42 -.35 -.49 -.26 -.31
(.16) (.14) (.16) | (.22} (.25) (.28}
United States -.26 -.50 -.41 -.57 -1.73 1.94
(.28) (.19) (.16) | (.64} (.36) (.34)

Note: Figures without parentheses are coefficients, while figures
in parentheses are standard errors.

a)Short—run elasticity assumed equal to long-run.

b)Calcu]_ation of local standard error given in Appendix.

clLag term had incorrect sign, so long-term elasticity

not calculated.



2%

equation (B). The long-run elasticity is al/(l - a3) or

az/(l'-a3) in equation (A) and b, or b, in equation (B).

First consider the income elasticities reported in
Table 3: We focus only on the long-run elasticities. These
show one major surprise: the elasticities appear to differ
significantly across different countries. The US, UK, and
Netherlands have low elasticities, while the other three
countries have rather high elasticities. There is no clear
indication as to whether energy demand tends to grow faster or
slower than output. Moreover, these results are quite

significant by the standard statistical tests.

The price elasticities for the aggregate economies are
reported in Table 4. Thase results are in fact quite
representative of the general quality of the estimates for
price elasticities: they are highly variable and not well
determined. Again examine specification (Bl). Italy,
Netherlands, and the United States have well-determined price
terms, with the correct sign. France and the FRG have
incorrect signs, but they are poorly determined.

It is possible to calculate a composite statistic for
the sample countries: this relies on the assumption that the
coefficients are samples from distributions with a
common mean (M) and differing variance--the variance differing
because the range of the independent variables differs. These
statistics are shown in Table 5 for specification (B1l} (this
specification was chosen to maximize sample size and minimize

the standard error of the coefficients.)18

The results for the composite statistics give somewhat
greater shape to the verbal discussion of the results for
the aggregate. They indicate that demand is price-inelastic,
and moderately well-determined. The income elasticity, on the
other hand, is quite well determined in the aggregate, and is
slightly, but not significantly less than +1.

18The derivation of the composite statistic is given in
the Appendix.
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Table 5. Composite estimate of coefficients, specification Bl,

aggregate.

Mean Standard

Deviation

Price

~0.66 0.26
elasticity
Income
elasticity 0.84 0.11

Note; The composite statistic is calculated by the formula
for the minimum variance estimate for a sample from
a different population with the same mean and different
variances (see Appendix}).
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Individual Sectors

The national economies were also disaggregated into four
sectors, and each sector was analyzed to see if there were
significant effects. Each sector, it should be noted, has its
individual p;ice and gquantity index, but the output indicator for

each of the individual sectors is the national output indicator.

In discussing the individual countries and sectors, we

will use the following criterion in determining which specification
is preferred: roughly speaking, we choose the specification which
has the lowest standard error for the coefficient. On the other
hand, we realize that the standard errors in specification (A)

are probably biased downward because of the inclusion of the lagged
dependent variable, and make a rough correction by multiplying

this standard error by 1.5 in making the comparisons. For most
cases, this makes the specification (Bl) the preferred specifi-

cation; this specification is used in all composite statistics.l9

The domestic sector is shown in Tables 6 and 7. These results

are quite encouraging, indeed the most encouraging of any sector.
The income elasticities are positive, presumably indicating

that higher levels of income are important in inducing both
central heating and the use of many energy-intensive appliances.
On the other hand, the income elasticities show' some irregularity
across the sample.

As far as the price elasticities are concerned, these are
consistently negative across both countries and specifications.
The only positive coefficients are for France, but these are not
significant. The FRG, 1taly, the Netherlands and the United
States show consistent, significant and negative price elasticities,

19ppis is in distinction to the usual procedure of choosing
a gpecification with a high t-statistic. Put differently,”we are
interested in precise determination of the results, not in whether
the results show a significant difference from an arbitrary number.



Table 6. Income elasticities for different countries and 28

different specifications: domestic.

Short-run Long-run

A B1 B2 aP) B1 B2
France .93 1.86 2.34 3.43
(.55) al a) (1.54) (.52) (.94)

Federal Republic .60 1.30 1.55 1,77
of Germany (.29) a) a) (.71}  (.28) (.40}
Ttaly .65 | 1.10 .49 .43
(.27 a) a) (.51) (.29} (.37)
Netherlands .21 : .42 .00 -.11
(.52) a) a) (1.05) (.63)  (.95)

e

United Kingdom .97 1,04 1.10 .57
(.36) a) a) (.55) (.32) (.52)
United States .17 47 - .27 .22
(.12) a) a) (.36) (.08) (.09)

Note: Figures without parentheses are coefficients, while figure
in parentheses are standard errors.

3) ghort-run elasticity assumed equal to longrrun.

b)Calculation of local standard error given in Appendix.

c)I.ag term had incorrect sign, so long-term elasticity
not calculated.



Table 7. Price elasticities for different countries and
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different specifications: domestic.
Short-run Long-run

A Bl B2 ab! Bl B2
France -.07 .02 .33 -.14 .22 1.24
(.29) (.27)  (.28) ) (.59)  (.34) (.83)
Federal Republic |-.35 -.35 -.34 -.76 -.68 ~.49
of Germany {.19) (.18) (.21) (.46) (.35) (.25)
Italy -.63 -.65 -.62 | -1.05 -1.40 -1.44
(.13) (.15)  (.19) | (.30)  {.25) (.36)
Fetherlands -.58 -.42 -.35 | -1,16 -1.30 -1.37
(.21) {(.20) {.28) {.58) {.33) (.55)
}United Kingdom -.36 ~. 40 -.38 ~.38 -.30 -.59
(.19) (.37)  (.40) | (.25)  (.45) (.48)
hnited States ~.55 .52 -.57 | -1.,53 «1.75  ~1,90
(.19) (.12) (.10} | (.71)  (.21) (.20)

Note: Figures without parentheses are coefficients, while figures
in parentheses are standard errors.

al
b)

c)

Short-run elasticity assumed equal to long-run.

Calculation of local standard error given in Appendix.

Lag term had incorrect sign, so long-~term elasticity
not calculated.



while the United Kingdom is negative but only marginally
significant.

We have again calculated the composite statistics in
Table 8. These statistics indicate that if we treat the results
as a random sample from a population with fixed mean and dif-
ferent variances then the price coefficient is quite well-
determined, -1.14 with a standard error of 0.29, while the

income elasticity is quite low and very well-determined, 0.44
(+ .17).

For the transport sector, the results are quite mixed.

Recall that the transport sector is largely road transport
(approximately 80% of fuel is for automobiles, trucks, and
buses). Further it is generally thought that transport is
highly income elastic. The results of Table 9 bear this out

by and large. All six countries show that transport has an
income elasticity greater than unity; for high income countries
{the US and FRG) the income elasticities are very close to
unity, while the medium and low income countries (especially
Italy and the UK) have income elasticities which are very high.

The price‘elasticities for the transport sector are also
quite encouraging (see Table 10). We originally hoped that the
wide range of prices, mainly due to.taxation on fuel for road
traffic, would lead to well-determined price coefficients.

The major anomaly is that short-run price elasticities are too
large, although they are not particularly well determined.

The coefficients for the short-run--or one year--price elas~
ticities lie in the range from .02 to ~.65. These results
indicate that it would not be surprising to find a rapid
response of consumption in the transport sector to the very
rapid rise in fuel costs over the last few years. Surprisingly,
long-run coefficients hardly differ from the short-run
~coefficients. The long-run coefficients range from .13 to
-.87. Three countries have quite sharply determined long-run

- coefficients: France (-.15 + .13}, the FRG (-~.87 * ,18}, and
the UK (-.,15 + .21}. The overall impression is that transport
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Table 8. Composite for the domestic sector, specification

(Bl1).
mean _ standard
deviation
Price -1.14 .29
elasticity
Income 0.44 .17
elasticity

Note: The composite statistic is calculated by the formula
for the minimum variance estimate for a sample from
a different population with the same mean and different
variance (see Appendix).
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Table 9. Income elasticities for different countries and

different specifications: transport.

Short-run Long-run
A B1 B2 P! Bl B2
France 1,62 a) a) c) 1,32 1.34
(.42) (.08) (.15}
Federal Republic .79 a) a} 1,65 1.19 1,06
of Germany {.18) (.56) (.11) (.16)
Italy .61 a) a) 1.53 1.65 1.63 |
(.21) (.67) (.14) (.26)
Netherlands .33 a) a) 1.74 1.52 1.18
(.13) (.94) (.20) (.24)
FUnited Kingdom 1.54 a) a) 2.20 2.11 2.09
(.50) (1.05) {.06) (.08)
United States .24 a) a) .83 1.01 1.68
(.09) (.49) (.15) (.42)

Note: Figures without parentheses are coefficients, while figures
in parentheses are standard errors.

a)Short—run elasticity assumed equal to long-run.

b)Calculation of local standard error given in Appendix.

C)Lag term outsid= a priori range, so long-term elasticity

not calculated.



Table 10. Price elasticities for different countries and
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different specifications: transport.
Short-run Long-run

A B1 B2 aP) B1 B2
France -.66 -.29 -.18 c) -.15 -.10
(.25) (.09) (.08) (.13) (.16)

|Federal Republic |-.13 .55 -.83 | ~-.28  ~-.87 -.89
of Germany (.14) (.09) {.07) (.31) (.18) (.19)
Italy -.09 ~.24 -.17 ~.23 -.60 .01
(.07) (.26) (.43) (.19) (.40) (.65)
Netherlands .05 ~.,49 -.38 .26 -.37 -.92
(.10) (.23) (.14) (.53) (.40) (.38)

{ {

[nited Kingdom .02 -.20 -.17 .03 -.15 -.16
(.12) (.09) (.10) (.12) (.21) {.20)
United States -.22 -1.04 -.82 -.76 .13 1.88
(.14) (.20) (.20) (.59) (.47) (1.21)

Note:

figures in parentheses are standard errors.

Figures without parentheses are coefficients, while

a)
b}

c}
not calculated.

Short-run elasticity assumed equal to long-run.

Calculation of local standard error given in Appendix.

Lag term had incorrect sign, so long-term elasticity
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demand is quite price-inelastic. The one disturbing feature
is that the lag structure is simply implausible: the long-run
coefficients in some cases are smaller than the short-run

coefficients, and this is unacceptable.

Table 11 shows the composite statistic for the transport
sector. As noted above, the overall result is that the income
elasticity is larger than unity, and quite significantly so,
while the price elasticities are small and negative.

Industry is divided into two parts, the energy and the
non-energy sectors. The energy sector, strictly speaking,
.should not be treated in a symmetrical manner with those sectors
in which energy is consumed. Neverthelegs for completeness we
present both sets of results.

Tables 12 and 13 present the regression results for

industry, except the energy sector. The income elasticities

again show the general patterns of having net demands with

income elasticities scattered around unity, and they are general-
ly pretty well determined. The price elasticities, on the

other hand, show a pattern of instability, ranging from 1.0

for the FRG to ~1.0 for Italy. Only four coefficients,

however, are well determined: Italy, France, and the UK have

a significantly negative coefficient, while the FRG has a

significant positive cocfficient.

The composite results for the industry except the energy
sector are shown in Table 14. These show that this sector
has an income elasticity below, but not significantly below
unity, and a price coefficient which is negative, but again
not significantly so.

Finally, we have the results for the energy sector. It
should first be noted that this sector has a rather different

character from the other sectors. Energy consumption in the
energy sector is in reality energy consumed in transformation
cf one energy form into another, or in extraction and upgrading

cf fuels. Thus the enerxgy consumption in the energy sector



Table 11. Composite

Note:

statistic for transport, specification

Bl.
Mean Standard
Deviation
Income. 1.68 10
Price
Short-run -.39 .12
Long-run -.36 .22

The composite statistic is calculated by the formula
for the minimum variance estimate for a sample from

25

a different population with the same mean and different

variance (see Appendix).
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Table 12. Income elasticities for different countries and
different specifications: industry, except energy.
Short-run Long-run

A B1 B2 ab! B1 B2

France 17 .29 .57 .18
(.25) a) a) (.45)  (.16) (.26)
Federal Republic .24 .46 1.24 1.38
of Germany (.17) a) a) (.38)  (.17) (.16)
Italy 1.18 1.15 1.72
(.22) a) a) c) (.19) (.47)
Netherlands .72 .87 1,72 2.11
(.50) a) a) (.66)  (.70)  (1.25)
United Kingdom -.02 L =-.02 .06 -.17
(.12) a) a) (.13)  (.15)  (.25)
United States .63 .97 .99 .92
(. 40) a) a) (.42)  (.13) (.19)

Note:

figures in parentheses are standard errors.

Figures without parentheses are coefficients, while

a)
b)

c)

not calcnnlated

Short-run elasticity assumed equal to long-run.

Calculation of local standard error given in Appendix.

Lag term had incorrect sign, so long-term elasticity
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Table 13. Price elasticities for different countries and

different specifications: industry, except energy.
Short-run Long-run

A Bl B2 AP Bl B2

France ~-.47 ~-.45 -.39 -.82 ~-.38 ~.44
(.13) (.10) (.08) (.46} (.16) (.20)

[Federal Republic| -.11 .29 .04 -.21 1.03 1.06
of Germany (.29} (.15) (.13) {.56) (.25) (.28)
Italy ~.82 -.60 -.49 ¢} -.96 .45
(.17) (.14) (.13} (.22) (.41)

Netherlands -.51 -.34 ~-.29 -.61 .01 .28
(.27} (.28) (.37) (.37) (.48) {.83)

United Kingdom -.79 -.79 -.63 -.88 -.73 -.95
 {(.20) (.17) (.23) {.28) (.31) (.43)

United States -.21 ~.09  -.11 | -.33  ~.35 -.47
{.40) {.18) (.17) (.63) (.23) (.26)

Note: Figures without parentheses are coefficients, while
figures in parentheses are standard errors.

a)
b)

cl

Short-run elasticity assumed equal to long-run.
Calculation of local standard error given in Appendix.

Lag term had incorrect sign, so long-term elasticity
not calculated.




Table 14, Composite statistics for

Note:

specification (Bl).

industry, except energy,

Mean Standard

Deviation
Income c,.78 0,17
Price -0, 30 0.23

The composite statistic is calculated by the formula
for the minimum variance estimate for a sample from
a different population with the same mean and
different variance (see Appendix).
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will be relatively large if the country has a large extractive
industry, as in the FRG or the United States; or if the mix of
fuels is tilted toward converted fuels (such as electricity

or town gas) rather than low grade fuels (such as coal); or

if the energy sector has low conversion efficiencies in trans-
formation processes such as electricity generation. Thus in
judging the energy-intensiveness of economies, especially
where considerable specialization occurs, one should probably
exclude the energy sector and consider only the rest of the
economy .

Notwithstanding these caveats, we present in Tables 15
and 16 the results for the energy sector. One surprising result
is that the energy sector exhibits very low income elasticities,
ranging from a low of -.94 for the United Kingdom to a high
of .36 for the United States. The price elasticities are again
quite mixed: Italy and France show negative significant
coefficients, while all other countries show insignificant
coefficients.

Table 17 shows the composite statistics for the energy
sector: these confirm the impression that the income elasticity
tends to be soméwhat low and the price coefficient is
negative but insignificant.

V. Results for the Pooled Sample

The results presented above for the individual countries
are not entirely encouraging; an honest man would have to
admit that they shed little light on the questions that the
present study set out to investigate. However, it was originally
hoped that by combining the experience of the several countries
in the sample the results could be sharpened. Thus the next
step considers combining or pooling the data into a single
relationship.

The theoretical basis for pooling countries is to assume
that all countries have similar preference functions and

production functions, but that the differences in incomes and
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Table 15. Income elasticities for different countries and

different specifications: energy.
Short-run Long-run

A B1 B2 aP! Bl B2
France .34 a) a) .97 .32 .38
(.31) (1.10} (.19} (.37)
Federal Republic| -.32 a) a) -.65 ~.13 .49
of Germany (.1le) (.45} (.27) (.24)
Italy ~.09 a) a) -.27 .25 -.98
(.31) (.93) (.30) (.45)
Netherlands .28 a) a) c) -, 01 -1.04
(.43) (.89) (1,69)
United Kingdom -.41 a) a) ~,75 . =-.5%4 ~1.28
(.24} (.66) (.17) (.29)
United States .27 a) a) .45 .36 .28
(.10} (.22) (.07) (.08}

Note: Figures without parentheses are coefficients, while
figures in parentheses are standard errors.

a)
b)

c)

T.acaa +term had incorrect siomn

Short-run elasticity assumed equal to long~run.

-

Calculation of local standard error given in Appendix.

arn l1ond—=tftaerm lac+-1i~1+v




Table 16. Price elasticities for different countries and

|

different specifications: energy.
Short-run Long-run

A B1 B2 Pl Bl B2
France .08 .52 .22 .23 -.30 -.48
(.22) (.10) (.10} (.66) (.12) (.23)
Federal Republic; -.28 -.06 -.25 ~.56 .89 2,15
of Germany (.26} (.32) (.23) {(.59) (.50) (.43)
Italy -.48 -.49 -.55 |-1.45 =1.19 -2.41
(.20) (.18) .27 (1.17) {.35) (.72)
Petherlands -.39 -.32 -.21 c) -.52 -1.11
.24 (.24) (.25) {.49) (.88)
United Kingdom .01 .11 .04 .02 1.28 2.14
(.30) (.25) (.23} (.67) {.73) (1.34)
United States -.22 ~.18 -.26 -.37 -.71 ~1.53
' (.15) (.14) (.13) (.28) (.44) (.67)

Note: Figures
figures

without parentheses are coefficients, while
in parentheses are standard errors.

a)
b)

c)

Short-run elasticity assumed equal to long-run.

Calculation of local standard error given in Appendix.

Lag term had incorrect sign, so long-term elasticity
not calculated.




Table 17. Composite statistics for energy.

Mean Standard
Deviation

Income 3.18

Price «0,33 G.25

Note: The composite statistic is calculated by the formula

£or the minimum variance estimate for a sampie from

a different population with the same mean and different
variances (see Appendix).
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relative prices lead to different energy-intensiveness in
different sectors. Thus we would expect that with high

gasoline prices and low incomes in Europe, the amount of
gasoline consumed in Europe per person would be considerably
below that in North BAmerica, which has low relative gasoline
prices and high relative incomes. In addition to the systematic
effects of prices and incomes, there may be other omitted
variables which are crucial to the determination of energy
demand. Thus weather is clearly important in determining
domestic heating demands; the road network in determining auto-
motive demand; the industrial structure in determining the
industrial demand. We have assumed that these effects, which can

be called country effects, are multiplicative and do not vary

systematically over time. This implies that we can simply
use country dummy variables in our logarithmic specification
to represent the effects for individual countries. We would
be surprised if these country effects were nil; on the other
hand, we would be disappointed if they accounted for too much

of the variation.

Thus the specification for the pooled model is that
countries have different levels of energy demand, but that the
elasticities, or response to prices and incomes, are constrained
to be the same. 1In order to prepare for what follows, it should
be noted how the pooling is able to reduce the chaos of the
individual country results to relatively well-determined answers.
Recall that the individual country results are poorly
determined; this is largely due to the fact that price and
income are highly collinear for an individual country, and
therefore the data cannot determine thé coefficients with great
precision. This problem, the problem of multicollinearity,
is shown graphically in Figure 1. Country A has a history of
incomes and prices which determines a likelihood function for
coefficients b1 and b2 shown by the contours lying between A
and A'; the contours indicate a given confidence region for
the country. For country A the individual coefficients are
poorly determined and lie along a "ridge." Country B has a
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.A B » bB bA b
bu. b1.L bLL B;.U' Ww oy 1

Figure 1. Shaded area represents the estimate of
(bl,bz) obtained by pooling two samples

with multicollinear data.
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rather different history, but one which also exhibits high
multicollinearity between the two independent variables, with
" a resulting likelihood function shown by the BB' contours,

which lie along a different "ridge."

Consider what happens when countries A and B are pooled
and constrained to have the same elasticities: only the
shaded region in Figure 1 lies above the second set of like-
lihood contours for both countries. Thus the joint region,
consistent with the histories of both countries lies in a much .
smaller region than that for either of the individual countries.
Thus if the outer contour represents the 90% contour level,
we have rather wide ranges of estimates for the parameters,
with the confidence interval for bl lying in the range

A A . B B
1,1’ bl,U] for country A and in the range [b1,L' b1,U]

for country B, with the analogous range for the coefficient b

{b
2°
By pooling the two countries, the confidence interval which

is consistent with both histories is reduced to the much
smaller range [b#
b 20

9 Put differently, if the individual histories show
great multicollinearity (which they do in the energy area),

LY b#,U] for bl and the analogous range for

and if the different countries have rather different histories
(which, again, they do0), then it is ‘possible to break the

grip of the multicollinearity by pooling the countries. Note
that it is not necessary that the outcome be so nice as that
pictured in Figure 1; it could turn out that a third country
lay well outside the shaded region and the coefficients would
remain very poorly determined. With seven countries, it seems
likely that the results will reduce the uncertainty due to

the multicollinearity without lending spurious accuracy to the
results.

201t should be noted that the shaded region is only a
heuristic device for incdicating the results of pooling. It is
slightly more complicated to determine the exact likelihood
contours for the joint sample of A and B.
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In our pooling we have used a sample period which is

common for all sectors and which is as follows:

United States (1959-1972) 14 observations
Federal Republic of Germany (1960-1972) 13
France (1959-1972) 14
Italy (1964-1972) 9
Belgium (1965-~1972) 8
Netherlands (1959-1972} 14
United Kingdom (1963-1972) 10
Total : 82 observations

We kept the length of lag relatively short--a maximum of one
year lag for income and four years for price. We could have
extended the lag for pr:ce, but as each further year reduced
the number of observations by seven, four years seemed a good
compromise. Moreover, although we were interested in the

lag structure, the major purpose of the study was the long-run .
income and price elasticities, so an attempt was made to

estimate these in as sharp a way as possible.

To construct the equations we made the following simpli-
fications. First, the current and lagged income terms appeared
to have the same sized coefficients, so we constrained them to
be equal. Next, we assumed that the lag on prices was linear
over a five year period; this lag is undoubtedly too short,
but the shape is probably roughly correct. With these assumptions
we reduce the equations to the following:

4
Quy = oy + BIX0.2 p o o1 + v [0.5y, 5 + 0.5y, , ;] (19)

=0
where
o. are indiv:dual country effects;
B is the cormon long-run price elasticity; and

Y the common long-run income elasticity.
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The results for the four individual sectors and the
aggregate are shown in Tables 18-22. In what follows we focus
on the long-run price elasticities and the differences between
individual countries. Note that because the dummy variable for
the United States is omitted, country variables should be

interpreted as different from the United States.21

Results

The results of the pooling show a considerable improvement
over the unpooled data. 1In all of the four demand sectors the
price elasticities have the right sign and are well-determined
while all the income elasticities are very well-determined.
First concentrating on the price elasticities, it is seen that
these are -.36 (+.12) for the transport sector, -.79 (:.08)
for the residential sector, ~-.52 (+.17) for industry other
than energy, and -.58 (+.10) for the energy sector_.22 In the
aggregate, the estimate is ~.85 (+.10)., These results are not
out of line with results of other studies: for the most part,
where price elasticities bhave been found, these lie in the
range from Q0 to -1.23 Elasticities of this magnitude indicate
that the long-run response of energy consumption to price is
only moderate when the three factors discussed above are combined;
these were the demand response prope}, the production response,
and the substitution between energy and other factors (see
pp. £). To the extent that we can take the differences

ZlA note on the statistics: R2 is the fraction of the
variance of the dependent variable explained by the regression

whereas R is corrected for degrees of freedom. SEE is the
standard error of estimate of the equation. Since the equation
is in logarithmic terms th=2 SEE is roughly the fractional error
(or 100 x SEE roughly the average percentage error}. D.W. is the
Durbin-Watson Statistic, wnile corrected D.W. is adjusted for
jumps in the data (see App=andix).

22The text gives the =stimated coefficients plus-or-minus
the estimated standard errcr of the coefficient.

23gee [5, 8, 12, 14, 25, 27, 32, 44, 61].
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Table 18. Results for pooled sample, aggregate.

9y = 4,700 =~ 0.850 4

(0.170) (0.100) z 0.2 Pig

f27,800] [8.800] =0
+ 0.790 1
(0.080) z 0.5 Yeng
[10.000] | 6=0 d

D{UR} = 0.030 D(GE) = -0.090 D(BE} = 0.130

(0.030) (0.030) (0.140)

[0.800] {3.500] [1.000]
D(NE) = -0.250 D(FR) = -0.350 D(IT) = -0.350

. (0.030) (0.040) (0.040)

[8.500] [9.100] [9.300]
R® =  0.989 D.W. = 0.840
§2 - 0.988 corrected D.W. = 0.740
SEE = 0.049 . observations = 82.000
where

q, = log (per capita net energy consumption);

p, = log (price of net energy/GDP deflator);

Y = log (real per capita GDP);

D = dummy variable for countries, where UK = United

Kingdom, GE = FRG, BE = Belgium, NE = Netherlands,
FR = France, IT = Italy;

and

top figures are estimated coefficients;

figures in parentheses are standard errors of
coefficients;

figures in brackets are t-statistics,
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Table 19. Results for pooled sample, domestic.

d = 3.310 - 0.790 4
= {0.200) (0.080) z 0.2 Pt g
[16.000] [10.300] 8=0
+ 1.080 1l
(0.120) z 0.5 Yi g
(8.800] 8=0
D(UK) = 0.240 D{(GE) = -0,.050 D(BE) = 0.110
(0.030) (0.070) (0.030)
[6.600] {1.700] [3.200]
D{(NE) = -0.090 D(FR) = -0.390 D(IT) = -0.460
(0.050) (0.040) (0.070)
[1.800] [10.200] [7.0001]
R? =  0.991 D.W. = 1.090
ﬁz - 0.990 corrected D.W. = 1.010
observations = 82.000
SEE = 0.059
where
q, = log (per capita net energy consumption);
Py = log (price of net energy/GDP deflator});
¥, = log (real per capita GDP)
D = dummy variable for countries, where UK = United
Kingdom, GE = FRG, BE = Belgium, NE = Netherlands,
FR = France, IT = Italy;
and

top figures are estimated coefficients;

figures in parentheses are standard errors of coefficients;

figures in brackets are t-statistiecs.
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Table 20. Results for pooled sample, industry, except eneréy.
a, = 2.980 - 0.520 4 i
(0,200) {(6.170) Z 0.2 Pi.g
[15.300] [3.100] 0=0
¥ 0.760 1 ]
(0.160) z 0.5 ¥y, _g
[4.700] 8=0 -
D {UK) = 0.800 D(GE) = 0.280 D(BE) = 0.190
(0.050) (0.060) (0.070)
[1.500] [4.600] 2.500
D(NE) = ~0,340 D{(FR) = -0.190 D(IT) = -0.110
(0.050) (0.050) (0.080)
{6.400] [3.800] {1.400]
RZ = 0.952 D.W. = 0.670
R = 0.947 corrected D.W. = 0.560
SEE = 0.091 observations = 82.000
where
q = log (per capita net‘energy consumption) ;
Py = log (price of net energy/GDP deflator);
Yy = log (real per capita GDP);
D = dummy variable for countries, where UK = United
Kingdom, GE = FRG, BE = Belgium, NE = Netherlands,
FR = France, IT = Italy:;
and

top figures are estimated coefficients;

figures in parentheses are standard errors of coefficients:

figures in

brackets are t-statistics.
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Table 21. Results for pooled sample, energy.

e = 3.120 - 0.580 ~ 4 7
(0.120) (0.110) 5 0,2 p
t-0
[25.600] [5.200] | 6=0 J
- 0.050 [ 1 ]
(0.120) % 0.5 ¥, _g
[0.400] | 9=0 i
D(UK) = =0.370 D(GE) = -0.210 D(BE) = -0.600
(0.060) (0.070) (0,060)
5.800 ' 3,000 9.200
D(NE) = =-0.630 D(FR) = =-0.910 D (IT) ~1.410
(0.040) (0.070) (0.060)
[13.500] [12.800] [23.200]
RZ = 0.981 D.W. = 0.760
ﬁz = 0.979 corrected D.W. = 0.660
SEE = 0.079 observations = 82.000
where

q = log (per capita net energy consumption);
Py = log (price of net energy/GDP deflator);
Yy = log {real per capita GDP);

D = dummy variable for countries, where UK = United
Kingdom, GE = FRG, BE = Belgium, NE = Netherlands,
FR = France, IT = Italy;

and

top figures are estimated coefficients;

figures in parentheses are standard errors of coefficients;

L v o 1w Fnvrm ol dmes gt e e oy e o v 4 e
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Table 22. Results for pooled sample, transport.

q; = 1,840 - 0.360 4 7
(0.230 (0.120) T 0.2 Py g
[1.500] [3.300] [ 6=0 i
+ 1.340 "1 ]
(0.800) z 0.5 Ye—g
[16.600] | 6=0 i
D(UK) = -0.370 D(GE) = -0.630 D(BE) = -0.590
(0.060) . {0.050) (0.060)
6.600 12.500 [9.200]
D(NE) = -0.440 D(FR) = -0.740 D(IT) = -0.350
(0.050) (0.090) ~ {0.060)
[8.300] [8.200] [5.800]
Rz = 0.995 D.W. = 0.660
ﬁz = 0.994 corrected D.W. = 0.550
SEE = 0.047 observations = 82,000
where

q; = log (per capita net energy consumption);
Py = log (price of net energy/GDP deflator);
Yy = log (real rer capita GDP);

D = dummy variable for countries, where UK = United
Kingdom, GE = FRG, BE = Belgium, NE = Netherlands,
FR = France, IT = Italy;

and

top figures are estimated coefficients;

figures in parenthes=2s are standard errors of coefficients;

Fimmirec 1mn bBracrbe+re arac fecbkatsttTodbdim~e
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between the coefficients seriously, they indicate that the
demand for energy is most inelastic in the transport sector,
followed by intermediate values for industry other than energy
and energy, and that the residential sector is most elastic.
The relative inelasticity of the transport sector is quite
plausible, since there is probably least possibility for
technological substitution in this field. On the other hand,
the relatively high elasticity of the residential sector is

not so obvious from a theoretical point of view.

The results for the income terms are quite striking. The
income elasticities are 1.34 (+.08) for the transportation
sector, 1.09 (x.12) for the residential sector, .76 (+.17)
for the industry-except-energy sector, and -.05 (+.12) for
the energy sector. For the aggregate the elasticity is estimated
to be .79 (+.08), Again the income elasticities are plausible
from an a priori point of view. It is well known that private
automobiles are both highly income elastic and relatively energy-
intensive, so that the high income elasticity of transportation
is not surprising. More surprising, however, is that the energy
sector has negative elasticity; this simply indicates that the
losses in the transformation process are not related to
income--nor is there any clear reason why they should be. The
other sectors show elasticities in Ehe neighborhood of unity
or below unity. In the aggregate, the income-elasticity is
significantly below unity.

In considering these results, three important differences
from other studies should be noted: First, the results are
found by pooling seven countries. As can be seen by comparing
with the results from individual countries, results from
exactly the same specification are unrecognizably different.
Second, the concept of energy consumption is net energy,
whereas most other studies for sectors examine gross energy.
Since the general trend has been toward more efficient fuels
(natural gas and electricity as compared to :coal), this leads
to a more rapid growth of net energy. Third, the demands are
for the entire sector rather than a single fuel (e.g.

electricity or natural gas} in a sector as an economy.
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The next question to which we turn is whether there appear
to be significant differences between the countries. Estimates
of these differences are given by the dummy variables in the
regressions. Recall that the dummy variables indicate whether
the country appears different from the United States. First
examining the aggregate equation shown in Table 18, we find that
the differences are only marginally significant. The ranking
of economies by energy~irtensiveness is Belgium, the UK, the
US, the FRG, the Netherlands, France and Italy. Recall that

these intensities are after correction for prices and income.

The pattern of results varies for different sectors, however.

Thus the United States is highly energy-intensive in transport
and energy, but in the middle of the pack in the domestic and

the non-energy industrial sector.

We have also shown plots of the regressions for the four
disaggregate sectors in Figures 2-6. The general guality
of the fit and the overall trends can easily be judged from these
graphs. As a visual guide, it should be noted that the average
levels for each country zre determined by the dummy variables,
while the slopes, or fit for individual years, are determined
from the regression coefficients. While the dummy variables
guarantee that the average 1evé1 for each country will be
approximately correct, there is absolutely no guarantee that the
general patterns of fit (or the trends for each country) will be
accurate. Thus we have, roughly speaking, seven trends, corre-
sponding to seven countries, while we have fit two coefficients.
Considering the diversity and the fact that only two slope co-
efficients are fit for each regression, the degree of precision
of the estimate is guite encouraging.

There is a troubling lack of elegance about the use of
dummy variables: these are admissions that the specifications
are rather weak. 1In addition, they may throw away considerable

information about the effects of international difference in

prices and incomes on international differences in energy

intensiveness. For this reason it is useful to perform our
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Teri.ol Y YO I %,..0bserved values  +.,.Computed valuca i RES % L
i 3,948 3,879 I + * 1 2,752 1
2 1.450 3.9ua I +e I 1.087 I
3 4.027 1,982 1 +* 1 1.133 I
] §.0Tu u.pn I + * Federal Republic I 1.527 I
) .10 4,009 I +* of Germany I 1.010 X
6 u.123 &, 139 I ' 1 -.381 1
? 4,123 b.otED I .+ I -1.38C I
[ 4.126 4,176 1 LR I -1.2%3 1
] 4.198 .21 I 4 H -.305 I

10 4,30 4,314 I [} I -.198 1

1 4,348 4.393 I * 4+ 1 ~1.052 1

12 4,339 [PERE I L I =1.715 I

13 4,384 4,418 I e I -.764 I

14 1.186 3.29% I++ “ I I

15 3.269 3.32% I %+ I 1

16 , 3.348 3.304 I ) I I

17 3,411 3,449 1 L4 Traly X 1

18 3.487 3,518 I [§] I I

19 3.578  3.590 I 0 1 I

20 3.749 3.660 I + . 1 1

21 3.7u4 3.678 I +* I I

22 3.643 3,738 I + * I I

23 3.380 3.525 I L I I

24 3.u468 3.575 1 o+ I 1

25 3.502 31.584 I * + I I

26 3.5%6 3.623 I * I I

27 3.688 1.661 I +* Netherlands I b

2 3,721 3.738 I 0 I I

29 3.801 3.8233 I .4 b4 I

30 3.840 3.87¢ I " I 1

3t 3.910 3.912 I (3 1 I

k. 4.053 3.994 I + 1 b

13 4. 144 4.099 I +* I 1

34 4,269 4.186 I + * I 1

35 4,314 4,252 I + I b

36 4,459 4,285 I + ¢ I I

7 3.1 3.450 I LEs I -.029 -.B4? I

38 3.4598 3.458 I +* 1 L0480 1.134 I

39, 3.522 3.462 I () I .029 .830 ‘I

40. 3.586 3.535 I +¥ 1 .051 t.418 b

41 3.658 3.581 I + * I 077 2,107 I

42 3.709  3.648 I ++  France 1 .060 1.631 I

43 3.7513 3,719 I +* i .032 .B63 I

by 3.765 3.782 I 0 I -.217 -.453 I

45 3.822 3.845% I *t I ~.027 -.713 1

46 3.886 3.915 I LEs 1 -.029 ~.736 I

47 3,956 3.996 I 4 I -.049 -.999 1

48 4.032 4,072 I L2 1 -.0u0 -.985 I

49 4.046 4.109% I * 4 I -.063 -1.55%3 I

50 4.093 4,138 I 4 I -.046 -1.117 I

51 4.679 8,615 I + * I .064 1.377 I

52 4,713 Q.645 I + * I .069 1.455 I

53 4.709 4.642 I + * 1 .067 1.414 1

54 4.744 4,677 I + * I .067 1.413 I

55 4.764 4.732 I United States (§] 1 .032 .668 I

56 4.793 4.785 1 () I .009 178 I

57 4.829 4.855 I .y 1 -.027 -.5351 I

58 4.874 4.935 1 * 1 -.062 ~1.262 I

59 4.894 4.983 I + I -.089% -1.824 I

60 4.938 5.016 I + 1 -.078 -1.582 I

61 4.986 5.0U6 I * 41 - =.060 -1.200 I

62 5.014 5.031 1 41 -.017 -.331 I

63 5.015 5.012 I (r1 L0044 .070 I

64 5.068 5.046 I {1 022 426 I

65 1 4.038 4.045 I () I -.007

66 4,053 4.089 1 () 1 -.038 =-.89% I

67 4.0%90 4.116 I () I -.026 -.636 I

68 4.079 4.116 I "+ : I ~-.037 -.311 1

59 4,071 8.121 1 s+ United Kingdom I -.050 -1.225 I

0 4.107 4,130 I *+ I -. 024 -.578 I

71 4.138 4,141 1 {} I -.003 -, 072 I

72 4.200 4.146 I +* I 054 1.296 I

73 4,196 4.144 I +* I .052 1.234 1

74 4,223 4,146 I + ¢ I L.077 1.821 I

75 3,742 3.696 1 +* I .ous t.207 1

76 3.773 3.760 1 () 1 .013 L3155 1

17 3.819  4.001 1 LR Belgium 1 -.182  -4.764 1

70 3.055 4,025 I * + I -.170 -4,397 I

T3 1.062 2.857 I (} I 005 a1 I

119 3,945 J.ule I + * I .093 2.321 I

81 4,19z 3.00u I + ¢ 1 .118 2.081 I

82 4,157 4.080 I + ¢ 1 .077 1.841% I

: rigure 3., Resuits for aggregate sector, various years,

Hote: Observed values are denoted by an asterisk. Actual values are denoted

by a plus Bign.
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Poriod Y ALS 1 v .. aved values L Compat ] values 1 RES RIS % 1
1 1 ' I =-.0u3 =1.901 1
2 2,390 M * I -,0u9 -2.104 I
3 .4y 1 +e 1 +050 2.222 I
4 2,004 I + 1 R 4,241 I
5 2,480 1 () Federal Republic 1 .009% Lue I
6 2.0 I .+ of Germany 1 -, 041 =1.480 1
1 2.410 1 LR 1 -, 074 -2.594 I
B 2.1 I L3 I -.055 =-1.908 1
9 2,632 1 %) I -.001 -.04p I
10 3124 I +* I .002 .062 1
i1 3.8 1 {) 1 .Q00 .00B I
12 3.237 1 0 I 01 .336 I
13 3,230 I + * I 070 2.122 I

14 1.675 1.780 I* + I -,105 -6.264 I

15 1.812 1,813 I {) I -+.001 -.031] I
16 1.878 1.8B95 I { I -.017 -.%06 I

17 2.050 2.01% 1 (¥ I L0313 1.509 I
18 2,161 2,156 I +* Italy I .00% 227 I
19 2.295 2.300 L (3 I -.005 -.230 I

20 2.445 2,430 I 8] I 015 .630 I

21 2.560 2,515 I +* I 045 1.772 I

22 2.651 2.620 1 +* I 031 1.178 I

23 2.159 2,246 L e I -,087 -4.050 I

254 2.258 2.230 I 4 I -.07 ~3.158 I

23 2.338 2.373 I .y I -.035 ~1.495 I

26 2.51%0 2.4487 1 +* I 043 1.701 I

27 2.662 2.553 i + Hetherlands I . 108 071 I

28 2.697 2.664 I +¥ 1 032 1.234 I

29 2.811 2,815 I {) I -.00u -.130 I

30 2.877 2,905 1 .4 I -.027 -.955 1

ER| 2.955 2.989 I L] I -.033 -1.127 I
32 3.153 3.134 I {) I .019 .609 1

33 . 3.an 3.8 I +* I .015 J4el I

34 J.uel 3. 454 I Q) I .0CB L2471 1

35 3.530 3.562 I (23 I -,033 -.928 1

36 3.702 3,638 I +* I 064 1.718 I
37 1.843 1.974 I 0+ + I =-.131 =-7.109 I
38 1,927 1.982 I *+ I -.055 -2.851 I
35 1,973 2.014 I vy I -.041 -2.086 I
40 2,135 z2.075 I +* I .060 2.827 I
51 2,273 2.129 I + * I .l4u 6.337 I
42 2.312 2.229 I + * France 1 .083 3,580 I
43 2,385 2.338 I +% I .04 1.992 I
0y 2.413% 2.5 I () 1 -.230 -1.,249 I
45 2,526 2.5uU2 I {) I -.016 -.622 I
46 2.62u 2.6u8 I *+ I Bg-.024% -.932 I
47 2.693 2.71 I 4 1 -.078 -2.887 I
48 2.7B5 2.870 1 L I ~.085 =3.055 I
49 2,944 2.925 I 4+ - I .019 660 I
S0 3.054 2.987 I + & I L1086 3.43% I
5% 3.620 3.559 1 + * I 061 1.687 I
52 3.660 1,600 I + * I .060 1.646 1
53 3,677 3.604 1 + * I 073 1,950 I
54 3.721 3.650 1 + * I 071 1.901 I
55 3.728 3.707 I () 1 .021 . 556 I
56 3,744 3.761 I L2 I -.017 -, 442 1
57 3.795 3.834 1 United States ha g I -.0u40 -1.049 I
58 3.843 3.921 1 * + 1 -.078 -2.036 I
59 1,877 3,974 1 * 4+ I -.097 -2.505 I
14 3.925 4.013 1 * + 1 ~.088 =-2.243 I
61 3.986 4.051 1 * 47 ~-.065 -1.628 I
62 4,047 4,039 1 +*1 L0092 201, I
63 4.054 4.017 i +87 .037 .96 I
B4 4,092 2.038 1 +*T L0653 1.305 I
65 2,798 2.739 I +* - I 060 2.135 I
£6 2.782 2.803 I LE s I -.022 -.774 I
€7 2,830 2,855 I *4 I -.025 -,870 I
68 2,842 2.878 I {} I -.036 =1.267 I
69 2.867 2.908 I +4 United Fingdom I -.041  -1.441 1
70 2,923 2.941 1 . I -.018 -,619 1
71 2.954 2.974 1 {) I -,020 ~.676 I
72 3.008 2.399 I () I 010 .317 b
73 3.036 3.014 I +* I .022 Real I
74 3.053 3.023 I + I L.071 2.283 I
75 2,634 2.480 1 + ¢ I 154 5.850 1
76 2.674 2.585 I +¥ 1 080 2.98% I
77 2,773 2.%15 I . 4+ . bd -, 141 =5.098 I
78 2.81¢ 2.9%9 I L Belgium I -.183 -6.500 I
79 2.887 2.805 I +* I LG22 LT67 1
BO 3.026 2.962 I e 1 .06k 2.107 I
81 3.086 3.000 I {} 1 006 204 I
82 3,214 3,215 I [§] hs -.002 ~,04B I

Figure 4, Ra altg for domestic sector, various years, -
Hote: Observed values are denotes by an asterisk. Actual values are denoted by a plus sign.
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Poriad Y Y I %, Obgerved values  FoouOospute s 1 WS RES & L
1 3,377 3,186 1 + 1 L1191 5,663 1
2 3. 354 3,250 1 + ¢ T L1032 3.046 1
i 3,354 3.290 1 + * Ppderal Repoblic of I L0635 1,927 1
4 3.399 j.an 1 + Suraniny i L0372 2.094 I
5 .41y 3.376 b +* I .039 1,136 1
6 J.ury 3,439 I Y I -.010 -2 I
7 3.402 1,472 I .+ 1 -,070  -2,070 I
8 3,405 1.474 1 *+ I -.069 -2.026 1
3 3.865 3.508 1 *+ I -.043  =1,227 1
10 3.575 3.592 I *+ r -.oi8 -4 1
11 3.610 3,661 1 .+ I =.051 =1.813 1
12 3.569 3.681 I . .+ I =-.112  ~3.143 1
13 3.6212 3.685 . I .+ I -.062 -1,71% I
14 2.649 2.745 1 * o+ \ I =-.096 =1.627 T
15 2.716 2,770 I - I  -.054 =1.973 1
16. 2.796 2.805 be (} I =-.009 -.329 I
17 2.808 2.857 I .+ I -.049  -1,738 1
18 2.876 2.919 I .+ Italy I ~.083 -1.4382 I
19 2.95% 2.978 I {) I -.023 ~,785 I
20 3.165 3.037 1 + " LI .129 4,069 1
21 3.099 3.064 I +* I .035 1.139 1
22 3.234 3.125 L + * I L1190 3.393 I
23 2.443 2,522 I* + I -.080 ~3,263 1
24 2.523 2.570 I *+ I -.047 -1.85% I
25 2.524 2.585 I * + I ~-.061 -2,428 I
26 2.588 2.626 b .+: m ~.039 -1.488 1
27 2.657 2.667 I ~.010 -.386 1
28 2.706 2.730 I R Netherlands I -.027 -1.007 T
29 2.762 2,817 1 SRR I -.055 -1,975 I
30 2.785 2.856 I *+ I -.07t  -2.545 I
31 2.737 2.880 I . + ‘I =,142 ~5.197 1
32 3.048 2.946 I + ¢ I 101 3.326 I
33 3.07 3.026 I +* I LG5 2,456 i
34 3.180 3.c8% I + ¢ I .09t 2.852 I
35 3.200 3.131 I + * i 069 2.157 T
36 3.385 3.159 1 + * I .22 6.671 I
37 2.850 2.868 1 0O I -.o018 619 "
38 2.943 2.871 I + * 1 .072 2.433 1
19 "2.971 2.898 1 +® I 073 2,462 1
4g 3.019 2.934 1 + * France I .085 2.809 I
3] 3.066 2,978 I + * I .c88 2.864 I
42 3.115 3,039 I + * I .076 2,442 I
43 3.145 3.101 I +* I .045 1.425 1
4y 3. 144 3.152 I "+ 1 -.008 -.261 I
45 3.178 3.209 1 *+ I -.03 -.961 1
46 3,235 3,262 1 *+ I -,027 -.829 I
57 3,304 3.331 1 *+ I -.027 -.831 1
ug 3.376 3,394 1 -+ ) 1 =~-.018 ~.528 I
49 3,287 ENAE: I + o+ I -.131 -3.974 1
50 3.258 3.636 I * + I =.179 ~5.487 I
51 3.603 3.626 I *+ I -.023 -.626 I
52 3.654 3.643 1 i I .01t .292 1
53 3.627 31.636 I {1 I -.010 -.266 T
54 3.657 3.657 I 0 I -.00 ~-.014 I
55 3.690 3.697 I United States 0 I -.006 -.178 I
56 3.761% 3.738 I +¥ I .023 V623 1
57 3.821 3.796 I +* I .024 L634 I
58 3,870 3.864 I 0 1 -005 .138 I
59 3.874 3.9Mm I -+ I -.037 -.952 I
60 3,903 3,946 1 *+ I  -.043 -1.096 I
38 3.543 3.977 1 *+ I -.034 -.8608 I
62 3.987 3.970 i +* I 017 L4373 I
63 3,957 3.955 1 (§] I .003 .069 I
64 4,047 3.978 I + € 1 .069 1.704 I
65 3.252 3,259 b {} I ~. 007 -.209 T
66 3.293 3.304 he 9] I -.o0n -.128 I
67 3,335 3.335 I () I .001 L0186 T
68 3.313 3.345 I *+ - I -.032 -.975 I
89 3.285 3,357 b * + Unitedgim I -,072 -2,195 1
70 3.318 3,372 I b I =.05% ~1.644 I
71 3.394 3.391 1 3] I .G03 098 1
72 3,471 3,405 1 + ¢ I .066 1.913 I
73 3,045 3.40% I e I +03% 1,141 1
74 3.480 3. 413 1 + * I L067 1.924 1
75 3.406 3.47 I * o+ I -.065 -1.912 I
76 3.459 3.528 1 .+ 1 ~.069 -1,986 I
77 3,463 3.722 1 . * - I -.259 -7.448 I
L34 3479 3741 T lelgium * + I -.262 ~-7.520 I
79 3.492 1,606 1 4 I -.tle =-3,262 1
a0 3,749 3,643 I + I .106 2.838 1
81 G.047 31.715 1 + * I .332 8.206 I
82 4,118 3.788 1 + I .330 8.018 I
Figure 5. HResults ar industry oxcept cnerffonmy various years.

Note: Observed values are denot d by an asterisk. fctudbowaare denoted by a plus sign.



Period Y ¢ oo bserved values L Compated values 1 RES RES %
1 2oy AR 1 ‘ . 1 L6 T 1
2 2,500 AR 1 + 1 122 4.751 1
3 2.939 J.oaad 1 + I 0N 3.584 1
4 2.573 2.0 ¥ + ¢ I 122 4.729 1
5 2.584 2,00 1 + 1 RRT 4,423 I
2,503 2H92 1 . 1 .01 L4317 1
w 2,456 2,496 1 .uu Federal Republic I -.0u1  =1.6U9 1
g 2,399  2.487 1 P of Germany I -.088  ~3.654 I
9 2.433 2.492 1 L RS I -.259 LT I
10 2.461 2.625 I * + I -, 064 -2.606 I
1 2.437 2.5u8 1 LI I =-.1% -%,553 b
12 2.up09 2.533 1 L I -. 124 -5.15%6 1
13 2.3N 2.512 1 L + 1 -.140 -5.923 I
14 1.092 1.210 v+ 1 -, 118 =10.770 1
15 1.164 1.251 1 + 4 -.087 -7.470 I
16 1,278 1.291 1 () I -.018 ~-1.387 1
7 .J.um_ HPEX ) 1 9] Italy I 020 1.449 1
18 1.386 1.383 1 ] 1 L0031 .23 1
19 1.u57 1.414 I +# I 0431 2.931 1
20 1.515 1.430 I £ I .086 5.655 I
21 1,479 1.423 I +* I 056 3.757 I
22 1.u42 1.427 1 () 1 016 1.876 I
23 1.991 2.0u8 I LE 3 I -.057 -2.859 1
24 2.081 2.0686 1 {} I 016 .763 1
25 2.102 2.077 I () 1 .025 1.189 I
26 2.142 2.113 I O I .029 1.3u48 1
27 2.183 2.140 1 +* I LOu2 1.931 1
28 2.174 2.182 I () Netherlands I -.008  -.373 I
29 2,244 2.230 I +* I .0ty .6U5 I
30 2.255 2.257 I 1§ I =-.002 -.087 I
31 2.485 2.302 1 + * I .183 7.373 I
32 2.266 2.354 I L I -.088 -3,875 I
33 2.290 2.421 I ¥ 4 I -.131 -5.715 I
34 2.440 2.480 1 {}) I =-.021 - 851 I
35 2.474 2.478 I {) I -.004 -.173 I
k1 2.478 2.477 I {) I 001 . QU5 I
37 1.664 t.719 I * ¥ I =-.055 -3.334 I
g 1,681 5,699 I ) I -.018 ~1.069 I
39 T.647 1.69% 1 4 I -.052 -3,157 I
40 1.623 1.704 1 hE Y I -.081 =4,987 I
41 1.676 1.72¢Q 1 -y I =-.064 -2.609 1
42 1,788 1.753 1 0 France 1 -.006 @ ~-.320 1
43, 1.975 1.792 1 ()} I -.017 -.934 1
4y 1.812 1.823 I 8] I =-.01 -.600 i
45 1.842 1.859 1 .+ 1 ~.017 -.%06 I
(1 1.865 1.887 I () I ~.022 =1.,200 I
47 1.939 1.921 I +% 1 .018 850 I
48 2.004 1.942 I +* I .062 3.088 I
ug 2.044 1.911 I + I L1132 5.550 I
S0 2.054 1.925 I + I .128 6.257 I
z
51 3.137 3.197 I h L2 ] I -.060 -1.908 1
52 3,148 3.189 1 #+ I ~.043 =1.380 h¢
53 3.137 3.175 1 4 I ~.038 -1.224 I
54 3.168 3.182 I LL ) T -.014 - Hil 1
55 3.187 3.189 I [S T ¢ -.4002 -,065% 1
56 3.173 3.194 I United States by 1 ~-.021 -.677 I
57 3.146 3,207 1 . I -.061 =1.951 I
EL 3.377 3.225 I *+ I -,0u8 =-1.501 I
59 3,194 3.232 1 % I ~.038 =1.193 1
60 3.253 3.235 I (y 1 .019 .57 I
61 3.301 3.239 b 4 1 .063 1,896 1
62 3,236 1.214 1 {y 1 023 L6596 1
63 3.265 3.176 I + *I L0906 2,744 I
64 3.275 3,142 1 + I .133 4,0u6 I
65 2.453 2,440 I [} 1 Lol .55%2 1
&€ 2.439 2.436 I () I .002 093 I
a7 2.446 2.6427 1 . I .020 .BOY 1
68 2.414  z.409 p United Kingdom :: I .a0s 198 1
69 2.376 2.39 I () I -.415 -.624 I
70 2.37%8 2,371 I +* I 006 .268 I
71 2.291 2,340 I 4 1 ~-.049 -2.128 I
72 2.326 2.318 1 [§] I .009 366 1
73 2.307 2.284 I +% : I .023 . 999 1
74 2.238 2.283 1 (LS I -.015 -.653 1
75 2.140 2.024 I + " I 115 5.3490 1
wm 2.121 2.066 1 +* 1 .05% 2.585 1
7 2,13 2.166 I .y I -.035 -1.650 1
78 2.085 2171 I .y Belgium T -.023 ~1.971 1
79 2.058 2.115 I LY 1 -.057 -2.75%3 1
80 2.183 2.1413 I 4 I LOug 1.818 1
B1 2.206 2.1985 I +¥ I 011 .4B7 1
82 2.201 2,247 I 4 I -.0U6 -2.083 1
Fiqure 6. Rer1lts for energy sector, various Years.

Note: Observed valucus are denoted sy an asterisk. Actual values are denoted by.a plus sign
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calculations without dummy variables, This procedure then takes
into account not only the effect of the histories of individual
countries, but also the differences of levels of income and price
between countries on energy intensiveness. To obtain this
different perspective, we must make the further heroic assump-
tion that the intercepts in all countries are the same and that
omitted variables are uncorrelated with energy prices and income.
The gquality of the fit will deteriorate if country dummies are
significant, but the results may shed further light on the

long-run elasticities.

Table 23 shows the estimated coefficients for the case with
and without country dummy variables. Two results are clear from
this table: first, the results generally hold up without country
variables. Second, the fits of the equation are much worse. 1In
considering the two equations, there are good theoretical
reasons to believe that the results without country variables
should show larger price coefficients: in principle, the price
differences are of longer duration, and the full response to
these differences should have taken place. For the time series
analysis of individual countries the length of response is only
five years, which is clearly too short for the response function

for energy.

Two general points come out of the results without dummy
variables. First, it does not appear that the results are signi-
ficantly different with two exceptions: a) in the transport
sector the price elasticity is much higher while the income
elasticity is lower; and b} in the energy sector the income
elasticity is dramatically changed. With these exceptions,
these results confirm quite strongly the results with the dummy
variables.

The question is how to interpret the cases where the results
are quite different. In general, I suspect that for transport
the pooled results without country dummies should be given con-
siderable attention. In this sector the differences between
countries are pretty clearly due to the policy of taxing
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Table 23. Comparison of results with and without
country dummy variables.
Price Income Goodness of
Sector . Elasticities . Elasticities | Fit (ﬁz)
With Without | With Without | With Without
Dummies Dummies | Dummies Dummies | Dummies Dummies
Aggregate | -.85 -1.15 .79 .87 .988 .916
(.10} (.10) (.08) (.09)
Transport | -.36 -1.28 1.34 .81 .994 .959
{.12) (.06) (.08) (.08)
Domestic ~.79 -.71 1.09 1.39 .990 .857
(.08) (.09) {.12) (.12)
Industry -.52 T-.48 .76 .91 .947 .671
except (.17 (.14) {.16) (.14)
energy
Energy .58 -.62 -.05 .94 .979 .606
(.11) {(.17) (.12) (.23)




62

gasoline heavily in European countries, rather than supply side
differences. For this reason, I suspect that we are simply
getting a longer run reaction than in the case of the results
with country.dummies, and therefore these seem to be more
adequate results from a theoretical point of view. For the
enerqgy sector, on the other hand, I suspect that the differences
are simply supply side differences, in particular differences

in energy resource availability, rather than demand. Clearly,
the reason the demand in the energy sector is high for the

US, the UK and the FRG ard low for Italy and France 1s due

to the resource endowments of the respective countries. The
fact that wealthier countries happen to have larger energy
resources is probably more accidental than causal., For this
reason, the results with country dummies are probably preferable

to the results without ccuntry dummies.

One must be quite cautious in use of the data without
country dummies. In essence the effective number of observations
is very small and the extremes {such as the United States for
transport) are determining the coefficients: while the co-
efficients may be unbiased, the autocorrelation of the residuals
means that the standard errors are very high. Thus, where the
differences between the estimates with and without country
dummies are large, the uncertainty about the long-run coefficients
is also large. Particularly for the transport sector, the
discrepancy is so large that we must look for further informa-
tion to resolve the differences in estimates. On the other
hand, the price elasticities for the domestic and industrial
sectors agree quite well in both procedures, so these can be

regarded as better determined.

V1. Projections for the United States

An important application of the results of the present
study is in forecasting the growth of energy demand over the
short and medium term. TForecasts of this kind remain one-of
the important tasks of the present study, and the current

section is only a preliminary indication of the qualitative
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results that will come out of a fully prepared forecast,
Nevertheless, since the question of forecasts is of such great
importance for planning purposes, it was thought useful to
present the techniques and some preliminary estimates at this
stage.

In making the forecasts, we have only relied upon calcula-
tions for the aggregate, rather than for individual sectors;
and we have applied the projections only to the United States.
However, since the estimates of the elasticities we use are
from the pooled data, and since the magnitude of the shifts are
approximately the same, the results for other OECD countries
would be approximately th: same. In projecting future demands,
given model estimates of :oefficients, the other determining
factors are the relative orices of energy to non-energy goods
and growth in per capita GNP. We have used the conventional
figures for GNP growth--t1iat "potential GNP" would grow at
4,0% from 1972 to 1985 and at 3.5% from 1985 to 2000, while

population is taken as US Census series E.

More complicated is the question of price trends over the
longer horizon. The results incorporate four different assump-
tions about relative price trends:

1) the "historical >rice series" which assumes that
the declining relative price trend which was evi-
denced from 1955 to 1970 would continue indefinitely.
This series shows a decliﬂing relative price trend
of 1.2% annually;

2) the "constant 1974 price" series, which assumes that
the discontinuity which occurred between 1970 and
1974 reflected irreversible structural shifts, and
that the 1974 relative prices would maintain them-
selves indefinitely;

3) the "100% erosion of 1974 price" series, which
assumes that the energy crisis of 1970-75 was a
transient phenomenon, due to temporary shortages

and exercise of market power, and would be eroded
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away over the period 1975 - 1985.
(&) The "507% erosicn of 1974 price'" which assumes that only
507, of the difference between the 'historical’ and ''constant

1974" price series would be eroded by competitive forces.

It should be emphasized that the assumptions about price
can only be guesses: not only do they reflect uncertain judgments
about political and economic events--such as the strength of the
cohesive honds between producing nations or between consuming na-
tions--but they may not even be consistent with the technological
constraints of the energy sector; only when the demand model is
combined with a more complete model of supply (such as the linear
programming model in [49]) can the consistency be assured.

The ma jor _advantage »f the econometric technique over
non-statistical techniques 1is that it allows for estimation of
the uncertainty of the predictions. 7Therefore, in addition to
the maximum l!ikelihood point projections, we have also calculated
in the standard error of the forecasts as calculated by stan-
dard techniques. (See Malinvaud [45], pp. 208 £f.)

In what follows, it should also be noted that because of
autocorrelation of the errors the standard errors in our equations
are underestimated (see Maliavaud [45] pp. 433-37). We have therefore
made a crude correction by multiplyinrg the standard errors of the
coefficients by 2 and the standard error of the equation by

/.
The results are shown in Figitres 7 and 8 . The first

point 1is that under most realistic scenarios about price there

1Using (1-D.W./2) as an estimate of the attocorrelation coefficient
for the errors, and using the fact that the composite right hand side varia-

bles @ave autocorrelation of about 0.4, we find that the standard error of the
equation is expected to be underestimated by a factor of /5 and the standard

e mmat e @~ a2t -
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should be relatively moderate growth of energy demand over the
period 1972 to 1980; in -:he constant 1974 price case, the growth
in energy demand is fairly flat from 1972 to 1978, but
accelerates after that. Note as well that there are quite
significant differences hetween the extreme paths by the end

of the century. In parti.cular, the historical path shows

rapid growth in demand, averaging about 3.2% per annum once

the effect of the events of 1970 to 1974 have disappeared,

while the growth rate for the constant 1974 price path shows

a growth rate of 2.2% per annum, one full percentage point

slower.

It can be seen that two different sources of uncertainty
are contained in our pro-ections. First, there is the uncer-
tainty in the evolution of prices, as reflected in the four
different relative price paths. And second there is the
inherent uncertainty of the projections due to the uncertainty
of the values of the elasticities. Figure 7 shows that the
uncertainty about the path due to the evolution of prices is
not terribly great in the immediate future (note that the
historical price series essumes that the events of the last
five years did not take place)}, but this uncertainty compounds
with time until the end ¢f the century when it amounts to
a difference of 57% between the extreme paths. The other
uncertainty involves the uncertainty of the parameters, shown
in Table 10. This uncertainty is of the same order of magnitude
as that for price. If we assume that by the end of the century
the initial conditions have damped out, then the 67% uncertainty
range is 41% between the maximum likelihood plus and minus
one standard error. It rust be stressed that these are uncer-
tainties which are inherent in the problem and cannot be
resolved within the methcdological framework used here. It is
conjectured that they are also realistic reflections of the

real uncertainties that we face in planning.



VII. Summary and Conclusions

The present paper reports on the preliminary results of
a study of energy demand from an international perspective.
The major difference between this study and earlier studies
were: a) from a theoretical point of view, it attempts to
estimate the demand for net energy in four major sectors of
the economy, without regard at this stage to the breakdown
between the different fuels; b) that it attempts to compare
the energy demand functions of seven different Western countries
over the period 1955-1972, both in individual estimation and

by pooling the data.

The results of the study are somewhat mixed. On an
individual country level, the regression results show considerable
lack of precision, as well as a certain number of contradictory
conclusions. It was surmised from these results that it is
extremely difficult even from a time period as short as twenty
years to get reliable estimates of energy demand functions

from the specification used in the present paper.

When the seven countries are pooled (with country dummy
variables) the results are more encouraging. First, the price
elasticities are all of the correct sign (negative) and
inelastic (that is, less than one is absolute value}. They
indicate a moderate but slow reaction of energy demand to the
price of energy products. The major surprise was that the
income elasticity of energy demand tends to be relatively low.
In three of the four sectors (energy, industry except energy,
and domestic) the estimated income elasticities were between
zero and one, indicating that with relative prices of energy
to other goods constant, per capita net energy demand tends to
grow slower than per capita income,

A second important conclusion is that the net energy
consumption of the aggregate economies, as well as different
sectors, is relatively well-explained by population, per capita
income, and relative pricas. Without dummy variables,

between 60% and 96% of the sample's variance is explained by these
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factors, while country dummy variables raise the explanatory

power to 95% to 99% of the variance.

Moreover, it appears that relative prices play a crucial
role in determining the energy intensiveness across space and
time. With no exceptions the price elasticities stand out quite

clearly in the pooled results.

In a final set of regressions, countries were pooled with-
out allowing for individual country effects. These results
confirm the results with dummy variables except for transport
--where the price elasticity is dramatically higher~-and

energy—--where the income elasticity is much higher.

At the end, very preliminary projections were made for
the United States using the results of the regressions as well
as possible price paths. The projections indicate that the
recent rise in energy prices should have a substantial effect
on the growth of energy consumption for the period until about
1980, but that after 1980 the growth rate in energy cohsumption
would be about the same--perhaps a percentage point higher,
perhaps a point lower--as the path without the dramatic price
changes of the 1970-1975 period. Emphasis was placed on the
uncertainty of these results, both because of the uncertainties
about the elasticities and because of the uncertainties about
price and inconme trends. The statistical uncertainty of the
projections was presented, and it was concluded that the size
Vof the uncertainty about demand at the end of the century was
about egqually due to the uncertainty about price and income

and to the uncertainty about the structure of the equation.

To conclude on a more general note, we have learned a
great deal about the structure of energy demand within and
across different countries. These results can be used to
sharpen forecasts and to complement energy supply models, but
they are plagued by unsolved problems, problematical data, and
uncertain estimates. Perhaps in the end we will find that the
limits to knowledge about the future are greater than the limits
to growth in the future.
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APPENDIX

1. The composite statistic is calculated as follows. We
assume that the coefficients of the country equations are drawn
from populations with a common mean ¢ and different variances

Ug. If we desire to make the usual significance tests we further

assume that the distribution is normal. We find a set of weights
(al,...,an), and a composite statistic M = Zaimi, Eai =1,

where the {ai} are chosen to minimize the variance of the
composite statistic. Thus we choose {ai} to

2

minimize 02(M1 = Zai Ui

subject to Eai =1

and where

= 10
M = agmy

" Maximization shows that

a, = cc:'—2
i i
where
-2
c = Zci .

So our composite statistics are

M 2

.-2 -
Im, o, /Eo.l (Al)

2 w2 =2, =2 ~2
o (M) = Zcici /Eci = n/Zcri . LAZ)
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2. The calculation of standard errors for the long-run
elasticities for the Koyck or geometrical lag is complicated

by the non-linearity. 1In specification (A), the relevant
ra a

stendard errors are G(I——l——) or UL—*JE——
- ag 1l - a,

Champernowne [13] we calculate a local standard error as:

}J. Following

a -2
E( 1 ) -2 -2
1T - a3 N E(al) E(l - a3)
! (ay) + \o@ - ay . (n3)
o} I—:ngg .

Since all coefficients exzept the denominator of the left hand
side are known, we can calculate the local standard error from
(A3). A proof is given ia Champernowne [13] (p. 155 f.).

Note that this calculation assumes independence of the estimates

of a1 and a3.

3. In the estimate of the Durbin-Watson statistic for the
pooled sample with n coun:ries we have (n - 1) jumps which are

due to the pooling. Assume the correct structure is
&

u - €

t'i = put"l,i tpi

where € i i drawn from a population with mean zero, equal
r

variances for all countries, and independence of successive

errors. Then it is easily verified that

8
u, . = pPE,

t’l -E’i *

H o8

=0

Further note that‘E(ut .} is 0 for all t,v and i ¥ j. Thus

. U
LV, ]

if the index w runs over "program periods," w=1,...,W, we have

2
Z(uw . uw~1)

D.W. )
W
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E(D.W.) = (E{rl) 2 - oW “;J’ e [

To calculate ﬁhe corrected Durbin-Watson statistic we use the
fact that the corrected Durbin-Watson, d, is related to the
calculated Durbin-Watson, 4, by:

= [ w-1 W-n+1 d W .
dl“(raiv~r1+1) 2( W )'2+W—I

Note that for seventy-six observations and two exogenous
variables the lower and upper limits on the Durbin-Watson
statistics are 1.55 and 1.66, respectively (see Durbin and
Watson [231}.
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