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Buffer Stocks, Sales Expectations, and Stability:
A Multi-Sector Analysis of the Inventory Gycle*

Michael C. lovell

Implications for the stability of the economy of_inventory
pragticés of individual firms are appralsed in this study. Eric Lundberg
[28] and Lloyd Metzier [29] have both formulated macro-economic models of |
'thg inﬁentoéy cycle. My approach resembles Metzler's in that a simple sérvn—
mechanism type of behavior is attributed to the individual firm. Produétion
is conceded to be time consuming. Inventories of finished goods are held as
buffer-stocks in order that unsnticivated demand may be satisfied. The
entrepreneur attempts to adjust inventbrieé to the appropriate level in the
face of incomplete knowledge of future sales.

My approach departs from the macro-approach adopted by Hetzler and
lundberg_in that I.considgr complications that arise in agg:egﬁting the
behavioral pattérhs assumed for the individual, firm in deriving conclusions
éoncerning_the dynamic properties oflthe economy. In contrast wiph the
procedure of traditional'macro-analysis I considér the implicatiogs of a
multitude of interacting firms all sttempting to adjust inventories to a

level deemed appropriaté in the face of incomplete knowledge of future

*This paper constitutes a revision of certain materials. appearing in my
doctoral dissertation [26, Ch.2], a research project supervised by Wassily
Ieontief. I am indebted to the Earhart Foundation, the Social Science
Research Council, and the Cowles Foundation for Research in Economics for
financial supporte Robert Dorfman, James Henderson, Karen Hester, =
Lawrence Krause and Charles Ying as well as Professor Leontief have provided
helpful comments. Remaining errors sre my responsibility, of course.
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market conditions.* An analysis of stabllity conditions for the multi-sector

*The challenge raised is similar to that faced by Goodwin [16] and
Chipman [10] in their disaggregation of the multiplier process., My task
is more difficult in that a crucial role is explicitly assigned to errors
of expectations and inventory stocks. In the development of the matrix
and muelti-sector multiplier theories, no explicit mention was made of the
role of inventories. Chipman acknowledges in a more recent paper that "in
the multiplier approach demand for ocutputs is regarded as preceding the '
production of inputs, the initial production of outputs being made possible
by the temporary depletion of inventories of inputs” [11, p.5)]. The specifica-
tion of stability conditions for the multi-sector multiplier has been made in
abstraction from this fact. It will be found that the multiplier models of
Goodwin and Chipman are only a special, restricted case of the model presented
here. Under more realistic assumptions, the conditions for stability are
found to differ fundamentally from those they specified.

model reveals that dymamic properties depend upon a multitude of parameters,
some of which are suppressed in aggregative model construction. Conditions for
stabilit& are found to differ fundamentally from those developed by Metzler

in his macro-asnalysis.

In a discussion of the implications for stebility of alternative in-
ventory practices it is most eppropriate to start, as in the theory of
competition, with a discussion of the behavior of thé individual firm. The
second stage of the analysis is that of deriving the behavior of individual
.industries from the assumed firm behavior. Then the interrelations between
the various industries must be considered in connecting the equations repre-
senting the behavior of the individual sectors in order to obtain a model -
of the whole economy. Finally, dynamic properties of the model for

alternative values of its parameters have to be explored.
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In order to meke this difficult task tractable, numerous simplifying
assumptions must be made. The inventory behavior pattern attributed to the
individuel firm is relatively simple. Capacity "restrgints on the level of
output are ignored. Time is treated as a discrete unit. Tt is assumed that
the production period is the same for all commodities and, in addition, that
the production processes of all firme are synchronized so that output begins
at the same poiﬁt of time for all firms; éssantially, the prodnctioﬁ process
is of the "point-input point-output" type so frequently encountered in
capital theory. In addition, price,fhenomena are neglected throughout the
discussion.. None of these assumptions is withouf,precedent-in either the
literature of managérial economics on optimal inventory po;icy or in the
mltitude of aggregative economic models of the accelerstor: and felated
theofies. |

Granted that simplifying assumptions must be made in any analysis, it
may still be asked whether an appropriate set has been chosen for the problem.
at hand. My own empirical investigation of the behavior of manafacturers’ |
inventories in the United States'suggests that the buffef-sﬁbék model. does -
provide an appropriate framework for examining finished goods inventory
bebavicr [27]. Manufacturers apperently atiempt only a delayed adjustment
type of inventory behavior. They tolerate a considerable departure of
actval inventories from the optimum level rather than attempt an lmmediate
adjustment of inventories on the basis of imprecise estimates of future market
conditions. This complication was introduced into the theoretipal anaiysis.

Contrariwise, no empiriéal support was found for. the hypothesis that
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manufacturers speculate in inventories, adjﬁstigg their holdings of stocks
in response to anticipated pfice ehanées; ¢onsequently, it seems’appropridte
to neglect the complications of speculafién in the theoretiﬁal stu&y.
Unfortunately, I have not succeeded iﬁ-introducing unfilled orders into the
theoretical analysis, although the empirical evidence suggesis they are a
factor of considefable importance in determining the desired level of stocks
of purchased materials and goods in process.

The assumption of price rigidity, motivated by conveniencg, serves to
suppress the roles of speculative inventory holdings and substitution. A statement
ﬁy J. R. Hicks éuggests that a theoretical investigation of the properties of a
model involving price rigidity is worth while [22, p.145]:

Both the manufacturer and the retailer are, for the most part,

"price makers" rather than "price takers"; they fix their prices

and let the quantities they sell be determined by demand. ' A

model in which -quantities bear the brunt of disequilibrium fits
most of the facts distinctly better [than the model of Value and

Capital].
In addition to facilitating the derivation of theorems concerning the
gtability implications of bﬁffer-stock'inventory behavior, the assumption
of price rigidity makes it possible to.muster within thé confines of thié
paper relevant data for the United States economy in an attempt to determine
vhether the conditions for stabllity are sétisfied. If the assumption of
price rigidity were abandoned, the difficulties inveolved in empirical investiga-
tion would be increased by whole orders of magnitude.

Empirical and thecretical research are complementary. A theoretical



investigation may assist the econometricisn by providing limits on the range
of models that have to be tested. Although the assumption of profit maximiza-
tion may serve partially to restrict the hypotheses to be considered, major
simplification is almost inevitebly invelved in moving from theorems derived
from that assumption 1o the equations of & completely specified model.
Examination of the dynamic implications of conceivable modes of behavior
provides a second source of & priori knowledge. The theoretical investiga-
tion of stability conditions for the buffer-gtock inventory model suggests
appropriate a priori restrictions for empirical research by revealing which
types of inventory behavior on the part of the individusl firm imply reason-
able dynamic properties for the economy.

The model developed in this paper belongs to a general family of
mlti-sector dynamic models which includes the input-output approach utilized
by the United States Govermment to investigate on an industry by industry

hasis the impsct of mobilization for the Korean war.*

%A discussion of two air force models was presented by Holley (23, 2h],
Chenery.and Clark have discussed the United States Emergency Models [9].

In dynamic input-output analysis inventories ususlly are either relegated to
the final bill of goods or assumed to behave in accordance with an elementary
vergion of the accelerator principle uncomplicated by legs in the adjusiment
process or errors méde by firms in anticipating future sales volumé. Although
it may be appropriate to neglect such complications in the analysis of

provlems relating to long-run economic growth, my empiricel investigations
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of inventory behavior in the United States indicate that errors made by
firms in anticipating future sales and adjustment lags serve@ to curtail sub-
stantially inventory accumulation during the Korean emergency [27]. The
“theoretical framework presented in Part I of this paper provides an appro-
priate vehicle for considering these two complications of actual inventory
behavior in analyzing on an industry by industry basis such problems as the

econcmic impact of mobilization for limited war.

PART I A MULTI-SECTOR INVENTORY MODEL

A, The Behavior of the Firm

It seems appropriate to assume that under conditions of price
rigidity entrepreneurs will carry inventories for the purpose of avoiding
the unsatisfied market that would otherwise occur whenever demand exceeds
anticipated sales. When demand exceeds expectations, inventories are reduced
below the planned level; conversely, when sales fali short of anticipated
demand, unplanned inventories are accumulated. The production levels of future
periods is then set so as to either exceed or fall short of anticipated sales

* , _
in order to restore inventories to the desired level, The excess over actual

*Entrepreneurs in facet have the option of eliminating excess stocks by
price reductions and of raising prices in periods of shortage. This type
of behavior has been excluded by the assumption of price rigidity. Paul A.
Samuelson has derived stebility conditions for a model in which price adjust-
ments occur when existing stocks exceed an equilibrium level as a result of a
divergence between current production ‘and consumption (34,p. 275-6].
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sales of goods availeble at the end of fhe Production period is held as
inventory and must be consiaereé in formulating pro&uction plans for the
next pericd. Although an essentially intuitive approach similar to that
of Metzler [30] will be followed in‘the subsequent paragraphs where the
details of this argument.are spelled out, it must be mentioned that
Edwin Mills has demonstrated that under appropriate conditions this type
of firm behavior is ati least consistept wilth the assumption of profit
maximization [31].

The distinction between the equilibrium and planned level of in-
ventories proves to be crucial, It will be assumed that the firmm's
equilibrium level of inventory is linearly related to sales. If Ie(t)

represents the equilibrium inventory for the firm at time t and X(t)

anticipated sales, this assumption may be expressed by the equation
(1.1) I%(t) = ¢ + b X(t), t = 1,2,3, ...

The parameter b , the marginal desired inventory coefficient, relates the
equilibrium level of inventories to sales volume. Metzler and Lundberg
assumed that firms attempt an immediate adjustment of inventories to this
equilibrium levél. In actual practice, costs involved in changing produc-
tion levels and adjusting the size of stocks apparently lead firms to
attempt only a partial adjustment of actual inventories to the desired
level in any one period. If this flexible accelerator complication is

introduced, the level of inventories planned for period t , Ip(t) s is



determined by the equation
(1.2) Ty = alI°(¢) - ©(+-1)] + (1) , 0<a<1,

*
where Ia(t~l) represents actual inventories in the preceding period.

%* ' .
This is the distributed lag type of investment function suggested
by Goodwin [17] and utilized by Chenery [8] and others in empirical work.

If the reactlon coefficient d is precisely one, planned and equilibrium
inventories are identical. But if d is less than unity, the planned adjust-
ment in inventory 1ls a proportion d of the discrepancy between the actual
and the equilibrium level of inventories.

Entrepreneurs set the level of output at the beginning of the produc-
tion period in an attempt to obtain the planned level of inventories on the
basis of anticipations concerning future sales volume. Therefore, output

Q(t) is determined by the equation

(1.3) Q) = X(+) + (%) - %(t-1) .

If sales anticipations turn out to be correct, production will jusf suffice
to meet the demand and to adjust inventories to the planned level. But when
actual sales, X{t) , exceed anticipations, the extra demand can be met only

by running inventory down below the planned level. On the other hand, surplus
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inventory will be accumulated when sales fall short of anticipations.

Actual inventory, therefore, is given by the eguation

(1.4) %) = T°(t) + X(t)-x(t)

= cd + (L+bd) X(£)-x(t) + (1-a) 1%(t-1) .

Returning to equation (1.3) the following substitutions are permitted by

(1.1), (1.2) and (1.4)

a(t) = X(t) + dlc + bX(t)] + (1-a)1*(¢-1) - cd - (L+bd)X(t~-1)

+ X(t-1) - (1-a)12*(%-2) .

(1+6a)F(t) - (L+bd)K(t-1) + (1-a) [1/$-1)-T%(%-2)]

+ X(t-1) .

Further simplification is possible for the actual change in inventory is

jdentical to the discrepancy between output and actual sales; that is,
*(t-1) - T(t-2) T Q(t-1) - x(¢-1) .

Simple substitution now serves to eliminate the inventory terms from the

equation explaining the level of ocutput

(1.5) Q(t) = (L4pa)X(t) - (L+pa)R(t-1) + (1-4)Q(t-1) + d X(t-1) .
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The output of the firm may be determined from anticipated sales and last
period's output and sales volume if the magnitude of the marginal desired
inventory and reaction coefficients are known.

While it will be assumed that the output of each firm in the economy
is determined in this fashion, it must be observed that wide fluctuations
in sales might lead to conditionsin which equation (1.5) could not represent
the determination of a firm's output. First, a rapid fall in sales might
imply negative outputs in order that the desired fraction of excess in-
ventories could be eliminated within a single period; in reallty, inventories
cannot be liquidated at a rate higher than actual sales. Second, inventories
cannot be negative. At leaét for relatively small fluctuations, however, these
complications may be neglected: the output of each firm in the economy way
be assumed to be determined by equation (1.5).

It is interesting to note that if the product of the marginal desired
inventory coefficient times the delayed adjustment term equals minus one
(bd=-1), the output of the firm is completely independent of whatever sales
anticipations the entrepreneur happens to hold and depends only upon output
and sales In the preceding period. Again, if sales anticipations are at any
fixed unchanging level, §£ = it—l , output is again found to depend only
upon past output and sales. The complications created by the anticipations
term may also be avoided if it is assumed that firms correctly anticipate
next period's demand for their product. With perfect foresight, it = Xt P

equation {1.5) reduces to

(1.6) Q(t) = (L+pa)x{t) + (d-1-va)x(t-1) + (1-4)q(%-1) -
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Such a procedure achieves simplification at the expense of suppressing the
complications of real interest, Sales anticipations and consequent errors
in planning are most easily introduced 1f naive expectations are assumed.

If X{t) = X(t-1) , equation (1.5) becomes

(1.7) Q(t) = (L+d+ba)x(t-1) - (1+va)x(t-2) +(1-a)Q(t-1) .

B. The Industry and the Economy

A uniformity assumption facilitates the derivation of the economic
implications of the assumption that the multitude of firms in the economy
behave according to equation (1.7); it will be assumed that all firms producing a
given commodity have the same marginal desired inventory and delayed adjustment
coefficients. Since these are the only parameters entering into the linear
equations determining the output of_each firm, the total output of a commodity may
be derived as a function of past industry sales and outputs by simply summing
the quantities and sales figures over all the individual firms in the industry.
If Xij(t) and Qij(t) stand for the sales and output of the i fiym 1n
the jth industry at time +t , the uniformity essumption implies the following

relationship between sales and outputs in each of the n industries con-

stituting the economy

(1.8) fQij(t) = (l+bjdj+dj)§xij(tfl) - (l+bjdj)§xij(t—2)

+ (l'dj)EQij(t-l) » 'j = 1,2, “ sy n .



Thus the uniformity assumption permits a reduction in the complexity of

the system by replscing the multitude of equations in a given industry by

- . . *
a single equation explaining industry output on the basis of past sales.

*It may be observed that the output of a whole industiry, but not that
of any individual firm, is determined on the basis of past sales and cutput
of that industry. The output of the individual firm is indeterminate, a
problem also encountered in the theory of pure competition under the
assumption of constant costs. Samuelson suggests that "under the purest
conditions of competition the boundaries of the (firm) ... become vague
and 1ll-defined, and also unimportant." [34%, p.79]. Here too we need
not be concerned with the scale of operation of the individual firm; only
the output of the industry is of interest.

It proves convenient to rewrite equation (1.8) in more compact matrix

notation
(1.8") Q, = (T+BD+D) X, _, - (I+BD) X , + (I-D) @ _; -

Here Qt and Xt are column vectors whose components represent industry
output and sales respectively, I is the identity matrix, and B and D
are diagonal matrices of marginal desired inventory and adjustment coeffi-
cients respectively.

The assumption of uniform desired inventory and adjustment coeffi-
cients for all firms in & given industry does not suffice to provide a
deterministic economic model., In addition to(1.8)other equations
connecting sales volume with the outputs of the various industries are

required. One possible procedure might be to assume that only one commodity
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is produced in the economy and that all sales are made directly to con-
sumers. The consumption function could then be employed to relate sales
to the level of output. This procedure was utilized by Metzler in the
development of his theory of the inventory eycle. Although this is common
practice in the construction of business cycle models it is not necessary
to neglect all aggregation problems in this way. There is an alternative,
less restrictive, disaggregated approach. When this more realistic
procedure is followed the conditions for stability are altered in a most
fundamental fashion.

A system of equations relating the sales of each sectof to the level
of output of all sectors is required. Iet production conditions be assumed
to be the same for all the firms in a given industry. ILet sales be
regarded as the sum of purchasges by all other firms for production
purposes and a final bill of goods representing govermment demand,
consumption, and sales that are not related to current and past levels of

*
output. Since we assume that no stocks of inputs are held, purchases

*Iater it is explained how consumption may be included endogenously
within the basic framework of the model rather than assumed to be indepen-
dent of current levels of activity.

of commodities at time t Dy each sector must be related to the
quantity that the sector plans to produce in the next period. The inputs
required for production purposes may be considered as specified by

a matrix of technological coefficients A = (ai , where a,,2>0

) 3
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represents the guantity of ocutput of sector 1 required per unit of output

of the jth sector. The n equations relating sales of each sector to the

output of all other industries, because of the production lag, have the form

Xi¢ = ? 2535 95 g1 F Vyg o

(i'—"-l, e ey n)

or in matrix notation

(1.9) Xy =AQ o, + ¥ .

Sales are equal to the inputs required for output forthecoming in the next

¥*
period plus Y

£ the final bill of goods vector whose components represent

*The time lag in equation (1.9) is erucial. This type of
formulation is essential if production is regarded as a time consuming
process, The differential equation models discussed by Georgescu-Roegen
[15], David Hawkins [20], and Ieontief [25] assumed that production is
instantaneous. The essence of the inventory problem may well lie in the
fact that production does require time, Although an alternative time lag
formulation may be appropriate for analyzing other problems relating to
growth as opposed to cyclical phenomena, it seems clear that a model of
inventory behavior has 1o recognize that the inputs used in the production
of a commodity must have been fabricated in an earlier pericd.

sales of each commodlity that are independent of output. The equation is
meaningful, of course, only if Xt > 0 and Qt >0 . The components of the
matrix A of technological coefficients wight be regarded as fixed if substi-

tution were not a technological possibility and if constant returns to scale
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prevailed. The technological assumpticn of fixed proportions need not
be adopted as the assumption of price.rigidity, already introduced in
the development of the inventory behavior equation for individual firms,
together with constant returns to scale, serves to establish the same result.
Under either set of assumptions, the empirical counterpart of the A matrix
is provided by the ILeontief input-output matrix of flow coefficients.
Alternative interpretations of the A matrix are possible. For
example, we could restrict atfention to three sectors conly: manufacturing,
wholesale, and retail trade. Another interpretation of the A matrix is
provided by the Hayekian type of technology in which higher stages of
production feed their outpuﬁ to the lower stages. Such special cases of
the general problem are all subsumed within the analysis that follows.
With the aid of equﬁtion (1.9}, a simpie process of substitution
suffices to eliminate the expression fér sales frém.equation (1.8') so as
to have a system of equations involving past and present levels of industry

outputs and the final bill of goods alone. This ylelds

(1.10) Q = (T+BD+D) (AQ+Y, ;) - (1+BD)(AQ _,+Y, o) + (I-D)Qy_; -

A transformation of this expression for gquantity reveals that current
levels of output may be explained by past output levels and the magnitude

of the final bill of goods

Q = (T - (:|:+13D+D)A]'l [I-D-(I-%-BD)A]Qt_l +(I+BD+D)Y_b_l

- (Ia-BD)Yt_E} ,
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or more briefly

(1.11) Q= TQ, , + K(I+BD+D)Yt_l - K(14BD)Y where

t-2 *

K = {I-(I+BD+D)A]'l , and

T = K[I-D-{I+BD)A] = I - KD(I-A) .

From this last equation it 1s apparent that_a complete, deterministic model
of the economy is obtained when the technological coefficients describing
production conditions, as summarized by matrix equation (1.9), are combined
with the set of equations giving the level of output for each industry when
firms pursue a buffer-stock inventory pelicy.

Utilization of a matrix of technological cocefficients to achleve closure
abstracts from fixed investment in plant and equipment, buildings, and so
forth. Baumol has implied, in a discussion of an aggregative model, that
the buffer-stock type of behavior may be attributed to all investment, to
explain a divergence between ex ante and ex post investment [5]. Only a
rephrasing of the argument to follow rather than a substantive change would
be regqguired in order to include fixed investment in this way. Alternatively,
non-inventory investment may bte relegated to the final bill of goods.
Another procedure would be to:réwfite,equation (1.,9) in the form
X, =AQ + E(Qt~Qt_l) , where E 1is a matrix of capital and purchased
material accelerator coefficlents. When such a procedure is followed in

order to explain capital accumulation the inventory model proves difficult
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to handle analytically, but it might be the most fruitful method to
apply in empirical applications of the model.

Consumption expenditure can be relegated to the final bill of
goods if it may be assumed to be independent of current income. Alterna-
tively, consumption expenditure may be made dependent upon the current level
of output by a slight reinterpretation of certain coefficients. No fundamen-
tal change in the structure of the model is required. The relation of con-
sumption of individual commodities to labor income may be expressed by

the equation

(1.12) C, =C+ 2%,

where A° is a column vector whose components represenﬁ marginal propen-
sities to consume by commodity type and C is a vector of constant
components of consumption expenditure. Income, the scaler Vg 2 mway in
turn be considered to depend upon the level of output, Qt+l , according
to the extent to which lebor is utilized to produce a unit of output, and
possibly the level of income itself, for labor may be consumed directly.

This gives the equation
T -
(1'15) Y.b = A Qt+l + aoouyt )

v .
= d
where A = (aOl’ 8gp1 *ves aon) , & row vector, and a,, 8re define

in a fashion similar to the coefficients of A . Substltuting, one obtains
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4
I

1 c,Tr
(1.1h4) C_L = C +(1"—:-—'é:; ATA Qt+l .

Here A°A" isan nxn matrix, of course. FEquation (1.9) can be

replaced by the relation

(1.15) X, = [A + if%%gf'\ AcAr]Q£+l FY +C .
Q0 /]
* 1 c,.r
By substituting A = A +| 7% ) ATA"  into equation (1.15) it is made
(o]6]

identical in form to (1.9); the equations derived with (1.9) for the case
in which all consumption wes relegated to the final bill of goods may
clearly he made immediately applicable to the more general case. TNo
additional equations for the final model are obtained when this

procedure is utilized to open the buffer-stock inventory model with
respect to consumption; there remains but one equation of (1.11) for

*
each industry in the economy.

*An alternative procedure giving somewhat greater flexibility
may be follow%g in order to introduee consumption complications. Iet us
regard the o sector as the labor sector. hThen a,; must be the
quantity of labor required per unit of the j  output Jand &, o the slope

of the {linear) Engel's curve relating consumption of commodity i to
income. Various lags in consumption behavior may now be considered by
appropriate specification of the parameter bo « Iabor income at time t

is x, =Xa by equation (1.9). Now if b, =-land d =1we

o oj 3,4+l
have by equation (1.8) that gq = X, ; slnce the goods required for
0, t+1 ot

"production” at time +t+1 are purchased at time % , this is equivalent to
unlagged consumption behavior! If, on the other hand, bo = -2 , we have

Ut = Xtop and consumption is lagged one period, as with the Robertsonian
consumption function. If bo lies between these two limits, consumption

depends on both past and current income,
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PART ITI STATICS AND DYNAMICS:

Implications for the behavior of the economy through time of
alternative assumptions concerning the nature of expectatiops, of
technological improvement, and of adjustments in marginal inventory and
reaction coefficients are of fundamental interest. As a prelude to the
analysis of these complex questions within the' framework of the multi-sector
inventory model developed in the preceding section, it is convenient to

review certain basic concepts.

A. The Static Solutions:

The first step in the analysis of the properties of the buffer-
stock inventory model is to observe its behavior under static conditions.
If output and the final bill of goods remain at some fixed levels, call

them Q and Y , we have from equation (1.10)

(2.1) Q = (I+B4D)(AQ+Y) - (I+BD)(AQ+Y) + (I-D)Q .

This expression simplifies to

(2.2) Q=AQ+ Y,

an equation identical to a balance relation encountered in open input-output

‘analysis. The static equilibrium of the inventory model for an unchanging

final bill of goods, a vector of constant outputs, is
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(2.3) 0 = [I-A]"l Y .

It is clear that the equilibrium output for each sector of the economy
depenés only upon the matrix of flow coefficients and the final bill of
goods; the magnitudes of the marginal desired inventory and reaction co-
efficlents do not enter into the static solution. The equilibrium solution
and certain complications of mathematical interest are familiar from static

- *
input-output analysis.

*The model is called feasible in the static sense if - Y > 0 implies
that the statie solution Q is non-negative. A theorem established by
Hawkins and Simon {21] implies that the system is feasible unless it is in-
efficient in the sense that some productive process reguires Lo produce a unit
of output (both directly as an input and indirectly in the production of other
commodities required as inputs) one or more units of its own output. Efficiency
is a most reasonable assumption for an economy in which production doas not
require time, for an inefficlent production process would be unprofitable
under any set of non-negative prices, not all zero. When production reguires
time, however, it is conceivable that an inefficient process would not be un~
proTitable if the rate of interest were negative. While this possibility has
been considered by von Neumann ([35] and Irving Fisher {14, pp. 191-21, I
shall exclude from consideration technologies implying a negative rate of
interest and assume that the technology is that of sn efficient economy so
that the model is feasible in the static sense.

B. The Homogenectus Solution:

The tesk of analyzing the dynamic properties of the model represented
by the simultaneous system of equations (1.11) is facilitated, just as with
the single difference equations encountered in aggregative business cycle

analysis, by working in terms of deviations from the static solution. This
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procedure vill be most fully appreciated if a problem of prediction is
considered. It may be observed that (1.11) is the "reduced form"™ of the
system of equations (1.10); the vectors Yt and Yt-l are exogenous
and the wvector Qt—l constitutes the predefermined variables of the
system; the vector of endogenocus variables Qt is to be determined.

If one desires to predict futﬁre levels of production on the assumption
that equation {1.11) portrays the behavior of the economy, the prediction
has to be conditional upon kﬁowledge of the path of the unexplained
exogenous variables, the final bill of goods vector Yt . Suppose, in

order to facilitate the argument, that the final bill of goods is =

*
known constant vector Y. It Qo is the vector of current cutput, the

*The assumption that the final bill of goods is fixed is introduced
only to simplify the discussion; it is not essential to the argument. The
procedure for a fluctuating final bill of goeds is analogous to that
utilized in analyzing the elementary case where only a singie difference
equation is involved. The conditions for stability are independent of the
time path of the final bill of goods. An economist's account of the procedure
for the special, single difference equation problem is given by Allen [3, Ch. 6]
and for the more general case by Leontief [25, pp. 63-5].

level of output of each sector for the next period is given by the matrix
expression Q = TQ  + KDY ; substituting this result into equation (1.11)
yields Q, = T2QO + (T+I)KDY . Clearly, the assumptions permit prediction
any number of periods into the future.

. This clumsy, iterative procedure may be circumvented by working in
terms of deviations from equilibrium. Observe that by definition the

static solution obtained by application of (2.2) must satisfy (2.1).
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Consequently, subtraction of the equilibrium solution @ from the vector

of actuval outputs Q,2 as given by (1.10) yields the homogeneous equation

T

(2.4) Q.-Q = (I+BD+D)A(Qt-Q) + {I-D—(I+BD)A}(Qt_l-Q} - T(Qt;l_Q) ,

the last equality following from the definition of T presented in the
derivation of {1.11). By induction on this last{ eguation the homogeneous

solution is cobtained
+
(2.5) Q.-@ = T(q,-Q) -

All thait is necessary to obtain Qt from this homogeneous solution is to

add ¢ to both sides
(2.6) = T9(Q Q) + Q
. Q o ’
where Q 1is provided by equation (2.2).

C. The Stability of Equilibrium:

The stability of a difference equation system is most conveniently dis-
cussed with reference to the homogeneous equation (2.5). Will the system
converge to the static solution Q for all initial deviations from equili-

brium? Equation (2.5) reveals that this concept of stability requires

limit Tt(Q -Q)} = 0 , for all vectors (Q _-Q) .
£ =2 w o °©
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Only the transition matrix T has to be considered in resolving the issue
of stability. Stability requires that all of the characteristic roots
of T lie within the unit circle on the complex plane, Is the multi-
sector buffer-stock inventory model stable? This issue is to be explored

*
in Part TII of this paper.

*Other dynamic properties in addition to stability are also important.
Of particular interest is the questlon of dynamic feasibility. It is clear
that if the marginal desired inventory coefficients are non-negative,
sufficiently small disturbances could not cause a stable system to degenerate
into a state of negative stocks or outputs. The complication of stablility
for larger disturbances might be dealt with by embedding the model discussed
here within a larger, possibly piecewise linear system; it would then be but
one of several possible regimes; the nature of the alternative regimes and
the rules for switching from one regime to the next would have to be
specified unambiguously. ILeontief modified the Hawkins dynamic model in this
way; see [25, pp. 68-76]. For the buffer-stock model these complications
cannot be explored within the compass of this paper.

D. Stochastic Complications:

The buffer-stock inventory model has been presented in deterministic
form; the existence of stochastic disturbances was not considered in
developing the analysis. Stochastic disturbances are freguently introduced
into dynamic models in order to represent variables omitted from the
analysis. For the buffer-stock model they may be assigned a particularly
importent role. Stochastic disturbances can result if the assumption of static
expectations is introduced only as an approximation. The assumption that

actual expectations are yesterday's sales plus & disturbance with zero
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expected value is much more palatable than the rigid condition that

D A
Fortunately, the dynamic properties of the type of linear system
under consideration is not complicated in any essential way when stochastic
shocks are introduced. Suppose that the true equation describing the

generation of outputs is of the form

(2.7) Q = TQ,_, + KDY + € ,

where € is a vector of random variables with zero expected value.

More precisely, if‘Ef is the expected value operated assumeg? (et) =0

and.Ei (ete£)=§?(ee') for all positive integers t. Then it can be shown,
although not within the space avallable here, that the deterministic scheme

already developed describes the path of expected if not actual output

(2.8) é(Qt) = Tf(Qt_l) + KDY .

Of course, how concerned one is with Ei (Qt) and in particular the i{ifz
éi(Qt) depends upon the magnitude of the discréfancies between the
actual level of output determined by the stochastic scheme and its expected
value. Iet E_ = Q -EE(Qt) represent this error. Interest centers

2
on the variahce covariance matrix of errors t,(EtE%) + Although the

matrix depends in an essential fashion upon the distance t into the
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future which we are attempting to predict the linear nature of the system
means that 1T the non-gtochastlic system is stable, if in other words TE—§O s
then l%zgtE:(EtEé) exists. It follows immediately that the variance of the
prediztioz errors is bounded. This means that the conditions of stability
for the non-stochasiic system are pertinent for the more realistic case in
which random shocks are introduced. The theorems developed in the next

section are of interest in the appraisal of a stochastic version of the

buffer-stock inventory model.

PART TII SOME DYNAMIC IMPLICATIONS OF BUFFER-STOCK INVENTORY BEHAVIOR

In comparative statics the effects of changes in a model's parameters
upon its equilibrium solution are examined. For the multi-sector inventory
model, we have seen, only the matrix A of technological coefficients
together with the final Dbill of goods Y are involved in the determination
of the static solution. Comparative dynamics is concerned with contrasting
possible paths that an economy might fellow in adjusting through time under
alternative assumptions cpncerning the magnitude of the system's parameters.
We ghall see that the marginal desired inventory coefficients and the
reaction coefficients as well as the A matrix influence the dynamic
behavior of the buffer-stock inventory economy.

Two fundamental questions are to be considered: Does the delayed
.adjustment, flexible accelerator complication observed in actual buffer-
stock inventory behavior help to stabllize the economy? Do errors madé

by firms in forecasting future sales volume contribute to economic instability;
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would more accurate expectations serve to stabllize the economy? I% profes
convenient to follow a twofold line of attack in demonstrating that only

the first of these questions can be answered in the affirmative. The be-
havior of the model with all reaction coefficients equal to unity will be
contrasted with the delayed reaction case in which the flexible accelerator
coefficients are less than one. In additlon, the case of static expecta-
tions will be compared with the hypothetical situation in which entrepreneurs
anticipate correctly next pericd's demand for their product.

In the presentation of the argument it proves essential to place
certain restrictions upon the types of technologies that will be considered.
The theorems are developed under the restriction that the economy be
efficient in the sense of Hawkins and Simon [21]. This is equivalent to
the condition that the characteristic roots of A are all within the unit
circle on the complex plane. As has already been menticned, this guaraniees
the existence of a feasible static so;ution for any positive final bill of
goods., In addition, the matrix A of flow ccefficients will be assumed to
be equivalent under & similarity transformation to a diagonal matrix; while

*
this is not truly restrictive, 1t does facilitate the proofg of certain

* )
No empirical investigation could lead to the rejection of this
assumption for Bellman [6, p. 25] has shown that for any square matrix

*
A= (aij) and € > 0 there exists a matrix A = (aij*) with the

desired property and such that |a,, - aij*l <€

ij
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theorems. It will also be helpful to agree as a matter of notation
that if A is any square matrix and ki is a characteristic root of

A, then [r;| dis the modulus of ), and r(A) = max |r;| . In the
i

development of the conditions for stability, frequent use is made of
properties of the characteristic roots of square non-negative (Frobenius)

matrices presented by Debreu and Herstein [12].

A. Static Expectations with Immediate Adjustment Behavior:

The contrast between the stability properties of the multi-sector
buffer-stock inventory model and those of the macro-inventory ecycle theory
of ILloyd Metzler is most easily demonstrated by considering the restricted
case of immediate adjustment behavior under the assumption of naive
expectations. Metzler found that under the assumption of naive expectations
his single commodity economy was stable if and only if the marginal
propensity to consume 1s less than unity [29, pp. 117-85: The following
theorem, proved in the Appendix, establishes a necessar& condition for

stability of the multi-sector model.
THEOREM I; If T is defined by (1.11) with D = T and B > O, then

+ < 1
3 4+ 2 max(bi)

A =r(T) <1, and

: + 1
(1) < 1= < 3+ 2 min(bi)
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Recognition of the multi-coimmodlity nature of the economy reveals that
even if the marginal propensity to consume is zero, stability under the
assumption of immediate adjustment requires that the largest characteristic

¥*
root of the matrix of technological ccefficients be less than one-third.

*Because Metzler neglects production conditions entirely, the
special single commedlity case of the disaggregated model is not identical
to Metzler's. Metzler implicltly assumed that only lebor enters into the
production process, excluding the possibility that today's output is begot
by the marriage of labor service with commodity inputs produced in the past.

This condition does not suffice if any of the marginal desired inventory

Fe
coefficients are greater than zero. A priori considerations suggest

¥
While negative marginal desired inventory coefficlents seem unrea-

sonable, it is interesting to note that if B = -2I and D =3I the buffer-
stock inventory model (1.10} simplifies to Qt = AQt-l + Yt » the matrix or

multi-sector multiplier of Goodwin [16] and Chipman {10}. It is well known
that this system is stable if the economy is feasible in the static sense that
Y > 0 implies that the static solution Q 1s necessarily non-negative.

The Bawkins-Simon concept of economic efficlency indicates that it is
reasonable to assume that this condition is met. While it can be shown that

the model is necessarily feasible in the dynamic sense that Yt >0 and £,20

imply Xt >0 for % = 1,2, ..., the initlal size of the inventory endowment

places an absolute ceiling on the level of output that can be obtained without
the contradiction of negative inventories. It seems appropriate to restrict
our discussion to the case in which B >0 .

that Metzler's restriction upon the marginal propensity to consume is
satisfied. While a priorl considerations also suggest that the characteris-
tic roots of A are all less than unity in absolute value, nothing implies

that they are less than one-third,
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The theoretical results raise an empirical question concerning the
actual values of the characteristic roots of A. Max A. Woodbury
reports a figure of 0.541hk for the largest characteristic root of an 18x18
input-output matrix based on data for the year 1939 [36]. My own calculations
performed on a 10x10 input-output matrix for the year 1947 yielded a dominant
root of 0.55, a figure remarkably similar to that reported by Woodbury.
Inspection of matrices of six, eleven, and twenty-one sectors published
by the Harvard Economic Research Project [32] revealed that in every case

*
the largest characteristic root was larger than one half. This establishes

*Although the precise determination of the characteristic roots of a
matrix is a difficult computational task, a lower bound for the largest character-
istic root can be easily determined for A is non-negative. Specifically,

r(A) > win & a;; and r(A) < r(a*) if A< A¥.
J 1

that stability is not compatible with immediate adjustment behavior for
reasonable values of AF , the dominant root of A,

A further difficulty with the assumption that firms attempt an
immediate adjustment of inventories to their equilibrium level must be
mentioned. Even if we chose to reject the empirical evidence and assumed
that the immediate adjustment buffer-stock model were stable, the system
would still have a most undesirable property. If the reaction coefficient

*
is unity, stahility implies that the transition matrix T is non-positive.

*
This statement 1s established in the Appendix in proving Theorem I.
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This means that if the system were stable, it would be prone to generate

a cycle with most peculiar characteristics. A simple example will serve
to illustrate this strange cycle. BSuppose that the economy were initially
in equilibrium with some given final bill of goods Y . If the final bill
of goods changes to Y*¥, 0 < Y*¥ <Y , the output of each sector must fall
in the next period below the new equilibrium level. Then in the
subsequent period they must all rise above their equilibrium vaiue, and

so forth. For this type of disturbance, the length of the inventory cycle
is two time periods. Such a saw-tooth cycle necessarily develops once
every sector is producing below the equilibrium level, as in a depression.
All this follows from the fact that a necessary condition for stability,

T <0, together with (Q.-Q) < 0, implies T (Q.-3) = Q-0 >0 .

The conclusion that the inventory cycle will be of two production time
periods in length holds, of course, only for a particular if common type
of disturbance. Nevertheless, the possibility of an inventory cycle of
such curious form demonstrates that immediate adjustment behavior can give

rise to dycles of an entirely different type from those that plague the American

economy

B. Static Expectations with Delayed Adjustment:

A first step in demonstrating that delayed adjustment behavior may
contribute to stability is provided by the following theprem, proved

in the Appendix, concerning necessary conditions for stablility.
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THEOREM II:

If T =T - [I-/T+BD+D)A] TD(I-4),

where I > ) = diag (di) >0, B= diag(bi) >0, and A>0, r{(a) <1,

then r(T) < 1 implies:

(1) D>0
(11)  r(K) < 1, vhere K = (B+I)DA(T-2)"t

2 -« min(4d,)
(111) At < 2

2 - min(di) + 2 min(bidi+di)

Of course, even 1f these conditions are satisfied, the economy way still be
unstable.

If empirical evidence were to reveal that any of these three conditions
vere not satisfied. we could conclude that the system is unstable.r Egtimates
derived from time series data must e utilized in ecaleunlating the uﬁper
bound on L+ compatible with stability as appropriate cross section data
on inventory holdings is not currently availsble. In my empirical study
of manufacturing inventory investment in the United States covering the
period 1948-55 [27], estimates were derived of the marginal desired
inventory and reaction coefficients for finished goods inventory held by both
durable and by non-durable firms. Thése point estimates yield an upper
bound on A" of 0.93, a figure safely above the estimated A of 0.55.

A second set of coefficients is provided by data including purchased material
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and goods in process as well as finished goods inventory but broken
down into five durable goods industries; examination of these estimates

*
yielded an upper bound of 0.90 on A . These calculations neglect

*
The data appear in Tables II and IIT of [27). For finished goods
inventory, the non-durable sector ylelds min(di) = 0649 and min(bidi+di)

= .0707. For the total inventory analysis values of .0554 and .1092
respectively are provided by primary metals and non-durables.

wholesale and retail trade inventories. Since the point estimates
cannot be regarded as precise, we cannot be certsin that the conditions

*¥*
of Theorem II are satisfied. The evidence thus proves inconclusive;

¥
The finished goods non-dursble estimate of d is not significantly
different from zero at the .05 level, suggesting that there is reason fo
suspect that condition (i) of Theorem II mey not be satisfied.

all that can be sald 1s that ne basis is provided for concluding that
the econemy iz unstable by considering the avaeilable data in conjuncture
‘with Theorem II.

The next theorem specifies conditions agsuring that T has no

real roots greater than unity in sbsolute value.
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THEOREM IITI:

Ir ti = o Bi /-1 denotes a characteristic root of T, then

+

2 - m&x(di)
A <

- implies
2 max(di)+ Emax(bidi+di)

~-l<a

L <1,

provided I>D>0 and B>0 .

If the conditions of Theorem III are satisfied, T might still be
unstable, but if would have to be an instability dominated by an explosive
cycle.

An inspection of empirical estimates of the parameters of the model
obtained with the finished goods inventory date yields a bound on X+ of
0.80; for the inventory date iﬁcluding‘purchased materials snd goods in

. *
process the bound is 0.68. Since both these figures are well above

/

* Durables provided.max(di) = .1829 and max(bidi+di) = 2379 for

finished goods inventory. Transportation equipment date yilelded maximum
coefficients of 0.3160 and .3987 respectively.

.

At © 0.55, the calculations suggest that the transitions matrix of the
buffer-stockAinventory model cannot have a real root greater than unity
in absolute value. While the system might be unstable, it would have to be

dominated by an explosive cycle.



- 3L -

It is difficult to specify conditions assuring that explosive
oscillations will not take place. One pfocednre, not too pleasing
ewpirically, is to invoke a stronger uniformity assumption. EBarlier
in the analysis when the problem of aggregating from the firm to the
industry level was encountered, it wes assumed that all firms in a given
industry have the same marginal desired inventory coefficient. In order
to specify condltions assuring st;bility of the multi-sector model the
strong uniformity assumption that there are no interindustry differences
in the reaction and marginal desired inventory coefficients proves

*
convenient,

*While this is not too happy an assumption, it is a mistake to
conclude that it completely circumvents the problem of aggregation, The
strong wniformity essumption d~es not serve to collapse the multi-sector
model into the single equatior form derived under the traditional
procedure or macro analysis. Roy Harrod is mistaken in arguing [25, p. 282]:
"... 1t is necessary to frame the concept of an entrepreneur, who l1s
representative in two respects, namely: (i) demand for his output must expand
at the same rate that the economy as a whole is expanding; and (ii) he must
be psychologically representative, in the sense that his reaction to recen* ex-
perience is an average one. He must be average in his make-up of courage
and prudence, of optimism and pessimism...The formula that correctly describes
the behavior of this representative entrepreneur may be applied to the
macro-economy.” While this uniformity assumption might be invcked to
justify the use of aggregative data to estimate the parameters of the buffer
stock inventory equation, it must be observed that under no circumstances
does it suffice to justify the aspplication of the iterative predictive
procedure mentioned in Part IT, Section B to aggregative empirical models
of the economy.

The strong uniformity assumption means that there exist scalars b '

and d such that I = B and d4I=D. Under this assumption and with
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static expectations, the transitions matrix reduces to

(3.1) T = [I-(1+bd+d)A]"l[(1-d)1-(1+bd)A} .

With strong uniformity the following function maps the characteristic

roots li of A into the roots ti of the transitions mabtrix T.*

* - - - -
Since PAP 1 = b = diag(hi), irdis l= {I—(l¥bd+d)~t] l[l-d)I-(l+bd),/L],

a diagonal matrix. This also implies that the characteristic vectors of A
end T are identical; if A 1is indecomposable, the strong uniformity
assumption iwplies that T can have but one characteristic vector with all
components of the same sign.

_ 1-a-(1+bd)n
(3.2) t(b,d,)) = 1-{1+bd+d)r
The strong uniformity assumption yields & necessary and sufficient

condition for stabillty.

THEOREM IV: If T is defined as in (1.11) with B = bI >0

and D = 4T > O, then

+ 2-4d
r(1) 1DV < mama
If the polnt estimates of d = 0,152 and b = 0.276 obtained
when finished goods inventory data aggregated over all manufacturing
industries are regarded as precige [27], Theorem IV implies that the

inventory cycle will be stable 1f and only if A* < .8k, Wnile this
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gives a considerable margin of safety over the esgtimated value of
2Fof 0.55, it neglects movements in purchased material and goods

in process stocks, If all inventorles are assumed to behave in accordance
with the buffer stock model, the appropriate levels of d and b to
utilize in testing for stability are 0.430 and 0.389 respectively; if
these esgtimates are regarded as precise, stability 1s possible if and
only if AT < .57. This bound is uncomfortably close to 0.54, the
dominant root Max A. Woodbury calculated for a matrix of technological
flow coefficients, sans consumption. While the point estimates suggest
that the conditions for stability are satisfied, it is clear that a
slightly different configuration of measurement errors or the inclusion

: *
of consumption might well have led to the opposite conclusion.

*Slight changes in AT lead to large changes in t+ ; for
A = .5k, @ = .43 and b = 389, ylela & ib ML 13,

Under the strong uniformity assumption equation 3.2} may be utilized

in conJunction with estimates of 4 and b +to transform the characteristic
roots of A into corresponding roots of T . The calculations of

Max A. Woodbury ylelded the two complex roots lg = -,1969 ¥ 0871 i as well a:
the dominant root of Ai = 541 already wentioned [%6, p.381]. The correspond-
ing roots of T obtained by substituting these roots into eguation (3.2}
together with the Pinished goods estim;tes of 4 and b are 6y = 803

and t, = .853 ¥ ,0016i. When the estimates of d and b provided by
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the regressions involving data on purchased materials and goods in
process as well as finighed goods are utilized in the calculations,

the corresponding roots of T are %, = -.459 and &, = .610 T 0.01281 .

2
As expected, both sets of roots imply a stable inventory cycle. It is
interesting to observe that in both cases Woodbury's second root yields a
root of T implying a cycle of long perlod, the transformation having

reduced the imaginaery portion of the roct congidersbly. Notiee too that

although |111>IL21 , this ranking is reversed in the process of transforming

the roots of A into roots of T ; in both cases [b,[<|t,] . It must be
remembered that the dominating root of T is not necessarily obtained
by transforming the larger roots of A . Since not all the roots of A
are aveileble, it is impossible to determine whether the rooﬁs of T
reported above are the domingfing ones.,

These calculations have been presented only in order to illustrate
the application of the theorems. Although the estimates of the characteristlc
roots of T may be suggestive, they can hardly be regarded as precise.

More is involved than the errors of measurement inevitably encountered in
estimeting the parsmeters of a system.  Although fluctuations in

purchased material and goods in process as well as finished goods inven-
tory were taken into account in deriving the estimates of the characteristic
roots of T , the calculations were based on the assumption that both

fixed investment and consumption spending were relegated to the final bill

of goods. Another set of caleulations involving a different level of
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*
closure yielded a highly explosive characteristic root of 3.15! While

*These caleulations included consumption but excluded fixed invest-
ment and stocks of purchased materials and goods in process. The strong
uniformity assumption was not utilized. Immediate adjustment was assumed
for certain inventory holding sectors. Since performing the calculations
I have been advised that the unpublished stage-of-fabrication breakdown
of inventory date for individual Iindustries utilized in estimating the

bi and d.i are extremely unreliable and inappropriate for my purposes.

Details of the calculations are provided in (26, Ch. V].

it can be claimed that for reasonable values of the paremeters of the
system delayed adjustment buffer-stock inventory behavior may be stable,
the pogsibility of instability cannot be excluded. Even this weak con-
clusion is encouraging, however, for with the Metzlér assunption of
immediate adjustment, instability was inevitable for reagonsble values
of xf "

The effects upon the stability of the economy‘of changes in the
parameters of the syﬁéem may be evaluated, at least under the strong
uniformity assumptioh. The lower the marginal desired ihventory coef-
ficient, other things being equal, the larger the dominant root of A
that is compatible with stability. The slower the speed of adjustment,
provided it remains positive, the more likely the economy is to be stable.
The effects of changes in technology upon the stability of the system can
' also be evaluated. Suppose that the economy becomes more efficient 88
a result of technological change that dominstes in the sense that the

new input-output matrix A has the property 0 <A<LA, where A
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~ *
is the old input-output matrix; then r(4) < r(a) . Clearly, an

% ~ ~ ~
If A is indecomposable and A # A , then x(4a) < r(4).

improvement in technology that dominates the old methods of production

does not contribute to instability.

C. Alternative Assumption Concerning Expectations:

Consideration of the stability properties bf the buffer-stock
inventory model under the assumption that the volume of sales anticipated
by entrepreneurs are simply a naive projection of current levels revealed
that stability is incompatible with Metzler's assumption of immediate
adjustment behavior for reascnable values of the dominant root of the
input-éutput matrix. When the possibility of delayed adjustment was
admitted, stability was implied by estimates of the system's parameters
for the United States economy. Is sbtability a poseibility even with
immediate adjustment behavior under alternative assumptions about
expectations? This question will now be considered.

Intultion might well sugeest that instability is the conseguence
of errors of Judgment resulting from imperfect foresight. Furthermore,
my own empirical investigations of observed manufacturersi sales and
inventory behavior [27] éuggest that manufacturers' expectations are

considerably more accurate than is implied by the assumption of naive
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expectations., Analytical difficulties are presented by the most interesting
case in which expectations aré assumed to lie between the value obtained by
a naive projection and actuval development. Iet us content ourselves with
exploring the consequences of the assumption that expectations are perfect
in the myopic sense that anticipations of sales volume for the next period

*
are precisely fulfilled. An anpalysis of the implications of perfect

*It might be objected that the assumption of perfect foresight
provides a meaningless context in which to explore the consequences of
buffer-stock behavior. In a similar vein, D. H. Robertson complained
that in the Keynesian analysis of the interest rate "the organ which
secretes it bhas been amputated, and yet it sowehow still exists -- a
grin without & cat."™ [33, p. 36}. By assuming perfect foresight,
the very element of errors of judgment required to Justify the éxistence
of buffer stock inventories has been eliminated. A sufficient defense
of the procedure is provided by observing that it is necessary to analyze
the congeguences of perfect foresight in order to demonstrate that
instability is not simply the conseguance of errors of expectations. The
problem is of further interest in that the implications of stochastic
disturbances mey be analyzed within essentially the same framework, as
was pointed out ahove, Part II, Section D. ,

foresight demonstrates that the unstable elements of the buffer-stock
model are not the simple consequence of errors of expectations.
In order to explore the implications of perfect foresight it is

~

necessary to substitute Xt = X, in the matrix version of equatioﬁ (1.5),

t
the expression for output in terms of current anticipations and past
experience, In addition, the input-~cutpub relationship X.t = AQt+l + 7

may be utilized in order to reduce the system o

(3+3) Q = (I+BD)(AQt+l+Y) - (I+BD)(AQt+Y) + (I-D)Qt-l + D(AQt+Y) .
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The following thecrem is proved in the Appendix.

THEOREM V:

The system of simultaneous difference equations (3.5) is unstable

if either

(i) D=Iand B>0, or

(i1) there exist scalars b and d such that

I>D=dI>0 and B=DbI>O0.

Perfect foresight implies instability with immediate adjustment behavior;
even when the assumption of immediate adjustment is relaxed, the system
remains unstable, at least under the strong uniformity assumption.

The case of perfect foresight is not the only altermative to
the assumption of naive expectations. As a third case, suppose that
the expectations of entrepreneurs are completely independent of current
and past sales; for definiteness, let ue assume that gt =X for all % ,
ineluding t-1. Then it follows from the matrix version of eguation

(1.5) and (1.9)

(3.4) Q = (I-p)o,_; + DX, , = (I-D)Q, , + DAQ, + Y .

The dynamic behavior of this system is completely independent of the

merginal desired inventory coefficients, In the appendik we establish
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THEOREM VI:
Difference equation system (3.4) 1s stable provided I >D >0 .
Conslderation of two alternatives tq the assumption qf naive
expectations suggests that instability is not simply the consequence
of errors of foresight. With perfect anticipations, stability is
incompatible with immediate adjustment behavior. BEven with delayed.
‘adjustment, perfect foresight implies instebility under the strong
uniformity assumption. The second alternative c&nsidered, the case
in which expectations are completely independent of actual experience,
provided an example of a system that is necessarily stable; while this
alternative is unrealistic,it does serve to indicate that the issue of
stability hinges in part upon the particular assumptions one chooses to

make about the nature of expectations.

PART IV: SUMMARY AND CONCIUSIONS:

The stability conditions derived in this paper for the buffer-
stock inventory model stand in marked contrast to the?dynamic properties
of the Walrasian model of mulbtiple competitive markets. Iloyd Metzler
has shown in a brilliant article that the stability of competition does
not depend upon the speed of adjustment 1f all commoditlies are gross
substitutes [30]. Theoretical investigations of the role of expectations
within the framework of a purely competitive environment by Enthoven,
Arrow, and Nerlove suggest that the stability of a competitive economy

in which all commodities are gross substitutes may be independent of errors
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of expectations [k, 13]. In contrast, both errors in anticipating Pature
sales volume and speeds of adjustment have been shown in this paper to play
an important role in the dgterminatioh of the dynamic properties of an invenx
tory holding economy involving price rigidity. Both of these complications
have to be con:idered in evaluating policy measures advanced as weans of
stabilizing the economy.

The magnltude of fluctuations in the inventory component of GNP is

*
widely recognized. As a consequence, tax measures designed to stabilize

*
In his analyeis of inventory behavior in +he ilnter-war period,
Moses Abramovitz revealed that the inventory component of GNP was subject
to major fluctuations from peaks to troughs of the business cycle [1, ch. 21].

inventory investment have been proposed, Moses Abramovitz suggested that
a tax on the average value of inventories, by inducing firms to operate‘with'
lower stocks, would contribute to economic stability 2, pp. 293-4].
Albert G. Hart argues that "a tax at a substantial rate (25 per cent, say)
to be gpplied each quarter to the value of any increase or decrease in each
firm's inventory, compared with the same date a year previously," might
better contribute to the same objective, provided the scheme were feasible
administratively [19, pp. 452-3].

The multi-sector buffer-stock inventﬁry model provides a theoretical
frawework helpful in evaluating such policy issues., A tax on the size of

inventory holdings designed to reduce the average value of inventories might
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well miss its objective of dampening c¢ycles in economic activity
engendered by fluctuations in inventoriéé. A reduction in the size of
inventories that entrepreneurs desire to hold at relevant levels of output
does not“insure inereased stability, for the crucial marginal desired
inventory coefficients might still be larger than before. While it might
be argued that the adoption of the alternative proposal, a tax levied each
quarter on the change in the value of inventories from the corresponding
quarter of the preceding year, would necessarily lower the marginal de;ired
inventory coefficient, this would by no means establish that such a tax
would contribute to the stability of the economy. Ceteris paribus, the
faster entrepreneurs attempt.to adjust inwentofies to the desired level,
the less likely the economy is to be stable. A tax on inventory investment
might well reduce the size of the marginal desired inventory coefficients;
. the possibility that it would raise the reaction coefficient by inducing
firms to attempt a tighter inventory policy must also be admitted.
Restraint is also called for in evaluating the lmplications of &
possible trend on the part of manufacturers towsrd a policy of closer
control on inventories during the post-war period in the United States.

Arthur F. Burns has suggested [7, p. 14]:

. There is...strong evidence that the businessman of our
generation manage inventories better than did their pre-
decessors... Sucecess in economizing on inventories has
tended to reduce the fluctuations of inventory investwent
relative to the scale of business operations and this in
turn has helped to moderate the cyclical swings in
production,
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The argument of this paper demonstrates that the adoption of inventory
practices that are more efficient from the point of view of the individual
firm and lead to a reduction in average inventory levels does not
necessarily contribute to stability.

The multi-sector model incorporates the economy's technological
cqefficients, a set of additionsl parameters suppressed in macro-business
cycle énalysis. A government policy of encouraging innevation and
technological advance might be expected to contribute to stability under
fairly general conditions for a change in technology that dominstes
serves to reduce the largest characteristic root of A . While it is
concelvable that a policy of encouraging technologicel advance might be
more effective than taxing inventory investment as & means of stabilizing
the.economy as well as encouraging growth, it is clear that much Involved
analysis will be reqpiredlbefore it will be possible o determine precisely

what policy measures wlll indeed contribute to a more stable economy,
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APFENDIX

Before Presenting proofs of the theorems stated in the text it is
convenient to establigh the following lemma. @(M) denotes the largest of

the real parts of the characteristic roots of M, eny square matrix.

LEMMA:
et Q= - (I-A)[I-A—(mx)m]’lb, so that (I-A)T(I-A)'l = I+Q , and
let ti = Gi+Bi~J-l be any characteristic root of T .
Then
r(Q) < 2
Do <1 .
2(Q) < 0
Furthermore,

r{Q) <2
Q) <o = r(1) <1
Q+I<0

PROOF: The roots 9 of Q and ti of T are related by the equation

9 + 1= ti for Q+I is equivalent under a similarity

transformation to T ; the first statement follows immediately

from this equality. These two conditions in themselves do not .
suffice 4o ggsure stability as T might have a large imeginary
root. The third condition, Q+I < O , assures that the dominant

root of T 4ig real [12], hence less than unity an absolute value.
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The proofs of Theorems IT and IIT will be considered before that

of Theorem I.

PROOF OF THEOREM II
Suppose that »r(t) < 1. | 7
Tet Q= - (I-A)[I-A-(B+I)DA1™'D , so that (I-8)T(1-A) " = I+q .

Now if some d; =0 , [D| =0 . Hence |} = 0 and therefore 9(qQ) >0 .

But this leads to a contradiction, for r(T) = r(I+Q) < 1 implies

o(q) <0, proving (i) .

To prove {ii) observe that Q-l = D_l(K—I), where K > 0 as it is

the product of non-negative matrices. Since D > 0 , all the
off-diagonal elements of Q-l as well as (K-I) are non-negative;
therefore Q-l and X-I both belong to a generalization of a clase

of matrices considered by Metzler. o{Q) < Oéﬁ>m(Q-l) < 0&p(K-1) <0,
the last implication following from & theorem of Metzler [30] as
generalized by Enthoven and Arrow [13]; see also [4]. Now o(K-I) <0
is equivalent to r(K) <1 , which is (ii), for K > O implies that

its dominant root is real and positive.

To prove (iii) cbserve that »(T) = r(Q+I) < 1 implies r(Q) <2 .
By conditions (i) and (ii) we also have D> 0 and (K-I)”l <0

hence @ = (K-I) ™D < 0.

1 -1 1 :
minlay - : 1
Now Q = 3 < (K-I) ~<q EEETE;j’ < 0 . Applieation of a wel

known theorem concerning non-negative matrices [12] together with



- 51 -
r{Q) < 2 yields:

2 r(Q) -1 1
min{d,) > min(di) > rl(&-1) 71 = T2 (&) 2 mai ?ii ’

or min(di) < 2-2r(X) .

In addition, the inequality min(biai+di)A(I-A)’l < (B-PI)DA(I-A)-J' =K

+
implies min(b,d,+d,) r[A(I-A)“l] = min('b_id +d, ) /-«}—‘—-1- < r(K) .

1% %% S
Wt
Consequently, min (d,) <2 - 2r(X) <2 - 2 min(b,d.+d,) { = — ,|from which
| 1 = 1440 TOF
condition (iii)} follows immediately.
PROOF OF THEOREM III:
_ +
The restriction on X' implies max(d,) < 2 - 2max(b,d, +d,) [ -2
3 A R L e

Now O <K = (]3-«!-I)DA(I-.I‘-\)":L < ma.x(bid.i+d.i)A(I~A)-l; therefore the

restriction on )\,+ implies

¢ k+
r(K) < ma.x(‘bidi-t-di)(—;: ) <1 end also 2[1-r(k)] > max(di) N

Since it was demonstrated in establishing condition (ii) of Theorem II

that r(K) < 1=> o(T-I) = ¢(Q) < 0 , it only remains to establish

that r(P-I) < 2 .
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-1 1
Observe that r(X) < 1 implies (K-I) ~ <@ < 0, ylelding
maxidi)

r[(-1) 71 = 1;(}{) > m;%gi y » ormax (4,) > *(Q){1-x(K)] .

This, together with the fact that 2[1-r{(K}] > max(di) yields

r{Q) = r(T-I) < 2 , as required.

OF THEOREM I:

Since D =TI , the first inequality of Theorem I is equivalent
to that of Theorem ITI. Consequently, the inequality implies vig
the Lemma, ﬁhat T bas no root with that resl part greater than
unity. In order to establish the first statement of Theorem I it

is only necessary to observe that D = I lmplies that

@WI=(KI) ' D+T=T ~D-K-KD- ... <O, for K> 0 and
the convergence of the series following from the condition that:
r(K) <1 . The second statement of Theorem I follows immediately

from Theorem II with D =T .

OF THEOREM IV:

1 -4 -x - bdr
1 - {I+bd+d)a

roots of A into the corresponding roots of T under the assumption

Tet t(b,a,0) = be the function mapping the

tpat D=1,

2.4
2+3+2ba.

for real . It is only necessary to demomstrate that [t(v,a,A%)| <1

Theorems IT and IIT establish that [t(b,d,A)| <1 A<

implies [t(b,d,A)] <1 where A =7 + 8 /~1 is any other, possibl
B >4

complex root of A . From the definition of +t(b,d,y) it follows that
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16(6,a. )| = | 1-aa-ba |, [1-a-(1+ba)7]° + (1+ba)Zs®
E - =
| 1-(1+ba+d) A | [1-(1+ba+d)y]? +(1+bara)%e”

By Theorem III

-1 < t(b,d,y) <1, or [l«d-—(l+bd)y]2 < {l-(l+'bd+d)7]2 . In
addition, d4 >0 , so (l+'bd)2 > (l+'bd.~l—d)2 . This establishes that
the ratio of the terms under the radical in the equation is less
than unity, for both terms in the denominator of the jﬂtio are largev _
thén the corresponding terms of the numerator. Consequently, t(b,d,x+) <1

implies t(b,d,n) <1 .

PROCF OF THEOREM V

D = I implies that the homogeneous form of (3.3) reduces to

Q = (I+B)AQt+l - (I+B).AQt+AQtoz(I-A)Qt= (I+B)AQt +l-(I+B)AQt .

Premultiplying by (;-A)“:L yields Q.=RQ, ,-RQ , where

R = (I-A)"T(I+B)A > O .
Although stebility of Q. = R (1+R)Q, Teguives r[RHIR)I <1,

R >0 dimplies that r[R"l(I+R)] = L : ; R) > 1, establishing

instability for the case of immediate adjustment.

The strong uniformity assumptlon facilitates the analysis of the
delayed adjustment case by permitting us to write the homogeneous

form of (3.%) as
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Q. =§%(l¥bd)A]“l(l-da) +{} Q, + [(1+pa)al™r (-1% Qgxy

If we adopt & new definition of commodities in terms of the

composite bundles of goods Zt = PQt ; this becomes

Zyyp = I+[(l+bd)d4_]"l(l-d-JL{} Z, + [(1@@)./1.]'1(&-1)2,6_l .

But each of the matrices in this last equation is diagonal,
Consequently, the new definition of commodities in terms of composite
bundles of goods Zt effectively separates verisbles so that there are
now n independent second order difference equations of the form

(2.17) zi(t) + 741 zi(t-l) + 750 zi(t—e) =0 iz 1,2,004, 1
t:- 1,2,400

where
(-dl'i)
751 = 7t " T,

l-d
7312 = TT#pan,
Clearly, a1l n of these difference equations must be stable if
(2.13) is to be stable. It will be shown that if the matrix of
technological coefficients A > 0 is indecomposable and r(A) <1,
then at least one of these n difference equations is unstable.

A, = r(A) >0 is a root of A . Consequently, the corresponding

i
difference equation of the set (2.15) has real coefficients. Samuelson
has specified that a necessary condition'for stability of a second

order difference equation with real coefficients is that
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1+ y’i +75>0 . [3h, p. 456]. Applying this test to the
equation corresponding to the largest root of A , however, reveals
that 1 + 7{ + 7; = d(x+-1)/[(l+bd)x+] < 0, the numerator being
negative and the denominator positive for b and 4 are positive
and A5 is positivg.but less than unity. Perfect expectations, at
least under the strong uniformity assumption, imply instability

regardless of the speed of adjustment.

PROOF OF THEOREM VI:

The homogeneous form of equstion (3.4) implies

(1-pA)Q, = (I-D)q,_; or D(I-A)Q = -(I-D)Q+(I-D)Q ; -

Consequently, Q. = (I+R)'lR Q. where R (I-A)‘l(D’l-I) >0 .

Since R>0 , r[(I+R)_lR]= J:'(R)[l-i-r(R)]'l <1, as was to be shown.



