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Abstract

A pervasive assumption in Game Theory is that players’ utilities are concave, or at least quasi-concave, with respect to their own strategies. While mathematically instrumental, enabling the existence of many kinds of equilibria in many kinds of settings, (quasi-)concavity of payoffs is too restrictive an assumption. For the same reasons that (quasi-)concave utilities can only go so far in capturing single-agent optimization problems, they can only go so far in modeling the considerations of an agent in a strategic interaction. Besides, the study of games with non-concave utilities is increasingly coming to the fore as Deep Learning ventures into multi-agent learning applications. In this article, we study what types of equilibria exist in such games, and whether they are computationally tractable, proposing paths for Game Theory and multi-agent learning in the next one hundred years.

1 A Century of (Quasi-)Concave Games

Convexity plays a central role in optimization. If your optimization problem can be fruitfully posed as a convex minimization — equivalently, a concave maximization — problem, over some convex set, this is a cause for celebration. A large gamut of optimization methods readily becomes available to you. These methods are versatile, accommodating different types of access to your objective and constraints and providing various tradeoffs between quality of optimization and use of computational resources. Additionally, convex programming duality provides a framework for gaining a deeper understanding of your problem.

Convexity has also played a key role in the development of equilibrium theory. Von Neumann’s minimax theorem \cite{V28} establishes equilibrium existence in two-player zero-sum games under the assumption that each player’s payoff is concave with respect to their own strategy — equivalently, that their cost is convex with respect to their own strategy. Under this assumption, computing equilibrium is in fact equivalent to convex programming \cite{Dan51, Adl13, BR21}, which makes the convex optimization toolkit readily available for equilibrium computation. It also enables a game-theoretic perspective to influence computation theory, and has motivated important developments at the interface of Game Theory, Machine Learning, and Optimization; see e.g. \cite{CBL06, SS12, BC12, Haz16}.

The assumption that a player’s payoff is concave, or at least quasi-concave, with respect to their own strategy percolates through the foundations of Game Theory and Economic Theory. It is crucial in establishing generalizations of the minimax theorem (see e.g. \cite{Fan53, Sio58}), the existence of Nash equilibrium \cite{Nas50}, and the existence of several other equilibrium notions in non-cooperative games; see
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e.g. [OR94]. For instance, the following is a general family of non-cooperative games, with coupled strategy constraints and concave utilities, for which a Nash equilibrium is guaranteed to exist.

**Definition 1** (Concave Games [Deb52, Ros65]). A $n$-player continuous concave game has a finite number, $n$, of players, indexed by $1, \ldots, n$. Each player, $i$, may choose some strategy $x_i \in S_i \subseteq \mathbb{R}^{d_i}$, where $d_i$ is the dimensionality of her strategy space, and the joint strategy profile $(x_1, \ldots, x_n)$ is constrained to lie in $\mathcal{R} \subseteq S_1 \times \cdots \times S_n$, where $\mathcal{R}$ is convex and compact. The payoff to each player, $i$, is determined by some function $u_i : x_i S_i \rightarrow [-1, 1]$ of the joint strategy profile $x = (x_1, \ldots, x_n)$, which is continuous and is also concave in $x_i$ for all $x_{-i}$.

It is clear that the above definition captures normal form games by taking $x_i$ to be the mixed strategy of player $i$, specializing $\mathcal{R}$ to be a product of the players’ mixed strategy simplices, and taking each player’s payoff to be a multi-linear function of the mixed strategies. Thus the following theorem generalizes Nash’s.

**Theorem 1** ([Deb52, Ros65]). A continuous concave game has a Nash equilibrium, namely some strategy profile $x^* = (x_1^*, \ldots, x_n^*) \in \mathcal{R}$ such that, for all $i$, $u_i(x^*) = \max \{u_i(x) \mid x = (x_i, x_{-i}^*) \in \mathcal{R}\}$.

The afore-described family of concave games can, in fact, be expanded to accommodate quasi-concave utilities and even more general coupled constraints over player strategies and still maintain the existence of Nash equilibrium [Har91], but let us skip this generalization here to avoid overloading our notation.

Beyond the study of non-cooperative games, (quasi-)concavity of payoffs is a very common assumption in Economic Theory, and is crucial for many results including showing the existence of a competitive equilibrium in exchange economies; see [AD54, McK54] and the ensuing literature.

Ultimately, (quasi-)concavity of payoffs is key for setting up the fixed point formulations used to show the existence of various kinds of equilibria. It is also unavoidable, in general, as without this property equilibrium existence breaks, even in very simple games. Figure 1a shows the payoff to the column player (a.k.a. the cost to the row player) in the matching pennies game of Table 1, as a function of the heads probabilities $x$ and $y$ of the row and column players respectively. The unique equilibrium of this game is, of course, $(x^*, y^*) = \left(\frac{1}{2}, \frac{1}{2}\right)$. In Figure 1b we see the payoff to the column player in a modified zero-sum game where the row player is additionally rewarded from a high-entropy strategy, while the column player is penalized from a high-entropy strategy. In the resulting game, the column player’s payoff is not concave/quasi-concave in $y$, and the game has no Nash equilibrium.

While mathematically instrumental, enabling the existence of many kinds of equilibria in many kinds of settings, concavity or quasi-concavity of payoffs is unfortunately too restrictive an assumption. For the same reasons that (quasi-)concave utilities can only go so far in modeling single-agent decision making, they can also go so far in modeling the considerations of an agent in a strategic interaction. Motivated by considerations such as concave production costs arising from economies of scale, the study of exchange economies with violations of (quasi-)concave utilities/(quasi-)convex costs has received some, but not much study, since the early days; see e.g. [Gra57, Bat57, Koo57, Far59, Rot60, Sta69, PW11]. Similarly, non-cooperative games with non-(quasi-)concave utilities have also received some, but not much study in recent works; see e.g. [RBS16]. Ultimately, the lack of progress on these fronts is not because of lack of interest in non-concave settings, but because these are incompatible with equilibrium existence. And without guaranteed existence of equilibria, the value of equilibrium analysis gets diminished.
Figure 1: On the left, we see the payoff to the column player (a.k.a. the cost to the row player) in the matching pennies game of Table 1 as a function of the Heads probabilities $x$ and $y$ of the row and column players respectively. The unique Nash equilibrium is $(x^*, y^*) = (1/2, 1/2)$. On the right, we see the payoff to the column player in a modified zero-sum game where the row player is additionally rewarded for a high entropy mixed strategy, while the column player is penalized for a high entropy mixed strategy, resulting in the column player receiving payoff $\left(x + y - 2xy - \frac{1}{2}\right) - \frac{1}{2}H(x) - \frac{1}{2}H(y)$, where $H$ is the entropy function. This function is not concave/quasi-concave in $y$ and the game has no Nash equilibrium.

2 The Dawn of Non-Concave Games

2.1 Embracing Non-Convexity in Machine Learning

Considerations of mathematical elegance, sharpness of prediction and computational tractability had steered models of single-agent decision-making in the safe harbor of convex programming formulations for decades. Yet, the avoidance of non-convexity has recently landed on its face, with the advent of Deep Learning, and the breakthroughs it has delivered in many heretofore impenetrable problems in the field of Artificial Intelligence.

Deep Learning has not shied away from formulating problems as non-convex optimization problems. It has also not shied away from targeting approximate locally optimal, as opposed to globally optimal, solutions for these problems. While the latter are intractable, the former are easily attainable via lightweight optimization methods such as gradient descent; see e.g. [GHJY15, LSJR16, AZL18]. Whether, why and under what conditions locally optimal solutions selected by gradient descent-based methods result in good models is still not fully understood despite extensive study. Yet, Deep Learning’s attitude of embracing non-convexity has led the field to groundbreaking advances in important learning challenges such as speech and image recognition, text generation, protein folding, automated translation, and more.

In recent years, Deep Learning has been rapidly expanding its scope to the domain of Game Theory, energizing the importance of studying non-concave games. Indeed, many outstanding challenges in this field, such as training deep neural networks that are robust to adversarial attacks, training Generative Adversarial Networks (GANs), and Multi-Agent Reinforcement Learning (MARL) are born as multi-player games with utility functions that are not concave (or even quasi-concave) in players’ strategies, as players in these games choose parameters in deep neural networks and their utilities are functions of these neural networks. It seems that applications of non-concave games will explode in a near future where complex agents using deep neural network models learn, make decisions, and receive rewards in a shared environment, whose state might also be affected by their decisions.

Unfortunately, embracing non-convexity hits a wall on the multi-agent front. It hits a wall as soon as we step away from single-agent settings, considering how to train two agents with non-concave payoffs in a zero-sum interaction. Indeed, as illustrated earlier with the simple example of Figure 1b, such games
may not have Nash equilibria. Without much clarity about the target solution concept, practitioners have still been trying to train agents in non-concave games by having them perform gradient ascent procedures in tandem to maximize their individual payoffs (equivalently gradient descent procedures to minimize their individual losses). Unlike single-agent settings, however, gradient descent is not effective in such settings. It commonly exhibits unstable, oscillatory or divergent behavior and the quality of the solutions encountered in the course of training can be poor; see e.g. [Goo16, MPPSD17]. For example, training GANs, which are formulated as two-player zero-sum non-concave games, is, at this point, more engineering than science, with rounds and rounds of fine-tuning before they can be reasonably trained, and, even when they appear to be reasonably trained, we lack formal guarantees about the quality of samples they produce — on the contrary, they commonly fail to pass basic statistical tests of quality; see e.g. [ARZ18]. The emerging importance of non-concave games and the practical frustration with solving them is the starting point of our investigation.

**Question 1.** Is there a theory of non-concave games? What solution concepts are meaningful, universal, and tractable?

### 2.2 Non-Concave Games and Local Nash Equilibria

Motivated by the emerging applications of non-concave games in Machine Learning, such as those discussed in the previous section, we propose a formal model of continuous games, dropping the convexity assumption from Definition 1 and adding differentiability, in accordance with the types of games arising in those applications. We’ll focus our attention to simultaneous games, although sequential games are also well-motivated and can be studied through a lens similar to the one used in our exposition; for some recent pursuits in this direction see e.g. [JN20, FCR20, MV21].

**Definition 2** (Differentiable/Smooth Games). A \( n \)-player differentiable game is a simultaneous game with \( n \) players, indexed by \( 1, \ldots, n \). Each player, \( i \), may choose some strategy \( x_i \in S_i \subset \mathbb{R}^{d_i} \), where \( d_i \) is the dimensionality of her strategy space, and the joint strategy profile \( (x_1, \ldots, x_n) \) is constrained to lie in \( \mathcal{R} \subset S_1 \times \cdots \times S_n \), where \( \mathcal{R} \) is convex and compact. The payoff to each player, \( i \), is determined by some function \( u_i: \times_i S_i \rightarrow [-1,1] \) of the joint strategy profile \( x = (x_1, \ldots, x_n) \), whose gradient with respect to \( x_i \) is continuous. We will refer to \( \sum_i d_i \) as the dimensionality of the game. Moreover, we will call a differentiable game smooth if the gradient of \( u_i \) with respect to \( x_i \) is \( L_i \)-Lipschitz with respect to the \( \ell_2 \) norm. In this case, we will refer to \( \max_i L_i \) as the game’s smoothness.

As illustrated in Figure 1b in the absence of concave utilities, a game may not have any Nash equilibrium. It can also be shown that checking if a game has one is \#NP-hard, even if the game is two-player zero-sum [DSZ21]. In accordance with the turn to local optimality driving recent advances in Deep Learning, we also advocate a turn to a notion of local Nash equilibrium, which we will argue exists in every differentiable game.

**Definition 3** (Local Nash Equilibrium). Consider a differentiable game as in Definition 2. A strategy profile \( x^* = (x_1^*, \ldots, x_n^*) \in \mathcal{R} \) is a (first-order) local Nash equilibrium iff for all \( i \):

\[
x_i^* = \Pi_{\mathcal{R}(x_{-i}^*)} \left( x_i^* + \nabla x_i u_i(x_i^* ; x_{-i}^*) \right),
\]

where \( \mathcal{R}(x_{-i}^*) = \{x_i \mid (x_i ; x_{-i}^*) \in \mathcal{R} \} \), and \( \Pi_{\mathcal{R}(x_{-i}^*)}(\cdot) \) is the \( \ell_2 \) projection onto the set \( \mathcal{R}(x_{-i}^*) \). A strategy profile \( x^* = (x_1^*, \ldots, x_n^*) \in \mathcal{R} \) is an \( \epsilon \)-approximate local Nash equilibrium iff for all \( i \):

\[
\left\| x_i^* - \Pi_{\mathcal{R}(x_{-i}^*)} \left( x_i^* + \nabla x_i u_i(x_i^* ; x_{-i}^*) \right) \right\|_2 \leq \epsilon.
\]

---

1Some families of Deep Neural Networks are non-differentiable at a measure zero set of points. We could extend our exposition here to accommodate this by using sub-differentials. To avoid the unnecessary complexity that this would entail, we assume differentiability everywhere. Moreover, as noted earlier, we may consider even more general coupled constraints over player strategies. Our results can be extended to the types of coupled strategies considered in [Har91] but we skip such generalizations to avoid overloading our notation.
Intuitively, a first-order local Nash equilibrium \( x^\ast \) comprises strategies that satisfy a weak form of local optimality, assuming that each player has a myopic view of their utility as a function of their own strategy, consistent with a first-order Taylor approximation. This assumption fits well with the type of function access (through value and gradient value queries) that is practically available to agents in complex settings such as those motivating our discussion. When the players have such a myopic view of their payoffs, Condition 1 captures that player \( i \) is playing a best response to her opponents’ strategies. Accordingly, Condition 2 captures that the player is playing an approximate best response. While the players would not be able to tell from first-order approximations to their utilities, their local Nash equilibrium strategies may, of course, be suboptimal for their true utilities. The following proposition characterizes how suboptimal players’ utilities might be at an (approximate) local Nash equilibrium when considering deviations within a small ball around the local Nash equilibrium strategies. It says that the amount by which the utility might increase under small deviations is second-order, namely deviations at small distance \( \delta \) from a local Nash equilibrium can only give \( L \delta^2 \) payoff improvements, where \( L \) is the smoothness of the game, i.e. a bound on the Lipschitz constant of the gradients of the payoffs. Deviations around an \( \varepsilon \)-approximate local Nash equilibrium can benefit by an additional \( \varepsilon \delta^2 \).

**Proposition 1** (Local Payoff Near-Optimality). Consider a smooth game such that, for all \( i \), \( \nabla x_i u_i(x_i ; x_{-i}) \) is \( L \)-Lipschitz continuous with respect to the \( \ell_2 \) norm. If \( x^* = (x_1^\ast, \ldots, x_n^\ast) \) is a local Nash equilibrium of this game, then for all \( i \):

\[
u_i(x^\ast) \geq u_i(x_i ; x_{-i}^\ast) - \frac{L}{2} ||x_i - x_i^\ast||_2^2, \text{ for all } x_i \in \mathcal{R}(x_{-i}^\ast).
\]

If \( x^\ast \) is an \( \varepsilon \)-approximate local Nash equilibrium of the game, then for all \( i \):

\[
u_i(x^\ast) \geq u_i(x_i ; x_{-i}^\ast) - \varepsilon ||x_i - x_i^\ast||_2 - \frac{L}{2} ||x_i - x_i^\ast||_2^2, \text{ for all } x_i \in \mathcal{R}(x_{-i}^\ast).
\]

Importantly, local Nash equilibria exist, under the assumption that the gradients of the payoff functions are continuous, as per the following proposition.

**Proposition 2** (Existence of Local Nash). Every differentiable game has at least one local Nash equilibrium.

*Proof of Proposition 2.* Consider the mapping \( F : \mathcal{R} \to \mathcal{R} \) defined as follows:

\[
x \mapsto \Pi_\mathcal{R} \left( \begin{bmatrix} x_1 + \nabla x_1 u_1(x) \\ \vdots \\ x_n + \nabla x_n u_n(x) \end{bmatrix} \right).
\]

The mapping is continuous because, for all \( i \), it is assumed that \( \nabla x_i u_i(x) \) is continuous, and because the \( \ell_2 \) projection to a convex and compact set is continuous. Given the continuity of \( F \) and the convexity and compactness of \( \mathcal{R} \), it follows from Brouwer’s fixed point theorem that \( F \) has a fixed point \( x^\ast = F(x^\ast) \).

We will argue that, for all \( i \), Eq. 1 holds for the fixed point \( x^\ast \) of \( F \). Indeed, denote by

\[
z^\ast = \begin{bmatrix} x_1^\ast + \nabla x_1 u_1(x^\ast) \\ \vdots \\ x_n^\ast + \nabla x_n u_n(x^\ast) \end{bmatrix}.
\]

We note that the local Nash equilibrium condition 1 can be written as a quasi-variational inequality problem \[\text{[BLL73]}\] so a proof of Proposition 2 can alternatively be pursued by appealing to existence theorems for quasi-variational inequalities; see e.g. \[\text{[CP82]}\] \[\text{[Har91]}\]. We stick to our proof here using Brouwer’s fixed point theorem as it is simple and self-contained.
Because \( x^* = \Pi_R(z^*) \), we have by the properties of the \( \ell_2 \) projection that
\[
\langle z^* - x^*, x^* - y \rangle \geq 0, \forall y \in R.
\]
For an arbitrary \( x_i \in R(x^* - i) \), plugging \( y = (x_i ; x^* - i) \) into the above inequality we get that:
\[
\langle \nabla x_i u_i(x^*), x^*_i - x_i \rangle \geq 0.
\]
Thus, we have
\[
\langle \nabla x_i u_i(x^*), x^*_i - x_i \rangle \geq 0, \forall x_i \in R(x^* - i),
\]
which is tantamount to Eq. (1). □

We remark that the development of this section assumes that players are myopic, having a first-order understanding of their payoffs around the equilibrium, which is motivated by the value and gradient value access to the payoffs that is practically available in the Deep Learning applications motivating our discussion. The local Nash equilibrium concept of Definition 3 reflects that such myopic players are best-responding. If the players have a richer local understanding of their utilities, e.g. if they have higher-order access to their payoffs, it would be appropriate to incorporate that richer player knowledge into refined local Nash equilibrium concepts. We note, however, that improperly doing so might break equilibrium existence even at the second order. This can be seen by considering a two-player zero-sum game, where the row chooses \( x \in [0, 1] \), the column player chooses \( y \in [0, 1] \) and the column’s payoff is: \((x + y - 2xy - \frac{1}{2}) - \frac{1}{2}x^2 - \frac{1}{2}y^2\). In this game, the second-order view of the utilities incurs no information loss. So second-order local Nash equilibria correspond to Nash equilibria, but this game has no Nash equilibria!

3 The Complexity of Local Nash Equilibria

As discussed in the previous section, first-order local Nash equilibria are guaranteed to exist in all differential games, making them a reasonable first cut at a solution concept. We say “first cut” as one might be dissatisfied with the first-order best-response nature of the solution concept. As discussed at the end of last section, one might want to incorporate richer understanding that players might have about their utilities to remove some first-order local Nash equilibria from consideration, ideally not eliminating them all. Regardless of what equilibrium refinement one might want to pursue, it is reasonable to ask at this point whether the weak solution concept of first-order local Nash equilibrium, which is guaranteed to exist, is also tractable, as any refinement would be at least as hard to compute.

Question 2. Are local Nash equilibria tractable?

As noted in Section 2.1, practical experience with non-concave games considered in Deep Learning applications reveals that gradient descent-based methods have a real challenge converging, necessitating hyper-optimized training frameworks to get any reasonable performance. It is justified to wonder if there is some lingering intractability explaining this phenomenon. It turns out that this is indeed the case.

Theorem 2 ([DSZ21]). Any method, which accesses players’ payoffs in a smooth differentiable game through value queries and gradient value queries, needs a number of queries that is exponential in at least one of \( 1/\varepsilon \), the smoothness of the game, or the dimensionality of the game to compute an \( \varepsilon \)-approximate first-order local Nash equilibrium. This is true even if the game is a two-player zero-sum game.

This result is in sharp contrast to single-agent non-concave maximization (a.k.a. the restriction of Definition 3 to \( n = 1 \)) for which a polynomial number, in \( 1/\varepsilon \) and the smoothness, queries to the objective are sufficient to compute first-order approximate local maxima. In fact, a stronger intractability result actually
holds subject to a widely held complexity-theoretic assumption. Unless the complexity class \( \text{PPAD} \)\(^3\) collapses to the class \( \text{P} \) of polynomial-time solvable problems, no method can compute local Nash equilibria in polynomial time, even if it has exact knowledge of the players’ payoffs (rather than just first-order query access to them).

**Theorem 3 (DSZ21).** Unless \( \text{P} = \text{PPAD} \), no method can compute an \( \varepsilon \)-approximate first-order local Nash equilibrium of a smooth differentiable game in time polynomial in \( 1/\varepsilon \) and the game’s smoothness and dimensionality. In particular, the problem is \( \text{PPAD} \)-complete. This is true even if the game is a two-player zero-sum game.

In other words, computing local Nash equilibria in smooth differentiable games, even in two-player zero-sum ones, is exactly as hard as computing Brouwer fixed points of Lispchitz functions and computing mixed Nash equilibria in general-sum normal-form games \([\text{DGP09}, \text{CDT09}]\), and is at least as hard as any other problem in the class \( \text{PPAD} \). For a discussion of \( \text{PPAD} \), its relationship to complexity theory and the complexity of topological problems see e.g. \([\text{Das18}]\).

**Intuition for Intractability.** It is worth providing some intuition about the intractability results of this section, and compare to non-convex minimization/non-concave maximization where similar intractability does not arise.

**Question 3.** Why is it that local optima in optimization problems are tractable, but local Nash equilibria in multiplayer non-concave games, even in two-player zero-sum ones, are intractable?

To answer this question, it is illustrative to compare differentiable two-player common-interest games, in which two players share an objective that they both want to minimize, to differentiable two-player zero-sum games, in which one player wants to minimize an objective that the other player wants to maximize. Approximate local Nash equilibria in a common-interest game are the same as approximate local minima of the shared cost function, and these are tractable as noted above. On the other hand, approximate local Nash equilibria in a zero-sum game are intractable as per the above theorems. Why are local Nash equilibria in these two families of games so much different in complexity?

To shed some light on this, in Figure 2a we show how a better-response sequence of moves may look like in a two-player common-interest game, where one player controls moves along the horizontal axis, the other player controls moves along the vertical axis, and both players want to minimize a shared cost function. Because the game is common-interest, it is clear that the shared cost must decrease along a better response sequence. Indeed, a horizontal move only makes sense for the horizontal player if it decreases the shared cost, and a vertical move only makes sense if it decreases the shared cost. Thus, a better response sequence makes progress towards a local minimum. In particular, if we normalize the shared cost function to lie in \([-1, 1]\) as in Definition 2 and only take steps that improve the shared cost by at least \( \varepsilon \), then the number of steps until we find an \( \varepsilon \)-approximate local minimum is \( \Theta(1/\varepsilon) \).

In zero-sum games, however, the situation is much trickier. First, a sequence of better-response moves may actually be cyclic, as shown at the top right of Figure 2b. Second, the payoff values along a better response sequence do not repeat as a result, payoff values along a better-response sequence do not reveal whether or not the sequence is cyclic. And, even if it is non-cyclic, we gain no information, by querying the payoff function along the sequence, about how far from the end of the sequence the query was made.

This apparent lack of much information gain about the location of local Nash equilibria when querying the payoff function of a zero-sum game lies at the heart of what makes local Nash equilibria so much harder than local minima/local maxima. To turn this intuition into an intractability proof what we would like to do is to hide an exponentially long, better-response path with recycled payoff values, like the one

\(^3\)The complexity class \( \text{PPAD} \) was introduced in \([\text{Pap94}]\) and used in \([\text{DGP09}, \text{CDT09}]\) to characterize the complexity of computing a mixed Nash equilibrium in normal-form games. See also \([\text{Das18}]\) for a recent survey of \( \text{PPAD} \), its uses and relationship to problems in Topology, Combinatorics, Optimization and Game Theory.
A better-response path in a common-interest game.

A better-response path and a better-response cycle in a zero-sum game.

Figure 2: An illustration of better-response move sequences in a two-player common-interest game (on the left) and a zero-sum game (on the right), where one player is choosing strategies on the horizontal axis and the other player is choosing strategies on the vertical axis. In both cases, the values shown represent the cost (i.e. minus the payoff) of the horizontal player. The vertical player shares the same cost on the left, and has the opposite cost on the right.

shown in Figure 2b within some ambient space so that querying the payoff function along the path or in the ambient space provides very little information about the location of local Nash equilibria. However, we do not see how to implement such a construction directly, but use the complexity-theoretic machinery of PPAD, establishing Theorem 3 first, and exploiting special properties of that construction to obtain Theorem 2 as a corollary. See [DSZ21] for the details.

4 Philosophical Corollary and Ways Forward

Motivated by emerging, multi-agent applications in Deep Learning, we discussed the importance of non-concave games, and specifically those of the differentiable kind, captured by Definition 2. As we noted, these games may have no Nash equilibria, and this prompted us to study what might be plausible solution concepts to target in these games. Motivated by the practical consideration that agents have restricted access to their payoff functions, typically via value and gradient value queries, in the complex settings motivating our study, we proposed the notion of first-order local Nash equilibrium of Definition 3, which are points where all players are best-responding to their opponents’ strategies, as far as the first-order Taylor approximation to their payoff functions can tell.

Local Nash equilibria are a natural generalization to the game-theoretic setting of local optima, whose computation in single-agent problems has been driving the spectacular progress that Deep Learning has made in the past decade. Importantly, local Nash equilibria are guaranteed to exist, and their universality is appealing to theorists and practitioners alike.

Unfortunately, Theorems 2 and 3 of the previous section, preclude the existence of some variant of gradient descent — or subject to the widely-held complexity-theoretic assumption that P ≠ PPAD the existence of any algorithm — computing local Nash equilibria efficiently in general differentiable games.

In the balance, our results establish the existence of a methodological roadblock in extending the Deep Learning to multi-agent settings. While postulating a complex parametric model for a learning agent and training this model using gradient descent has been a successful framework in single-agent settings, choosing complex models for a bunch of different agents and having them train their models via competing gradient descent-based procedures is just not going to work, even in two-agent zero-sum settings, and even if one were to compromise with the solution concept of first-order local Nash equilibrium.
Our work advocates that progress in multi-agent learning will be unlocked by modeling and methodological insights, as well as better clarity about the types of solutions that are useful and attainable, obtained by combining the perspectives of Game Theory and Economics with those of Machine Learning and Optimization. We conclude with some musings on where to go from here.

4.1 Asymptotic Local Nash Equilibrium Convergence in General Non-Concave Games

While local Nash equilibria are intractable in general games, it is still worth identifying iterative procedures whose steps are efficiently computable, and which exhibit guaranteed asymptotic convergence to local Nash equilibrium. Since local Nash equilibria are fixed points of a continuous map — see proof of Proposition 2 — one may try to obtain such procedures by translating to the setting of differentiable games, and optimizing the steps of iterative fixed point computation algorithms. We have recently pursued this avenue of research, proposing second-order methods which exhibit guaranteed asymptotic convergence to local Nash equilibria in smooth differentiable games [DGSZ22]. Our work advances a recent line of work proposing methods that attain local convergence [IN20, FCR20, FR20, WZB20]. It is important to identify beyond-worst-case assumptions under which asymptotically convergent methods become computationally efficient, a direction that is underexplored.

4.2 Non-Concave Games with Tractable Equilibria, Stochastic Games and MARL

The intractability results that we presented are worst-case. It is plausible that vast families of non-concave games have tractable local Nash equilibria, or even global Nash equilibria. If those families are expressive enough to capture broad types of multi-agent interactions, they would go a long way to alleviate the impact of our intractability results.

On this front, a prominent family of games to study are stochastic games. These are games where two or more agents interact and receive payoffs over multiple stages, or indefinitely, in some environment whose state gets updated at every stage depending on the actions chosen by the agents, whose payoff functions are also state-dependent. These games, defined in Shapley’s foundational work [Sha53], have received broad study in Game Theory literature — see e.g. [SV15] for a recent review, and have found many applications due to their generality and versatility — see e.g. [Ne03]. Among those, of prominent importance is becoming their application to multi-agent reinforcement learning (MARL) — see e.g. [Lit94, HW03, BBDS08, ZYB21]. In this application, the stochastic game’s state transitions and payoffs are not known to the players a priori so the equilibrium has to be learned through interaction.

Since Shapley’s work, a compelling notion of equilibrium considered in stochastic games are stationary Markov Nash equilibria, i.e. Nash equilibria in strategies (a.k.a. policies) that depend on the current state of the game but not on the stage count or the history of play so far — hence both stationary and Markovian. In terms of their stationary Markov strategies, player utilities in a stochastic game are non-concave. Yet, under broad conditions, e.g. future payoff discounting and a finite number of states, stationary Markov Nash equilibria exist; see e.g. [Sha53, Tak62, Fin64] and an overview of such results in [SV15]. In fact, in the two-player zero-sum case, it is even known that the minimax theorem holds with respect to stationary Markov strategies [Sha53].

On the computation front, many works have studied the challenge of computing or learning Nash equilibria in stochastic games. Most of the focus has been on efficient computation and learning of (approximate) Nash equilibria in two-player zero-sum stochastic games; see e.g. [BT02, WHL17, XCWY20, ZKBY20, SWZY20, BJ20, DFG20, BJY20, LYB21, TWYS21] and their references. Some of these works provide decentralized learning procedures via which the players of a zero-sum stochastic game efficiently converge to approximate stationary Markov minimax equilibria. Those learning procedures are decentralized in that the players are not allowed to communicate but only interact in the game by each employing some strategy and observing their own sequence of rewards and the game’s state transitions.
Beyond these results, however, our understanding is lagging. First, there is still mystery surrounding whether exact stationary Nash equilibria of two-player zero-sum stochastic games can be computed efficiently when the discount factor is very close to 1 [Con92, DP11]. Beyond the two-player zero-sum case, stochastic games have intractable equilibria, since they are more expressive than normal-form games [DG09, CD10]. Can the weaker solution concept of (coarse) correlated equilibrium be computed/learned efficiently, and what kinds of correlation among agents’ strategies allow for efficient computation?

Some recent works have studied the computation and learning of (coarse) correlated equilibria in multi-player stochastic games. These works target non-stationary (coarse) correlated equilibria, which are easy to compute using backwards induction if the game is known. So they provide decentralized algorithms for learning approximate non-stationary (coarse) correlated equilibria. However, these works either require exponential time, in the number of players, to converge, or they compute equilibria that are non-Markovian [LYB21, SMB22, JLWY21, MB22].

In very recent work [DGZ22], we address some of the outstanding questions about (coarse) correlated equilibrium computation and learning in these games. We show that focusing on non-stationary equilibria is in general unavoidable, as stationary Markov coarse correlated equilibria are intractable, namely PPAD-hard, even when the game has two players and the discount factor is 1/2, i.e. the game is expected to last for two rounds. This is quite surprising as coarse correlated equilibrium computation in normal-form games is very tractable. Complementing our intractability results, we also provide decentralized procedures for efficiently learning non-stationary Markov coarse correlated equilibria, whose running time is polynomial in the number of players.

On the front of (coarse) correlated equilibrium learning in stochastic games, there is a lot more work to be pursued. First, it is important to provide simpler alternatives to the methods obtained in recent work. Moreover, in many games, the state/action spaces are infinite but we are interested in strategies that are expressible compactly by a policy in some class of functions, which map states to (distributions over) actions taken at those states. What types of equilibria exist and how is their computational and learning complexity affected by the choice of the policy class? We will touch upon this kind of questions in the next section but specialized work should be done for this important class of games.

Finally, it is important to study the afore-described problems of learning and computation of equilibria in stochastic games with incomplete information. Their special case of extensive-form games have played a central role in recent practical developments in human-level Poker-playing algorithms [BS18, BS19]. In these games, it is known how to compute Nash equilibria in the two-player zero-sum case [KMVS96, vS07]; Nash equilibria are intractable in the general case [DG09, CD10]; and there is an active line of investigation on different notions of correlated equilibrium [vSF08] and its computation and learning; see e.g. [HvS08, CMFG20] and their references. It is worth pursuing these directions further, and generalizing our existing understanding to general stochastic games with incomplete information.

4.3 Convexification and Global Equilibria

In many settings, the strategies available to players in a differentiable game correspond to a vector of parameters indexing a function from some function class. In Deep Learning applications, these could be the parameters of some Deep Neural Network model. In multi-agent reinforcement learning, discussed in the previous section, these could be indexing a parametric policy in a stochastic game with an infinite
number of states and actions.

Making this perspective explicit, we might consider the following generalization of differentiable games. Each player, $i$, may choose a function from some (potentially infinite and potentially non-parametric) function class $\mathcal{F}_i$, or a distribution over elements of $\mathcal{F}_i$, and the payoff to each player for a given pure strategy profile is determined by some function $u_i : \times_j \mathcal{F}_j \to \mathbb{R}$. Since these games generalize differentiable games, pure Nash equilibria are not guaranteed to exist, motivating our interest in local pure Nash equilibria, as discussed earlier in this paper. If we do not want to give in to local optimality, we might alternatively turn to convexification approaches, considering mixed Nash or correlated equilibria in these games. Under what conditions are mixed Nash or correlated equilibria guaranteed to exist in infinite games? And under what conditions are they efficiently learnable?^5

A recent line of work [RST15, HLM21, DG22] makes progress on these questions by developing equilibrium existence results and no-regret online learning algorithms converging to equilibrium, under necessary conditions about the complexity of the game’s strategy sets and utility functions.^6 Under these assumptions, it has been shown that the minimax theorem holds in the two-player zero-sum setting, and approximate coarse correlated equilibria (of arbitrary approximation) exist in the multi-player/general-sum setting. Moreover, decoupled online learning procedures have been obtained that the players can employ to converge to these kinds of equilibria, or to guarantee small regret against worst-case adversaries. Naturally, the rates of convergence depend on the complexity of the function classes, but their time-dependence in the context of games can match the fast rates known in finite games [DG22].

Going forward, it is also important to obtain conditions under which correlated equilibria and Nash equilibria exist. Especially for the latter it seems that entirely different techniques might be needed. Finally, it is important to identify settings where the convergence rates to equilibrium, in terms of the complexity of the game’s strategy sets and utility functions, can be improved.
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^5 We note that in many applications the strategies available to players are not necessarily from a compact set, thus we cannot apply known results to show that a mixed Nash equilibrium exists [Gli52], and even show that a finitely supported Nash equilibrium exists if the compactly supported game has extra structure [DKS50, Far05, SOP08].

^6 Generalizing [RST15, HLM21], in [DG22], we assume, roughly speaking, that, for each player $i$, the function class $\mathcal{F}^{\alpha}_i : \times_j \mathcal{F}_j \ni f \mapsto u_i(f; f_{-i})$ has bounded sequential fat-shattering dimension at all scales. This is a necessary assumption to avoid the two-player zero-sum game wherein whoever says the largest number receives one dollar from the other player, which has no $\varepsilon$-approximate mixed Nash equilibria for any $\varepsilon < 1$ [HLM21].


