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FOREWORD

Traditionally one thinks of the “productive capacity” of an economy as one
number that expresses, in some appropriate unit, the maximum output of
which that economy is capable in some stated peried. The concept of gross
national product provides a scale to which such a number can be referred. In
geometrical language, it defines a line on which a “capacity point” locates the
upper boundary of the colleetion of feasible rates of output.

This one-dimensional concept of capacity becomes inadequate, however, as
soon -as the product composition of output becomes as important as the
aggregate output. For instance, in a Leontief input-output model with three
industries, the rates of output of these industries are representable in a three-
dimensional space. If a fourth commodity, say labor, is the only scarce
primary input in the model, the productionwise feasible points fill & tetrahe-
dron with one vertex in the origin and the other three vertices located on each
of the three positive coordinate axes respectively.

Such geometrical language helps the imagination. It must yield to more
practicable numerical procedures when the number of products, and the
number of resource limitations bearing in speeific ways on the various produc-
tion processes, increase. In the programmatic first chapter the editors of this
volume set forth their concept of process analysis as the procedures for repre-
senting the set of productionwise feasible points, and for making it accessible
for such exploration as may be desired. The data are technological, the
methods mathematical, and the results are estimates of alternative feasible
compositions of output that are of possible interest to the policy maker. In
more traditional terminology, one may say that process analysis aims at
giving numerical access to the production function for a productive establish-
ment, 2 multiplant firm, an industry, or an entire economy, in as much
commodity detail as is both practicable and desirable.

Developiments in input-output analysis, in activity analysis and in linear
programming were necessary to make it possible to contemplate such an
objective. At the same time, being defined in terms of a task rather than
techniques, process analysis is not limited to the techniques from which it has
developed.
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On behali of the Cowles Foundation, I wish to thank the editors and the
authors of this volume for their innovating contributions, and for their consent
to the inclusion of this collective work in our monograph series, To the
readers, I express the hope that it may be found useful in a practical way in
the making of economice deeisions.

TaarraNng C. KOOPMANS
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CuaprER 1

INTRODUCTION
Alan 8, Manne and Harry M. Markowitz

ProcEss ANALYSIS

The studies in this monograph analyze the production capabilities of indus-
tries and of industrial complexes. Models of technology are employed to
answer guestions concerning the produet mixes achievable with various com-
binations of resources. The models are generaly based upon relationships
well known to the industrial engineer or to his agricultural counterpart. The
aim has been to cast these relationships into a form usable for the analysis of
economy-wide capabilities.

In most cases, the models are of the activity analysis type, with the simplex
technique of linear programming being used to compute numerical answers.
Simulation techniques and integer programming alse play a role (albeit a
small one) in the preseni studies, and they will probably receive increasing
emphasis in future work of this sort.

The phrase “process analysis’ was chosen to identify studies, such as those
presented in this monograph, which approach the analysis of industrial capa-
bility through models reflecting the structure of productive processes. Proc-
ess analysis treats industrial capabilities in terms such as blast furnace
capacity, petroleum product specifications, and metal machining operations—
in contrast to approaches which treat capabilities in terms such as gross na-
tional product or interindustry sales and purchases. Process analysis is
closely related to the conventional requirements calculation for critical re-
sources. Unlike such requirements calculations, however, process analysis
allows for alternate inputs per unit of output (reflecting alternate processes
for making the same produet), and uses mathematical programming techniques
to determine the extent and circumstances under which one or another process
should be employed.

Unfortunately, the phrase “process analysis” has at least two other mean-
ings (one in economics and the other in industrial engineering) distinctly dif-
ferent from the meaning attached to it here, Over the years, we have at-
tempted to find a better label for our studies, but none presented itself which
was preferred by a majority of us® An occasional resolution to do without a

'The following are some alternate labels which were considered and the reasons they -
were rtejected. Capabilities analysis or feasibility analysis: process analysis is but obne
3



4 STUDIES IN PROCESS ANALYSIS

label broke down as soon as someone reported “Mr. A. is doing a process
analysis of industry X."” '

As a practical matter the existence of two other, distantly related meanings
of the phrase “process analysis” should rarely, if ever, cause confusion.
Throughout this monograph in particular, “process analysis” always refers to
the construction and use of industry-wide, multi-industry and economy-wide
models which attempt to predict production relationships on the basis of tech-
nological structure,

A Thvision oF Labsor

We shall distinguish three areas of activity which are involved in process
analysis. First is the model building activity itself. This starts with a study
of technology and ends with a numerical mathematical model of an industry
or industrial complex. Second is the development of algorithms. The objeet
of this activity is to provide computing procedures to trace through the im-
plications of models quickly and economically. The third area of activity is
that of using models to throw light on practical problems of public policy.
The prime interest here is not the model per se but the insight it ean provide
into the problem at hand.

We shall refer to these three areas of activity as model development, algo-
rithm development, and policy application. Each is closely tied to the other
two. In model development the size and form of the model is highly de-
pendent on current computing capabilities, and the decisions as to aggregation
and emphasis are based upon the needs of the potential policy maker, In the
development of particular types of algorithms, the impetus and direction have
frequently come from actual models and applications. Finally, to the policy
maker, the usefulness of the process analysis approach depends on both cost
and timeliness, which in turn depend on the state of the arts with respect both
to models and to algorithms.

The construction of a process analysis model for a sector which has never
been thus analyzed is time-consuming, and subject to substantial uncertainties.
The same holds true for the development of a new type of computing algo-
rithm. By contrast, the application of an existing model and/or algorithm—
perhaps with minor modifications—requires relatively little time. The initial
development activities represent an investment adding to our stock of multi-

type of capabilities analysis; GNP analysis, for example, is another. Activity analysis:
this phrase already has a well defined meaning; activity analysis is to process analysiz as
calculus is to physics; in boih cases the latter uses the former as a technique of analysis to
help deduce implications from initial postulates. Economy-wide industrial engineering:
- if industrial engineers cared to describe process analysis in this manner, they could make
s strong case for it, particularly as they themselves increasingly make use of techniques
such as activity analysis. But since most of the early process analysts were economists
rather than industrial engineers, it would have been presumptuous for them to claim this
label.
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purpose models and computing procedures. When policy problems arise that
demand. decisions in weeks or months, only the models and algorithms in this
available stock may be relied upon safely. Questions of industrial eapability
not covered by these models must be analyzed by eruder means or left to guess-
work. As the stock of available models and algorithms inereases, the more
likely it becomes that a new problem will be related to an existing model, the
cheaper it generally becomes to trace through implications, and the easier it
becomes to put together broad-scope models involving industrial eomplexes or
large portions of the economy.

This monograph is centered around the construction and application of
models. The case studies deal at length with technological relationships—
their measurement, aggregation, and representation—problems central to the
building of process analysis models. Little emphasis is placed either upon
slgorithms or upon the broader issues of public policy. The policy maker
may find one or more of the models presented here to be of practical value,
but should take care to note the associated discussions as to the range of
reasonable applications and the ways in which judgment may be needed to
supplement formal analysis. The algorithm developer will find here several
large linear and nonlinear programming problems with special {perhaps ex-
ploitable) structures.

BuiLping A ProcEss ANALysis MobEL

Building models of industries and industrial complexes is closely related to
the building of models of shops or plants for intra-enterprise analysis. Both
require an understanding of technological relationships, both face problems
of selection and aggregation, and both have a common body of analytical tech-
niques upon which to draw. The differences are mostly a matter of degree.
In models of broader scope, one faces a much more acute problem of selection
and aggregation, does not have as immediate an access to primary data, and
has a much more difficult time constructing meaningful tests of the model’s
validity. As a result, one should not expect the same degree of accuracy as
is achievable with intrafirm studies. The task of constructing industry-wide
models is simplified to the extent that detailed intrafirm models are available
from which to borrow. With time, such intrafirm models should become in-
creasingly available.

We will distinguish the following stages in the construction of a process
analysis model: the study of technology, selection and aggregation, the choice
of formal analysis, the collection of data, and the testing of the model. These
stages are not isolated in time. While the analyst is studying the technology
of the industry, he is mulling over alternatives with respect to selection; when
he decides on aggregation he must worry about data as well as computation;
at every stage he must return to find new information about technology.
Thus the sequence in which these stages are listed reflects only the general
order in which certain problem areas tend to command the principal attention
of the analyst.
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In brief outline, the nature of the stages may be characterized as follows:

THE STUDY OF TECHNOLOGY. An understanding of the prineipal produects,
processes, and resources of the industry is sought from its industrial engi-
neering literature and trade journals. Contact with men who have production
planning responsibilities provides valuable orientation. If the analyst is him-
self an engineer with experience in the industry, much of this is already part
of his background.

SELECTION AND AGGREGATION. Some aspects of technology, although essen-
tial to the design of processes or the scheduling of equipment, can be ignored
in msking predictions of overall capabilities. Certain distinetions among
products, processes, and equipment (although important for fine caleulations
of profit and loss) need not be made for the degree of accuracy required in a
capabilities analysis. By selecting the important, aggregating the less essen-
tial, and ignoring certain distinctions altogether, the process analyst attempts
to shape a manageable picture of technology.

THE CHOICE OF FORMAL ANALYsIS. The form in which the technological re-
lationships should be cast depends on the nature of the questions to be asked
and the availability of computing procedures with which to answer them.
One or another type of analysis—such as linear programming, integer pro-
gramming or simulation—will serve best depending on, among other things,
the size of model, and the importance of features such as randomness and
economies of scale, Algorithm availability frequently affects the size and
nature of the model, not so much by laying down absolute limits as through
differences in costs. The model builder should understand the costs involved
with currently available algorithms, even if he does not completely master the
details of their construction.

THE COLLECTION OF DATA. Frequently, much or all of the required data is
to be found in engineering or trade sources, and in census sources. Care
should be taken to understand the operational definitions—e.g., methods of
measurement and aggregation—before using such numbers. In some cases,
sample surveys may be undertaken to supplement the existing data.

TESTING THE MODEL. A common method of testing is to see if the model
performs approximately as did the economy for some past period. The prob-
lem of validating a model is a difficult one, to which we will return in Chap-
ter 3.

POTENTIAL APPLICATIONS

One area of application which particularly deserves attention is that of in-
vestment planning within the newly ‘developing countries. Such planning,
aimed at rapid economic growth, is subject to a variety of constraints in the



INTRODUCTION 7

form of bottleneck resources: foreign exchange, low-cost iron ore, skilled urban
machinist labor, ete. Problems of substitution and of interindustry ramifiea-
tions are of central importance in these investment programs. It is toward
such problems that process analysis addresses itself.

Process analysis has other areas of potential use. For example, the early
support of this work was motivated by the possibility of applications to mili-
tary economics. At least before-the advent of thermonuclear weapons, im-
portant aspects of military planning included the industrial ramifications of
strategic bombing. Economie mobilization . for nonnuclear warfare would
still raise problems of industrial capability and program timing, as does any
action which rapidly alters the composition of national output.

In general, a “potential application” of process analysis may be said to exist
whenever part of a practical problem (albeit not the whole of the problem)
concerns either the feasibility or the cost of achieving desired outputs in the
presence of limitations on resources. Whether or not any particular potential
application should be pursued as an actual application depends in part on the
state of the art with respect to models and algorithms.

A PrEvIEW

Parts II through IV of this monograph deal with individual sectors. Part
II is concerned with petroleum and chemicals; Part IIT with agriculture; and
Part IV with metals and metalworking.

Part V considers applications of process analysis to investment planning for
newly developing countries. The Appendix (at the end of the book)} discusses
activity analysis and linear programming at an introductory level,

Although the studies in this monograph are interdependent with respect to
objectives, approach, and areas covered, almost any part or chapter can be
read before or after any other. There are a few exceptions: The four metal-
working chapters form a whole, and the two petroleum chapters are best read
in the sequence presented. If the reader is not already familiar with activity
analysis and linear programming, he should first look at some introductory
source such as the ones cited in the Appendix. Otherwise he can pursue the
case studies and methodologieal discussions in whatever sequence his interests
dictate.



CHAPTER 2

ALTERNATE METHODS OF ANALYSIS
Alan 8. Manne and Harry M. Markowitz

IwnTRODUCTION

This chapter discusses three methods of analysis which—Iike process
analysis—seek to predict the ability of the economy to meet desired objectives
with limited resources. These three methods—namely, GNP analysis, require-
ments analysis and input-output analysis-—together with process analysis may
be grouped under the general heading of feasibility or capabilities analysis.
There are some differences in the range of applicability of these methods, but
each addresses itself to the following types of question: Is a particular national
objective economieally feasible? Are there resource limitations which will
render the economy incapable of achieving its objective? What are the
alternative economic targets that are feasible?

From the viewpoint of the analyst interested in practical policy develop-
ment, the various methods should be judged in terms of apphicability, accuracy,
cost, and availability. The policy developer wants to know the types of ques-
tion to which each method of analysis can be applied. Or, to state the “appli-
cability” consideration conversely, he wants to know which of the available
methods bears on his problems. “Aeccuracy” is concerned with whether or
not the answers returned by the analysis are reasonably correct. When a
method suggests conclusions counter to initial judgment, is it likely to be a
true or a false oracle? If two methods of analysis were applicable to the
questions at hand, and both provided equally acceptable levels of accuracy,
then choice hetween them would properly depend on cost and availability.
Here cost should include the total costs of preparing for, performing, and
interpreting the results of the analysis; while availability may be thought of
as the probability that any developmental work needed to make the method
applicable to the specific problem at hand can be carried out without undue
delay.

For each method, in turn, this chapter briefly discusses its nature and its
salient characteristics with respect to applicability, accuracy, cost, and availa-
bility. We shall argue that for some problems—and for certain stages of other
problems—the simplest method, GNP analysis, serves best. For other prob-
lems the more complex methods of requirements analysis, input-output
analysis, and process analysis are desirable or essential. In areas where

8



ALTERNATE METHODS OF ANALYSIS 9

these anethods wie desirable hut unavailable, the gap must be filled by thai
always available, sometimes aecurate method called judgment.

Tuoss NATIoNAL PROUT:t ANALYSIS

i

Phe unnual gross national produet (GNP is the money value of goods and
serviees produced hy the econemy in a vear, In rontrast to mef national
protuet, GNP docs not zubtract depreeiation allowanees from the value of
produetion. It docs, however, exelude the value of infermediate products
used within the year in the proeess of making other goods and serviees,  Thus
GNP represents the total monev value of the cconomy’s output available to
=alixfy “final demands” for household consumption, government expenditures,
gross fixed capital formation, net inventory chunges, and net exports.

Countless questions of detail must be resolved in order to produce an opera-
tional definition of GNP: How do we distinguish maintenance expenditures—
which are exeluded from GNP—from capital expenditures, which are ineluded?
Should GNP ineclude the value of the food consuined by the farm famiblies
who grew it?  Should it include the value of do-it-vourself activities in which
people paint, repair, or build their own homes, hoats, or furniture? With
relative prices. and product qualities changing from year to year, how should
the value of goods and serviees be added together to permit reasonably mean-
ingful comparizons of GNP over time?  We shall not pursue these questions.
Rather. we shall speak of GNP with no more qualifieations than we speak of
temperature or humidity—implicitly assunung that the various questions
have bheen answered reasonably, and the resuiting statistical procedure has
been earvied out consistently.

A GNP analysis estimates the total gross national produet required to mect
a proposcd ceonomy-wide program, and compares thiz with the GNP whieh
the ceononiy is likely to have at its disposal. If the proposed use of GNP
exeecds the likely supply, <omething has to give way, Perhaps consumption
or investment objeetives should be reduecd, or perhaps foreign funds should
he sought.  Ur perhaps GNP can be raised through inereased labor supply,
o.g., increwsed female purticipation or longer working hours,  In effect, a GNP
analysis adds up the Bl for proposed ceonomy-wide ohjeetives and compares
tiix with the value of product available to eover this bill.  The objeetives will
fave to b reconsidered i the former execeds the latter,

Althougli & GNP analysis is simpler to construet than the others, it is not
without its difficulties.  For example. projections of the supply of GNP usually
mvolve estimates of labor foree and productivity. Both of these factors arc
suzeepiible to errors of estimate. Nevertheless, in comparison with other
methods, GNP analysis is by far the Jeast expensive and most readily
available.

Turning to the question of aceuracy, we find that GNP analysis ix subject
to a definite weakness, but ean nonetheless serve a uscful function. GNP
analvsis, used by itself, tends to overestimate the capabilities of the cconomy.
It ialls to reject programs whose source of infeasibility is the shortage of
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gpecific, specialized resources as distinguished from resources in general.
Suppose—to take an extreme example—that an agricultural nation attempted
in the course of a single year to:

—substantially reduce its output of grain, and
—inerease by an equal dollar value its output of steel,

The proposed program does not involve an increased requirement for GNP—
yvet it is clearly infeasible. Farm land and equipment cannot be converted
quickly into steel mills, nor farmers into steel workers.

GNP analysis ean serve as a coarse screen, catching proposals whose general
demands on resources are out of line in total. Only those proposals which
pass through this coarse screen are then subject to the finer screening of the
more complex methods of analysis. The more complex methods look for
specialized resources which will become bottlenecks if a proposed program is
implemented. Not only do they attempt to answer with greater precision the
question “Can the economy achieve the specified objectives with limited
resources?’ but they also address themselves to such questions as “Which
resources will become bottlenecks and which will be plentiful?”

Thus, in the division of labor among methods of analysis, the inexpensive
coarse screen approach of GNP analysis may have to be supplemented by
gsome finer screen method. The rest of this chapter will discuss two such
methods, and the balance of this monograph is concerned with a third.

REQUIREMENTS ANALYSIS

A requirements analysis for, say, steel might proceed as follows: X tractors
and Y square feet of industrial econstruction are planned (or expected) for a
fortheoming period of time. The average tractor requires 4 tons of steel; the
average square foot of industrial construction requires B tons. Add A times
X plus B times Y plus, similarly, any other uses of steel to obtain estimated
total requirements. Compare this with the projected steel availability to see
if a “steel problem” exists. The analysis may proceed through several levels,
reflecting the fact that, e.g., automobile production requires steel, steel requires
pig iron, pig iron requires coke, and coke requires coal. For computational
convenience the requirements for several resources may be computed simul-
taneously, thus avoiding the duplicate recaleulation of requirements for inter-
mediate goods which contribute ultimately to the requirement for two or more
resources,

The inputs to a requirements analysis consist of estimates of resource availa-
bilities, desired levels of final demands, and requirements coefficients estimat-
ing the inputs needed per unit of output. From these, the analysis produces
a shopping list of ingredients required to support the objectives. Comparisons
between requirements and availabilities help to indieate possible trouble areas.

Requirements analysis is applied in practice to problems of various scope.
Under different names it is used in manufacturing analysis to estimate ex-
pected needs for men, machines, standard materials and purchased parts. The
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military services use it to determine procurement quantities, At a national
level it has been used, during war and peace, for tin, rubber, machine tools,
blast furnace eapacity, foreign exchange, and countless other potential bottle-
necks. The problems of applying requirements analysis at a national level
differ somewhat from those of applying it at an intrafirm level, Our concern
will be with the former, broader-seope applications.

In an industry-wide steel study based, for example, on U, 8. Census of
Manufactures data, one could distinguish various mill shapes of “carbon
steel,” “alloy steel except stainless,” and “stainless steel.” But even “stain-
less steel” is an aggregate of many individual steels with differing applicabili-
ties in manufacturing. Although the categories of a requirements analysis—
eg., stainless steel—are frequently discussed as if they were homogeneous
commodities, in fact they are aggregates. The aggregation system of a re-
quirements analysis in effect assigns specific goods and services to classes, and
adds together the members of each class according to some criterion such as
weight, volume, piece, or value. The characteristics and data requirements
of each specific requirements analysis depend heavily on the aggregation sys-
tem chosen. The choice of an aggregation system—whether done by design
or by passive acceptance of existing categories—is the central, strategic
decision in performing a requirements analysis.

Requirements analysis is not alone in its dependence upon aggregation.
Aggregation is used with every practical technique of eapabilities analysis at
a national level. Aggregation problems constitute many, if not all, of the
major problems of applying a technique. To a large extent, the differences
between one technique and another may be viewed as differences in their
approach to aggregation. GNP analysis, for example, represents an extreme
form in which all goods and services are added together to form a single
money value total. Formally, at least, GNP analysis may be viewed as a
requirements analysis in which only one resource, national produet, is dis-.
tinguished. The cost of each good or service, then, is its requirement coeffi-
cient for GNP. Thus a GNP analysis is a requirements analysis with an
extremely coarse aggregation of resources.

In a similar manner, requirements analysis may be viewed as a special case
of process analysis. A process analysis can distinguish alternate ways of
producing the same product. Requirements analysis aggregates these alter-
nate productive processes into a representative activity with fixed inputs per
unit of output. Thus, if a process analysis model did not distinguish alternate
production activities, it would be a requirements analysis, and if it dis-
tinguished only one resource {gress national produet) it would be a GNP
analysis. Input-output analysis, finally, may be viewed as a form of require-
ments analysis using a somewhat different way of aggregating economic
activity. The aggregation principles of input-output and their conseguences
will be discussed later in this chapter. _ ‘

Thus each method of analysis has its own ground rules for aggregation. The
specific aggregation system chosen within these ground rules determines the
gpecifie characteristics and data needs of the particular analysis,
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The major cost involved in performing a requirements analysis is that of
collecting and organizing data. Requirements analysis does not entail large
calculation costs, as may be incurred for process analysis. With the available
computing equipment, once the data for a requirements analysis are assembled
in suitable form, calculations for even the largest analysis can be performed
at a relatively small cost. With respect to the cost and availability of data,
requirements analysis stands between GNP and process analysis. 1t needs a
list, of specifie inputs per unit of output, as distinguished from the single money
value figure which is sufficient for GNP analysis. Since requirements analysis
does not develop coefficients for alternate productive processes, it can make
extensive use of historical inputs and outputs to develop average requirements,
avoiding (eompletely or in great part) the need for engineering data upen
which process analysis frequently relies.

The major source of inaecuracy inherent in requirements analysis 1s its
neglect of alternate modes of production. Often, substantially different inputs
can be—and, in fact, are —used to produce the same product. Electricity can
hé produced by water power or, in steamn electric plants, from either nuclear
fuel, coal, oil, or natiral gas; agricultural products can be produced using
more or less fertilizer and irrigation; metals can he produced using varying
ratios of serap to ore; the same metalworking tasks ecan be performed on a
variety of machines; and so on. A requirements analysis must attempt to
estimate a typical process: e.g., the average use of nuclear fuel vs. coal vs,
water power in the production of electricity. But the scarcity of one material
relative to another will lead to the use of processes which conserve the one at
the expense of the other. Thus, to an important extent, the use of one or
another process will depend on the very shortages and surpluses that the
analysis seeks to predict.

The manner in which a requirements analysis misestimates the capabilities
of an economy, due to its failure to take account of substitution possibilities,
depends on the aggregation system used. If two resources (e.g., lathes and
milling machines) are aggregated together into the same category (e.g., ma-
chine tools) then they are assumed to be perfect substitutes for each other.
If they are distinguished as different resource categories, then no substitution
is assumed to exist. Thus an extremely coarse classification of resources will
tend to overestimate the amount of substitution possible, and hence over-
estimate the capabilities of the economy. An extremely fine classification, on
the other hand, will understate the amount of substitution possible between
resources, and hence tend to underestimate the capabilities of the economy.
In choosing an aggregation system for a requirements analysis the following
dilemma must be faced: In order to anticipate bottlenecks among specific
resources a fine classification is needed; but to avoid underestimating substitu- -
tion possibilities a coarse classification of resources is needed.

Coal is sometimes a substitute for fuel oil, but not in all its applications; a
lathe can sometimes substitute for a milling machine, but not always; alu-
minum and copper are competitors, but only in part of their range of applica-
tions. As a consequence, any aggregation system must be & compromise with,
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rather than a solution to, the dilemma. Any attempt to completely avoid
one horn of the dilemma is bound to drive the analysis to the other horn.

In principle one could circumvent this dilemma by the following process of
trial and error:

Choose categories sufficiently fine to identify specific bottlenecks; estimate
likely requirements; perform the analysis using these estimates; and inspect
the results for bottlenecks.

Then, on the basis of this initial analysis:

Modify coefficients to reflect processes which substitute plentiful for scarce
factors of production; repeat the requirements calculation and again inspect
the results; make further adjustments and repeat if necessary.

This is a tedious and time-consuming procedure which must, of necessity, be
stopped short of its ultimate end. Process analysis in effect accelerates this
procedure by distinguishing alternate processes at the outset, and by letting
automatic techniques perform the substitution of one process for another
aceording to overall resource availabilities,

Process analysis and requirements analysis are closely related, as is illus-
trated by the discussion of the metalworking industries in Part IV of this
monograph. Data and procedures are presented in Part IV for a require-
ments analysis assuming fixed inputs of various kinds of men, machines, and
materials per unit output of each metalworking industry. After this, data
and procedures for analyzing a certain source of substitution possibilities are
presented, plus suggestions concerning the analysis of another source of substi-
tution. The requirements analysis serves as an immediately available tech-
nique to which information concerning alternate processes can be added, as
appropriate and available,

In itself, without the addition of alternate process information, requirements
analysis serves to identify potential trouble areas. In some cases the apparent
bottlenecks are not bottlenecks at all. The economy would take care of the
shortage naturally, by substituting plentiful for scarce resources. In other
cases the bottlenecks are real; the timing and level of objectives should in
fact be reconsidered in light of possible infeasibilities. By spotlighting possi-
ble trouble areas for further investigation, requirements analysis supplies a
valuable service beyond that provided by GNP analysis,

InPuT-OUTPUT ANALYSIS

A difficult problem of requirements analysis is that of estimating total re-
quirements as distinguished from direct requirements. For example, the pro-
duction of electricity, say to light homes, requires coal; but the production of
coal itself requires electricity, whose production in turn requires more coal;
and so on ad infinitum. To make matters worse, the production of both coal
and electricity have other requirements whose demands ramify through the
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economy, further augmenting the total requirements by electricity for coal.
In the usual requirements analysis, indirect requirements are, after a point,
accounted for by some rule-of-thumb procedure. An example of such a pro-
cedure would be to add together direct requirements, second order require-
ments, and third order requirements of each end item for a particular resource;
see what fraction (X) of a particular year's use of this resource is thus ex-
plained; account for the rest by multiplying (1/X) times the sum of first, sec-
ond, and third order requirements to form estimates of total requirements. In-
sofar as the fourth 4 fifth + sixth 4 - - - order requirement is not proportional
to the first 4 second 4 third order requirement, the procedure is subject to er-
ror. The possible magnitude of this error depends on the extent to whieh first,
second, and third order requirements account for the demands for the resource.

Input-output' approaches the problem of estimating total requirements
through the use of a complete model of the economy. It classifies business
establishments into an exhaustive set of industries and estimates the direct re-
quirements by each industry for each other industry’s output. These inter-
industry demands are arrayed in a square table with industries listed across the
top and down the side. With this table (plus the assumption of fixed inputs
per unit output) standard mathematical techniques can be used to answer
questions such as “How much gross coal production is required to produce an
extra one million dollars’ worth of electricity, net of all intermediate mter-
industry requirements?”

As a theoretical matter, the notion of a complete input-output table dates
back at least as far as the eighteenth century economist Quesnay. As a prac-
tical matter, the construction of an input-output table, in the sense used here,
begins with the pioneering work of Wassily Leontief carried out during the
1930's and published in 1941. Subsequently—with electronic computers to
trace through the consequences of ever larger systems, and with Leontief’s
work to demonstrate the feasibility of such an approach—various input-out-
put tables have been built, including a 190-induystry model of the United
States economy for 1947,

Two forms of interindustry models are generally distinguished. The
“closed model” (as first used by Leontief) includes households as an industry
with inputs of consumption goods and outputs of labor. The “open model”
(Cornfield, Evans, and Hoffenberg, 1947) does not include a household in-
dustry but treats demands by households as fixed requirements to be met by
the economy. Also treated as fixed are the requirements for other components
of “final demand” including government purchases, gross private capital for-
mation, net inventory changes, and net exports. With respect to sectors other
than households and other final demands, open and closed models can be
identical. For problems of feasibility analysis, the open model is generally
the more convenient.

In principle, an input-output analysis could use physical units of measure
such as weight, volume, or count. In practice, however, dollar values have

! Bometimes referred to as interindustry analysis.
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been used almost exclusively. Thus the classic statement of procedure for
estimating coefficients for interindustry requirements, expressed here for the
closed model, is as follows:

Each “industry” (including households) is treated as a single accounting entity— .
comparable to a “country” in official foreign trade statistics—with sales entered on
one side of its trading aeecount and. purchases on the other. As in the trade between
countries the sales of one industry are the purchases of another. Entering the sales
and purchase accounts of all the separate industries in onc large table we get a com-
prehensive view of the strueture of the national economy as a whole.?

From this table of purchases and sales the direct requirement coefficients are
caleulated by dividing sales from industry 7 to industry j by the gross output
of industry j.

The development of data for a large input-output analysis can require tens
of thousands of man-hours. The 190-industry analysis of the U. S. economy,
for example, required the estimation of thousands of coefficients. Most of
these coefficients were not readily found in available statistics but had to be
constructed from various sources, sometimes with the aid of rule-of-thumb
estimation procedures. Computing costs for tracing out total requirements
from the direet requirements, although not negligible, were small compared
to the costs of constructing the basie table.

Because of the time required to eollect and organize data for a complete
interindustry table, “availability” is more of a problem with input-output
than with GNP analysis or the usual requirements analysis. The develop-
ment of & large input-output matrix should be viewed as a major construction
project which is not to be rushed to answer some urgent policy question but is
to be built carefully to serve many uses through the course of time.

InpuT-OUutPuT ANaLysis (CONTINUED)

We shall note two general sourees of inaceuracy to which input-output anal-
vsis 1s subject. The first concerns the existence of alternate methods of pro-
duetion. The second concerns the way in which “industry output” and “inter-
industry flows” are used as basic categories of analysis. Since the former
problem area—the existence .of alternate methods of production—was dis-
cussed previously, it can be dispensed with quickly in the present section.
The nature and consequences of inaccuracies introduced through the other
source will be discussed in some detail. Despite such inaccuracies in input-
output analysis, the table itself—i.e., the basic tabulation of historical inter-
industry sales and purchases—is a valuable source of data concerning indus-
trial activity. The basic table is tedious and expensive to develop, but so is
much of the worthwhile economic data at our disposal.

In a preceding section we diseussed difficulties of requirements analysis re-
sulting from its failure to distinguish alternate methods of production. Radi-

* Leontief (1951), p. 4. For an introduction to input-output, we also recommend Chenery
and Clark (1959},
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cally different methods of production exist for many goods and services. The
choice of production method depends on relative scarcities of alternate re-
sources, and hence average requirement coeflicients depend on the very short-
ages and surpluses to be predicted. This consideration, already noted for
requirements analysis, applies equally to input-output with its assumption of
fixed interindustry flows per unit of output.

Input-output is also subject to inaccuracies due to the way in which it
makes use of “industry output” and “interindustry flows.” For concreteness,
we shalil illustrate the general nature of these inaccuracies by means of ex-
amples drawn from the 190-industry matrix of the United States in 1947.
(See Evans and Hoffenberg, 1952.) Difliculties such as those illustrated be-
low have been recognized by a number of analysts who have applied input-
output to practical problems. To circumvent these difficulties, various special
procedures have been introduced into particular input-output analyses. Our
discussion ecannot do justice to these various ways of not quite doing input-
output. In the examples and generalizations below, we will be dealing essen-
tially with the classieal input-output formulation as characterized in the last
section. Afterwards, we shall briefly argue our preference for a process anal-
ysis approach rather than supplementing input-output with ad hoc procedures,

Suppose that industry I sells to industries X, Y, and Z, and that it pur-
chases from A, B, and C. In tracing cut total requirements, the input-output
procedure assumes that the proportions among the output of A, B, and C pur-
chased by I to produce output destined for X is the same as these proportions
purchased by I to produece output destined for Y or Z. This assumption can
cause substantial distortion in estimates of total requirements.®

For example, the Non-Ferrous Foundries industry casts both aluminum
parts (e.g., for aircraft) and brass parts (e.g. for plumbing fixtures). In
tracing out total requirements, input-output analysis assumes that the propor-
tions of aluminum, copper, and zine in the castings purchased by the Aircraft
industries are the same as the proportions purchased by the Plumbing Fix-
tures and Fittings industry. The Non-Ferrous Foundry industry is treated
as if it receives materials destined for different end items, combines them into
a homogeneous mixture, and sends this mixture to each purchaser of non-
ferrous castings.

The importance of this example depends on three points:

First: In a case such as the above the input-output precedure introduces
substantial inaccuracies in the estimates of indirect requirements. In 19541
for example, the Aireraft industries actually purchased $49 million worth of
aluminum and sluminum-base castings vs. $4 million worth of copper and
copper-base castings. The Plumbing Fixtures and Fittings industry, on the
other hand, purchased $.5 million of aluminum and aluminum-base castings
vs. $§14 million worth of copper and copper-base castings. For these two, and

?On this point, see also 5. B. Noble (1960), especially p. 408.
*We use 1954 rather than 1947 figures here sinee statistics on eastings purchased by the
Aircraft Equipment n.e.c. industry are more complete for the later year.
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for a number of other® large purehasers of nonferrous castings, the asswunption
of equal proportions is untenable.

Second: This difficulty cannot be avoided by a more detailed industrial
classification.  Manufacturing indusiries are collections of estahlishments.
Interindustry flows are the sums of purchases by establisinuents in one in-
dustry from establishients in another, Since many establishments cast hoth
aluminum and brass, no matter how finely we classify establislunents into in-
dustries—even if we let cach establishment be an industry in itself—hrass for
plumbing fixtures will appear to end up in aireraft, and aluminum for aireraft
will end up in plumbing fixtures.”

Third: The Non-Ferrous Foundry industry is not alone in having this eflect
on the estimation of indirect requirements. Similar distortions are caused by
any industry which supplies a service performed on a variety of materials on
behalf of a variety of consuming industries. Examples include Iron and Steel
Forging, Metal Stamping, Metal Coating and Engraving, Machine Shops, and
Serew Machine Products.

Input-output analysis is frequently cownbined with the notion of industry
capacity. The input-output analysis predicts gross production required from
various industrics. By comparing these gross required outputs with the avail-
able capacities, potential bottlenccks are identified.  This procedure encoun-
ters difficultics when industries ean, in effect, horrow capacity from cach other.
Such borrowing of ecapacity is particularly ecommon among the metalworking
industries, which fabricatc and assemble metal parts for a great variety of
military, houschold, and industrinl durable goods. Skills and equipment
needed to perform the tasks of one of these industries typieally overlap with
those required for other such industries. Alany shops rvegularly or occasion-
ally produce parts destined for commodities of other metalworking industrics.
It is for such reasons that we find, according to the U. 8. input-output table
for 1947, that 9 cents’ worth of Motor Vcehieles, 1.8 cents’ worth of Alreraft
and 1 cent’s worth of AMotoreyeles and Bieyeles were directly “required” to

*The following examples present millions of dollars’ worth of purchases of aluniinum
and aluminum-base castings vs. copper and vopper-hase castings (the data presented in
that order) for seme 4-digit vensus industrics which consunie large amounts of nenferrous
castings and show a large discrepaney from {he proportionality assumption. High alumi-
num consumers: Domestic Laundry Equipment (127, 1), Eleciric Appliances (101, 1),
Metal Doors, Sash and Trim (4.7, .1}, Internal Combustion Engines (218, 1.5); High cop-
per consumers: Valves and Valve Tittings, except Plumbing (22, 22.8), Power Transinis-
sion Equipment (1.7, 5.7), Pumps and Compressors (44, 13.0).

Source: 7. 8. Census of Manufactures, 1954, Table 113, pp. 210-238.

“Thiz discussion is based upen (a) the definition of indusiry used by the 7. 8. Census
of Manufactures and (b) the definition of interindustry flow used by Leontief (1951).
One modification of these conventional definitions 1s tu segregate the purchases and sales
of establishments by product line. thereby departing from the establishment Dbasis of
classification.  Since nonferrous foundry estublishinents have labor and equipment which
may he used interchangeably for 1he custing of both brass and aluminum, the use of this
procduet line elassification would raise problems of the surt discussed immediately below
for the metalworking industries.
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make $1 worth of Locomotives; that 7 cents’ worth of Motor Vehicles and at
least 1 cent each of Aireraft, Ships, and Railroad Equipment were required
to make Motorcycles and Bicycles.

Whether or not it is combined with the notion of industry capacity, the
input-output procedure is inadequate here for at least two reasons. First, it
fails to analyze the capabilities of one such industry to supplement another.
Second, it assumes that since 1.8 cents’ worth of Aircraft is required directly
for Locomotives, & proportionate share of everything that went into Aircraft
should also be incorporated into Locomotives. The effect i similar in nature,
though less in amount, to the mixing of flows that occurred through inter-
mediate industries such as forges, foundries, and machine shops.

The final difficulty to be discussed occurs when two or more joint products
result from the same process. The way this can affect the analysis of economie
capabilities may be illustrated by the case of coke production.

The Coke and Products industry produces coke (mostly for blast furnaces)
as its main product, and basic organics (for the chemical industries) as a
by-product. Suppose there were a fall in the demand for steel. This would
reduce the demand by-Stee! for Blast Furnace output; reduce the demand by
Blast Furnaces for Coke output; and thus, according to an input-output matrix
based upon purchases and sales, release Coke industry capacity for use by the
Organie Chemicals industry. But this implication is opposite in direction
from what may be expected in fact. Since basic organies are s by-product
of coke production, the reduced production of coke would reduce the by-
products available for the chemieal industries. The chemieal industry would
either have to use alternate sourees of raw materials or reduce its production.
Thus, according to a purchase-and-sales analysis, additional “Coke Oven
Capacity” would be made available by the fall in steel production, whereas in
fact the flow of organics from coke ovens to the chemical industry would be
reduced.”

To a certain extent, difficulties such as the above can be circumvented with-
out giving up the appearance of an input-output table. The problem of alter-
nate methods of production, for example, can be handled by trial-and-error
procedures similar to those described in connection with requirements analysis.
The problem discussed in connection with the foundry, forge, stamping, and
machine shop industries can be handled by treating the primary metal pur-
chases of such industries as if they were direct purchases by the end item
producer.

In some cases, it would be extremely difficult to characterize accurately an
aspect of technology within an input-output framework. The sharing of
capacity between metalworking industries, for example, could be handled by
means of ‘“conversion ecoefficients” which showed the extent to which the
capacity of one industry could be converted to another. Such coefficients
would still fail to characterize properly the possibilities for reducing output

"An important instance of joint products will arise in multiperiod models of economic
development. By investing in durable capital equipment, we obtain a sequence of joint
products: capacity available for use during more than one time period.
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in one set of industries to supply equipment and labor needed in another set.
A more satisfactory approach is to explain the sharing of capacities in terms
of the kinds of transferable resources used by these industries.

To many, the attractiveness of the input-output approach is that it permits
the construction of a complete model of the economy wihout requiring an
understanding of countless technological relationships. After N industries
have been chosen, N2 coefficients can be delegated to & data collection team.
Data may not be immediately available, but at least the team has a well
defined objective: “Find or estimate the amount sold from industry i to
industry j during the specified year for each 7 and ;.”

We have argued above that various supplementary procedures must be used
if the implications of such an analysis are not to be completely unreasonable,
A serious difficulty with the input-output approach is that it provides no
systematic way for seeking out those aspects of technology which require such
special handling. Frequently input-output matrices are constructed and used
without regard to such pitfalls. Sometimes these pitfalls are revealed through
obviously absurd implications of the analysis. Other times pitfalls are found
when someone looking at technology asks “What would happen if these
technological relationships were forced into the input-output form?” There
is no guarantee, however, that such ad hoc finding and patching of difficulties
will not leave equally serious problems undetected.

SUMMARY

Gross national produet analysis serves as a coarse sereen to reject grossly
infeasible programs. It does not detect programs whose infeasibility is due
to excessive demands for particular specialized resources.

Requirements analysis compares the demands and supplies of specialized
resources. Its chief drawback is its failure to account for alternate modes of
production. Despite this difficulty, it can serve a valuable function in point-
ing out possible trouble areas.

Input-output is a form of requirements analysis which addresses itself par-
ticularly to the question of estimating total requirements—both direet and
indirect. Input-output analysis fails to account for alternate methods of
production. Additional difficulties in its use for capabilities analysis arise
from the way in which it uses interindustry sales and purchases as the basic
source of data.

Process analysis may be viewed as a generalization of requirements analysis
which allows alternate modes of production to be distinguished wherever these
are deemed important. Cost, availability, accuracy, and applicability charac-
teristies of process analysis will be discussed in the next chapter.
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CHAPTER 3

PROBLEMS AND POTENTIALS OF PROCESS ANALYSIS
Alan 8. Manne and Harry M. Markowitz

The experimental nature of much of process analysis, and the rapid rates
at which certain contributing arts are advancing, make it hazardous to esti-
mate the potentials and limitations of this approach. The methods discussed
in Chapter 2 have been used extensively. Even the newest, input-output, has
been applied more than once to the U. 8. economy, and to an impressive list
of other countries. In contrast, the studies in this volume generally represent
first attempts of their type for the sectors covered. The most that can be
claimed with certainty for the majority of these studies is that the models
have been completed and have at least a familial resemblance to the industries
represented. Further statements about cost and reliability are based largely
on extrapolation and conjeeture.

These extrapolations and conjectures, however, are central to our belief
that the process analysis approach can make practical contributions to the
understanding of an economy. This chapter presents these extrapolations
and conjectures, at least to serve as a basis for further consideration.

APPLICABILITY: SCOPE OF ANALYSIS

In connection with process analysis applications, we shall consider two
topics. In the present section, we diseuss the scope of such models, and in the
following section the type of decision to be infiuenced.

A process analysis application may cover a single industry or a group of
industries. In principle, if models were available for all industries, a process
analysis could cover the economy as a whole. Later, we discuss the feasi-
bility of such all-embracing analyses. For the moment we will consider some
problems of application which seem to apply most foreibly to smaller scope,
industry-wide models, but in fact are equally serious as we widen the scope of
the analysis. '

Most of the studies in this monograph, being static in nature and covering
a single industry or limited industrial complex, are closely related to the
economist’s “static, partial equilibrium analysis.” The problems encountered
in such uses of process analysis are those of any practical application of statie,
partial equilibrium analysis. They cluster in two groups around the phrases
“static equilibrium” and "‘partial analysis,” respectively.

21
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The difficulty in using a static equilibrium analysis is that of interpreting
its resulis for a world in constant change. Idesally we would prefer accurate
dynamic models, thus avoiding the problems of static approximations.
Thoughts concerning the construction and use of dynamic models are scattered
throughout this monograph, but for the present, it is prineipally the static
analysis which is available for application.

The details of a static model should depend upon the time horizon of the
practical problem. For example, in setting up a linear programming computa-
tion, certain capacity restrictions or material availabilities, although fixed in
the short run, should be regarded as expansible in the long run. There is no
sharp boundary between the short and the long run. As we lengthen our
view, an increasing number of resources are best treated as reproducible {(or
variable within limits) rather than rigidly fixed.

The major problems which arise from the “partial” nature of an analysis
concern the handling of boundary conditions. Industries are econnected with
other industries via the products they sell or buy. In the long run, this
includes equipment needed to expand capacity as well as inputs required on
current account to manufacture the product. In a partial apalysis (say, of a
single industry) the products which the industry obfains from elsewhere can
be treated either as fixed in supply, or as procurable (perhaps within limits),
or as subject to a supply curve {perhaps as established in another analysis).
The products which the industry supplies to other sectors can be treated as
subject to fixed requirements, or salable at fixed prices or subject to a demand
curve. Where there is uncertainty concerning availability or demand, several

" alternate levels ean be explored. ‘

Problems of boundary conditions do not disappear as we increase the seope
of our analysis,. When a model of industry A is combined with one of in-
dustry B to form a model of industrial complex AB, the interface between A
and B is handled by formal computation, but the relations of these industries
to other industries and to final demand must still be treated as boundary
conditions, If all industries were combined into a single model, both the final
demands for end items and the supplies of basic resources would still remain
as boundary conditions to the analysis, The same options are available in
treating these as are available in handling the boundary conditions of an
individual industry in an analysis of smaller scope. For problems in which
interrelations between industries play a crucial part, 8 multi-industry model
may prove essential. One danger with such broader scope models is that the
details concerning boundary conditions will perhaps not be considered with
the same care as can more easily be given them in the smaller analyses.

ArpricasiLity: Tyee oF DECision

Now we turn to the type of decision which can be influenced by a process
analysis model, and comment on the apparent ability of such models to
prescribe manufaeturing procedures as well as to identify bottlenecks and to
judge overall feasibility.
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For its own use at least, a process analysis caleulates the best method by
which ohjectives may be achieved. In principle, one could use this solution
to prescribe detailed production plans. In some cases, the analysis might
contribute usefully to the choice of methods of production. In other cases,
however, such an attempt to specify production details would be more likely
to hurt than to help the economy.

In the case of complex industries in highly developed countries (e.g., U. S.
metalworking, with thousands of heterogeneous establishments producing
partially overlapping sets of products), any attempt to use the resuits of an
industry-wide niodel to prescribe detailed operations would probably be
detrimental. In an analysis of such industries, the categories of men, ma-
terials, equipment, and productive processes must be coarse aggregates. The
industrial cngineer with a knowledge of the particular circumstances of his
establishment can better plan the allocation of his resources on the basis of
analyses of narrower scope.

The desirability of a division of labor between broad-scope and narrower-
scope analysis is not peculiar to either a market economy or a planned
cconomy. In a market economy, broad-scope analysis is required to judge
the feasibility and estimate the impact of major government actions, e.g., in
the areas of military preparedness, regional unemployment, or agricultural
policy. Problems of implementing these policies are passed on—in part
through the government organization, in part through the market mechanism,
in part through the business organizations of individual firms—to those
responsible for specific production deeisions. In a centralized economy,
over-all programs must similarly be supplemented by detailed plans of smaller
~cope.  The principal difference is in the channels of communication between
the broad and narrow planning activities, and in the incentives at some of the
stages of this process.

Thus, for complex sectors within highly developed countries, the chief use
of industry-wide analyses consists of cost and feasibility estimates and general
notions of shortage and surplus. Detailed planning decisions can and should
he delegated.

The situation ig very different in the case of a new industry in a less de-
veloped eountry. There an industry-wide analysis may encompass little
more than would an establishment-wide or a firm-wide analysis within a
highly developed country. In the chemiecal plant location study in Chapter 6,
for example, the problem is to locate one, two, or at most five, plants of each
of two types in the entire Latin American region. From an “industry-wide”
analysis of such a nature, one could hope for reasonable prescriptions con-
cerning detailed investment decisions.

Accuracy axp TESTING

A process analysis model can be viewed as a complex hypothesis which, like
hypotheses in the physical sciences, has implications concerning observable
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phenomena. The natural hope is that process analysis models can be tested
by methods analogous o those of the physical sciences. Although the experi-
mental methods of physics and chemistry are not available, the checking of
theory against fact as in astronomy or meteorology seems appropriate.
Towards this end are the tests reported in Chapters 4, 5, and 9.

It is important to realize some of the limitations inherent in such tests.
Cur remarks, however, are not intended to discourage testing. Checks of the
moedel against recent history serve, if for no other purpose, to catch gross errors
such as misplaced decimal points or reversed algebraic signs. Although they
do not provide the level of confidence we would desire, their contribution is in
an area where otherwise we have next to nothing,

The difficulty with historical testing of models is twofold: First, it is possi-
ble for an extremely inaccurate, untrustworthy model to do well at such tests.
(We do not mean “do well” accidentally, one time, but do well consistently
even though the model is of little use as a policy guide.) Second, it is possible
for an extremely useful model to perform quite poorly.

In order to illustrate the possibility that a poor model can perform con-
sistently well in tests against history, consider the following highly simplified
example. Buppose that there are two products, @ and b, and two limited
resources, A and B. One unit of @ can be preduced only by using a unit of 4;
a unit of b can be produced only by using a unit of B. The model, however,
incorrectly assumes that either a unit of 4 or one of B may be used to produce
a, and that the same is true for b. In this case the production possibilities,
in fact, are given by the region OACB in Figure 1, whereas the model would
assert that the entire region OA’B’ is attainable. If the economy is efficient
it will produce C, and a historical test will vindieate the model. Suppose
that the model was used to form policy decisions, and that plans were made
requiring the product mix represented by (”. This mix could not be achieved
by the economy since the only feasible points are those in OACB. If the
economy remained efficient, C would be produced (perhaps disrupting plans
based on C*). If, forgetting about the original plans to produce €’ and the
failure of the economy to accomplish this goal, we performed a test by history,

ES
o]

Units of a

B
Units of b

FIGURE 1
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we would again find that the performance of the economy was consistent with
the model.!

This example illustrates the possibility that a model can be quite useless
for policy evaluation and yet score well according to the test of history. The
converse may also be true. For example, in connection with requirements
analysis, we have already noted that judgment may be used in an iterative
fashion to modify the original model. Even though the initial model may {fail
the test of history, it nevertheless contributes to the general process of arriving
at valid conclusions.

CosT AND AVAILABILITY OF BRroaD-ScoPE MODELS

In principle, the process analysis approach permits a more accurate descrip-
tion of economic alternatives than do the alternate approaches discussed in
Chapter 2. This superiority is merely academic, however, unless process
analysis models can be developed and used economically, The studies in this
monograph illustrate the feasibility of the process analysis approach in single
industries. Now we turn to a more speculative issue concerning the feasibility
of broader-scope {multi-industry and economy-wide) models.

We divide this question into two parts, the first concerned with computation,
and the second with model building and data collection. In effect we ask: Is
it possible, at reasonable cost and in a reasonable time, to formalize technologi-
cal relations which characterize much or all of the economy? Can data be
obtained to supply the parameters of such models? Can the consequences of
such models be derived for problems with important economy-wide ramifica-
tions?

CoMPUTATION

The art of linear programming has evolved rapidly, and gives ample evi-
dence of a continued rapid evolution. Statements concerning computing costs
become obsolete quickly. For example, in 1959 computing limitations re-
stricted the size of linear programming models to 250 equations. By 1961—
only two years later—a general-purpose linear programming eode had run
several 500-equation problems, and was capable of handling systems of up to
1000 equations. Without going beyond well-established principles (but by
taking advantage of the special structure of large process analysis matrices),
a code could be developed for handling systems with thousands of equations.

Linear programming is not applicable to all proeess analysis medels. For
exampie, in some instances involving economies of scale, it may be desirable to
make use of integer programming optimization methods. In extremely com-
plex cases (e.g., multisector spatial models involving sequential decisions over

!'We may, however, be led to somewhat greater confidence in a2 test by history if the
relative implicit prices within the model (the slope of 4'C'CB’) check reasonably well
with the historical market prices. Such a test is described by Manne, pp. 40-42,
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time in the face of uncertainty), there may exist no economical techniques for
optimization. For such problems, simulation has proved useful.

A simulation analysis does not find an optimum poliey. Rather it evaluates
proposed policies under various contingencies. On the basis of initial simula-
tion runs, new proposals may be devised and in turn tested by further runs.
The evaluation of alternate proposals may be less desirable than would be
the development of an optimum strategy; but for models beyond the range
of optimization techniques such evaluation is preferable to implementing vast
programs without prior testing, or to testing programs with models which
seriously misrepresent the technological possibilities.

Despite the rapid progress in optimization techniques and simulation, com-
putation capabilities remain s scarce resource. They constitute an important
consideration in formulating economy-wide models. Depending upon the
particular policy application, spatial, temporal, or technological details will
be emphasized and others suppressed in order to fit within a computational
budget. There remains great value in finding more economical computing
methods to increase the analyst’s ability to freely explore problems of economic
capability.

MopeL BuiLping aNp Data CoLLEcTION

In the present section we discuss requirements for building economy-wide
process analysis models. Of the three alternative approaches deseribed in
the preceding chapter, input-output is the most demanding of time and re-
sources. We will be particularly concerned with comparing the demands of
this approach, as a benchmark, with those of process analysis.

Process analysis models built for individual industries (or closely related
industrial complexes) can have value in themselves. Examples of such sector
studies are noted throughout this monograph. The seetor studies do not indi-
vidually make excessive demands on time and resources. They require an
effort roughly comparable to that of a Ph.D. dissertation. The building of a
one-sector model should lie well within the resources of any ageney charged
with responsibility for analyzing the capabilities of that sector.

Once the individual sector studies exist, multisector models can be obtained
at relatively low incremental cost. If we include the time and resources
needed to build the individual sector models, the requirements for an economy-
wide process analysis model are substantially greater than those of a detailed
input-output table. On the other hand, if we inelude just the ineremental
cost of combining sectors, the cost of an economy-wide process analysis model
is only a small fraction of that of input-output,

A vast amount of information coneerning productive processes is publicly
available, The analyst’s chief job is that of selection and aggregation.
Insofar as needed data are not in the public domain, our own experience has
been that managers are generally quite cooperative in supplying information
for a scientific eause—provided that the nature of the information is clear,
that it is readily available within their files, and that its confidential nature is
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carefully respected. Generally, the information needed for process analysis
is more readily available than that needed for input-output. In running a
business, it is not necessary to be able to classify sales and purchases by
census categories, but it ¢ necessary for someone to know what materials and
resources are used and what products are produced by manufaeturing opera-
tions.

Increasingly, techniques such as linear programming and simulation are
being applied at an intrafirm level, e.g., to problems of equipment selection and
plant operation. Such intrafirm models present both data and relationships
in a form particularly suited to the needs of the process analyst,

Some sectors or aspects of the economy do not readily lend themselves to
technological analysis, This is partizularly characteristic of such service
industries as retailing, advertising, and banking. The inputs to these sectors
should probably be handled as boundary eonditions of a process analysis.

Technological relationships are neither ageless nor universal. Productivity
coefficients should be updated with time, and new processes and products added
as they become important. In extrapolating from one country to another,
coefficients must be modified to reflect, e.g., the average age of equipment in a
given category, or the average skill and experience of labor in the performance
of labor-paced tasks.

There is nevertheless a substantial degree of transferability of technological
models in time and place. For an industry-wide model, the list of processes
employed by the economy changes slowly. The updating of production coef-
ficients {which should be done periodically for all models) is a much easier
task, more subject to delegation and routine procedures, than is the original
model building,

The transfer of models of technology from one country to another is most
easily accomplished in the case of equipment-paced processes, although adjust-
ments may have to be made to reflect differences in equipment age and effi-
cleney. For labor-paced processes, further adjustments may have to be made
to aceount for differences in work habits and experience between one region
and another, Also, because of radical differences in the capital-labor availa-
bility ratio, productive processes may be relevant for one country but not for
another. Nevertheless, as illustrated in Chapter 16 for Mexico, experience
thus far suggests that the existence of models for one country is a great aid
in the construction of models for similar industries elsewhere.

For previcusly unexplored sectors, process analysis models should not be
mass-produced. They require an individual or a team familiar with detailed
technological relationships and the types of models by which these relation-
ships can be portrayed. Even for such an individual or team the construction
of a model may be a time-consuming research activity subject to the unpre-
dictability that rescarch is generally expected to have.

The development of process analysis models can, nevertheless, be encouraged
and assisted. For example, funds for Ph.D. candidates who wish to write dis-
sertations in this area would help attract interested graduate students. A
central clearinghouse for studies and data could help answer questions such
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as, “Now that I am done with my study, what should I do with the worksheets
or punched cards of data which I no longer need but which may be valuable
to someone in the future?” or “Has anyone already done a study in a particu-
lar area? If so, where is it published? And how can I get his final (and
perhaps intermediate} data in a machine-sensible form?”

Considering the value of individual sector studies, and the nominal cost of
multi-sector models once the sectors have been analyzed, the long-run prospects
for broad-scope process analysis seem quite bright. But what about the short
run? If no process analysis models existed at all, the policy planner would be
well advised to use some form of requirements analysis on those proposals
which passed the coarse screen GNP test, Insofar as process analysis models
do exist, he can introduce greater technological detail in areas which he feels
germane to the problem at hand. Each addition to our stock of reliable sector
models makes it more likely that the policy planner will be able to represent
satisfactorily those parts of the economy which play a critical role in his
practical problem.
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A GLOSSARY OF TECHNICAL TERMS*

ALKYLATE. Product obtained in the alkylation process. Chemically, it is a complex
molecule of the paraffinic series, formed by the introduction of an alkyl radical into an
organic compound,

ALKYLATION. A synthetic process for the manufacture of components for aviation
gasoline.

ANTIKNOCK AGENTS. Chemical compounds which, when added in small amounts to
the fuel charge of an internal-combustion engine, have the property of suppressing or at
least of strongly depressing knocking. The principal antiknock agent which has been de-
veloped for use in fuels is tetraethyl lead. Iron carbonyl and aniline (and other aromatic
amines) have had limited use.

APT GRAVITY. Arbitrary scale for measuring the density of oils, adopted by the
American Petroleum Institute. Water is 10° AP, gasoline approximately 55-60°.

ASTM DISTILLATION. A distillation test made on such products as gasoline and
kerosene Lo determine the initial and final boiling points and the boiling range.

BARREL. Petroleum industry uses 42-gallon barrel as the standard barrel,

BOTTOMS. In a distilling operation, the portion of the charge remaimng in the still
or flask at the end of the run; in pipe stilling or distillation, the portion that does not
vaporize.

Btu, Abbreviation for British thermal unit, & unit of heat commonly used in heat en-
gineering. It is the amount of heat necessary to raise the temperature of one pound of
water one degree Fahrenheit. '

CATALYST. A substance which effects, provokes, or accelerates reactions without
itself being altered.

CATALYTIC CRACKING. A method of cracking in which a catalyst is employed to
bring about the desired chemical reaction.

CETANE NUMBER. Diesel fuel ignitability performance measured by the delay of
combustion after injection of the fuel. It represents a comparison of a fuel with stand-
ards which are cetane in alpha-methyl-naphthalene.

COKING. The process of disiilling a charge of oil to coke. In the last part of a cok-
ing run on a shell still, the bottom of the still is at a red heat and most of the volatile
matier is driven out, leaving the eoke hard and dry.

CRACKED GAS OIL. The gas oil {formed as one of the products of a eracking reac-
tion. It should not be confused with the term “gas oil cracking stock,” one of the pos-
sible inputs inio a cracking still; “cracked gas oil” is sometimes known as “catalytic gas
0il” if the cracking process has involved the use of catalysts.

CRACKING. High temperature treatment of a given material (usually termed the
“eracking stock” or “charging stock”). In this process, the long molecules of the cracking
stock are broken up, with the attendant formation of gasoline. Other reaction products
are gag oils, residual oils, and various gases.

* Reprinted by permission from A. 8. Manrne, Scheduling of Petroleum Refinery Opera-
tions, Harvard University Press, Cambridge, Mass., 1956, pp. 59. Most of the defini-
tions here are quoted direcily from the glossary in Fundementals of Petroleum, U. S.
Bureau of Naval Personnel, NAVPERS 10883 {1953), pp. 161-172.

k1§
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DISTILLATION. Distillation generally refers to vaporization processes in which the
vapor evolved is recovered, usually by condensation, and a separation effected between
those fractions which vaporize and those which remain in the bottoms. (See Fractional
Distillation.)

END POINT (EP). The highest temperature indicated on the thermometer inserted
in the flask during a standard laboratory distillation test. This is generally the tempera-
ture at which no more vapor can be driven over into the condensing apparatus.

FRACTIONAL DISTILLATION (SEE DISTILLATION). Fractional distillation im-
plies the use of equipment for effecting a more complete separation between the low and
high boiling components in a mixture being distiled than does the general term dis-
tillation. It is usually accomplished by the use of a bubble tower or its equivalent.

GAS OIL. Term originally used to mean ocil suitable fer the manufacture of illuminat-
mg gas. Now employed to designate an overhead distiliate product with a boiling range
intermediate between that of kerosene and residual fuel oil. The material is used as fuel
for home furnaces and diesel engines and as a eracking stock. Also known as “distillate
0il” or “middle distillate.”

INITIAL BOILING POINT (IBP). The temperature at which the first drop of dis
tillate falls from the condenser into the receiver in a standard laboratory distillation
procedure.

KEROSENE. A petroleum overhead fraction with a boiling range intermediate be-
tween that of gasoline and gas oil. Used as an illuminant, stove oil, and tractor fuel.

MIDDLE DISTILLATES, A generic term for kerosenes and gas oils.

NAPHTHAS. Oils of low boiling range (80°F to 440°F), usually of good color and
odor when finished. Sometimes refers to gasoline components and sometimes to special
producets, solvents, ete.

QCTANE NUMBER. Term used to indicate numerically the relative antiknock value
of automotive gasolines, and of aviation gasolines having a rating below 100. It is based
on a comparison with the reference fuels iso-octane (100 octane number) and normal
heptane (O octane number}. The octane number of an unknown fuel is the volume per
cent of iso-octane with normal heptane which matches the unknown fuel in knocking
tendencies under a specified set of conditions. Either the Motor method or the Research
method may be used in determining octane rating of automotive gasclines; either the
Aviation method or Bupercharge method may be used in determining the octane rating of
aviation gasolines. The test method employed must be reported with the octane rating.

POLYMERIZATION. A process for uniting light olefins to form hydrocarbons of
higher molecular weight.

RECYCLING. The reuse of cracked distillate products as a charge stock in the same
cracking process,

REDUCED CRUDE. The bottoms remaining from & distillation of crude oil.

REFORMING. A process for converting low octane number naphthas or gasolines into
high octane number products. .

REID VAPOR PRESSURE. The measure of pressure exerted on the interior of a
special container (Reid Vapor Pressure apparatus), under specified test conditions.

RESIDUAL FUEL OILS. Fuel oils which include either reduced crudes or viscous
cracked residuum. Used as fuel for industrial heat and power and also for marine and
locomotive boilers,

RESIDUUM. The dark colored, highly viscous oil remaining from crude oil, after the
more volatile portion of the charge has been distilled off.

STRAIGHT-RUN GASQOLINE (RAW GASOLINE). A gasoline which is obtained
directly from crude by fractional distillation.

TETRAETHYL LEAD. A volatile lead compound, Ph(C,H,),, which, when added in
small proportions to gasoline, increases the octane rating.

THERMAL CRACKIN(G. The process of cracking by heat or by heat and pressure.

VISBREAKING. A mild cracking process employed in order to reduce the viscosity
of residual stocks.



CHAPTER 4

A LINEAR PROGRAMMING MODEL OF THE U. S.

PETROLEUM REFINING INDUSTRY
Alan 8. Manne

This chapter is addressed to the problems of estimating output capabilities
for an entire economy. It represents a one-industry experiment in relying
primarily upon engincering data for this purpose, rather than upon time series
information alone. The use of linear programmning, combined with the shift in
emphasis upon sources of information, holds out the promise of greater fore-
casting reliability than is otherwise attainable,

This chapter reports upon the construction of one of a series of process
analysis models that are being developed for the United States economy (see
Markowitz, 1955). The general purpose of these studies is to give numerical
answers to questions about production capability, and at the same time to take
account of potential substitulions hetween alternative production processes.
Among the sectors now under study are the following: metal machining, iron
and steel, ehemicals, and fuel and power.* TUltimately, it is believed that the
technological capabilities of an entire economy could be covered in a similar
fashion.

Typically, a process analysis model employs not only time series information
on input-output relationships, but also engineering estimates of alternatives to
these ohserved relationships. By using lincar programming in place of the
square Leontief interindustry flow matrix, process analysis models provide a
more satisfactory allowance for both substitutability and complementarity
cffeets. Sueceess here depends upon progress in several distinet but allied
fields—the formulation of meaningful problems, the collection of suitable data,
the computation of large-seale systems, and tlie testing of results. Since a
reader can best appreeiate the interaction hetween these things after seeing
something of the construction of a process analysis model, further discussion
of the general problem will be deferred until the final section of this chapter.

In the case of the petroleum medel, the basic guestion that has been asked is

Reprinted by permission from Econometrica, Journal of the Econometric Society, Vol.
26, No. 1, January, 1958.

* Editors’ note: The metal machining and iron and steel studies constitute Chapters 9
14 of this volume. Chemicals and fuel-and-power amalyses were begun, but were not
completed.
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the following: Using the refining equipment and the raw materials available
in the U. 8. A, on January 1, 1953, what product-mix alternatives were possible
as between the output of JP-4 jet fuel and the output of other refinery pred-
ucts, and how would these alternatives be affected by a reduction in the
available capaeity of refining equipment?

In making these estimates, the first step was to construct a linear program-
ming model of the U. S. refining and crude oil production sectors. This con-
tains details, not only upon the manufacture of JP-4 jet fuel, but also upon the
following major end items: 115/145 avgas; 100/130 avgas; premium motor
fuel; regular motor fuel; numbers 1, 2, and 6 fuel oil; diesel fuel; lube oils and
asphalt; coke; liquefied petroleum gases; and the basic aromatie chemiecals,

It must be emphasized that there were many simplifying assumptions in-
volved in setting up the industry-wide model, and that there is a considerable
margin for error in each of the detailed estimates. Fortunately, the model’s
predictions check with observable events in two important respects: (a) the
model predicts that the industry could have produced only a slightly higher
quantity of the 1952-53 product mix than was actually achieved; and (b)
“chadow prices” on individual items in this particular product mix correlate
fairly well with the aetual market prices that prevailed during the 1952-53
period. The chief discrepancy between the market prices and the “shadow
prices” (i.e., marginal rates of substitution within the model} occurred in the
case of produet categories that had not been of primary concern—hguefied
petroleum gases and number 6 fuel oil. For this reason, the reader is cau-
tioned that the model is not an all-purpose collection of technical data. Other
industry-wide applications might well require a more detailed analysis of
certain refining operations than is presented here, and would at the same time
require less detail in other categories. There is no doubt that each of the
estimnates could be improved by careful scrutiny from members of the petro-
leum industry. Even in its present form, however, the model appears to give
reasonable answers to a wide range of questions dealing with the substituta-
bility of jet fuel and other refinery products,

MaJoR ASSUMPTIONS

Since this study is largely eoncerned with manufacturing technology, scant
attention has been paid to either the geographical or the dynamic aspects of
the problem. The analysis proceeds as though the crude oils, the refining
equipment, and the products were concentrated at a single point in space and
time. The mode! neglects the fact that transportation resources may be
limitational, and it neglects the implications of new investment and of inven-
tory accumulation,

This is not to say that the spatial and temporal aspects are of negligible im-
portance—only that at the time these computations were performed (1954), an
n-region, {-period mode! would have made the work inordinately expensive,
except for the special case of n = t = 1. By suitable aggregation, of course,
the amount of technological detail may be brought within more modest propor-
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tions, thereby making it feasible to attach time and location subseripts to indi-
vidual items.!

It is apparent that a substantial change in the formal structure of the model
would result from an attempt to relax the assumptions as to space and time,
The other major assumptions could be altered with little more than a numeri-
cal change in certain constants or coefficients: (1) The reference date for all
caleulations is January 1, 1953. (2) Both the equipment capacities and the
crude oil availabilities are taken to be a datum—at the overall maximum rates
estimated for January 1, 19535 (3j All end item specifications (octane num-
ber, performance number, boiling range, aromatics content, vapor pressure, and
viscosity) are set at the average levels prevailing on this date. (4) Of the
petroleum refinery inputs other than crude oil, only the following items are
considered explicitly: isopentane, natural gasoline, tetraethyl lead, heat, and
C2, C3, and C4 gases. These are taken to be available at the average rate
prevailing between July 1, 1952, and June 30, 1953. All other inputs (e.g.,
labor, electric power, catalysts, and sulfuric acid) are considered to be non-
limitational, and are exeluded from the analysis.

On the technical side of the process, two primary simplifications are made:
(1) Just 25 categories of crude oil are eonsidered here—despite the fact that
there are well over 300 distinet ol fields within the United States. (2} Refin-
ing equipment types are distinguished by broad categories, but not by particu-
lar patents. For example, “catalytic cracking” and “catalytic reforming” are
obviously taken as separate categories. No distinction is made, however,
between the Fluid Catalytic Cracking of the Universal Oil Products Company
and Thermofor Catalytic Cracking of the Houdry Proecess Corporation.
Although the operating and investment costs do differ as between individual
types of catalytic eracking processes, the product yields seemed sufficiently
comparable to justify the aggregation.

Appendix A at the end of this chapter presents the list of products that are
under study here. Although there are 14 distinct end items considered, this
is not an exhaustive list of refinery products. For example, the catch-all
phrase “vacuum distillation bottoms” refers to a whole variety of final prod-
uets——numerous grades of lubricating oils and of asphalts. Without considera-
bly more detail than is provided within the existing scheme of classification,
it would be impossible to describe the interdependence within this group of

1One study along these lines is already under way. T. A. Marschak has streamlined the
technological details of the present model and used his small-scale version for constructing
a four-region model (East, Midwesi, Gulf Coast, and West), which includes explicit re-
straints upon transportation. It will be interesting to examine the eflects of geography
within this context. Marschak's study should provide a more satisfactory treatment of the
interdependence between the three sectors of the industry: crude oil producing, refining,
and transportation.

Editors’ note: Marschak'’s study is presented in Chapter 5 of this monograph.

*The domestic crude oil availability on this date was 7465 millions of barrels per calen-
dar day—slightly in excess of the crude oil charging capacity of 7.285 millions of barrels.
Even ignoring the possibility of imports, there would have been enough domestic crude
oil to use up the erude charging facilities available within the U. 8.
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materials. All that the existing model pretends to do is to aliow for the gross
effects of these items upon the other refinery products.

THE MATHEMATICAL MODEL

The model used here was of the conventional linear programming type.?
One way to describe this mathematical structure is to refer to the maximization
of a linear form, subject to linear inequality restraints. An equivalent charac-
terization is the following:

Subject to

z; 20 (j=0,101, ..., 1162)*
and

2z LT ] < gi (‘L = 101, 102, ce ey 620),
5

choose values of z; so as to maximize z,.

Rather than reproduce the complete linear programming roatrix (105 distinet
rows and 205 columns) on one sheet of paper, the column vectors of the main
a;, matrix have been grouped into eleven families, and each such group is
shown on one of the tables of Appendix B, B.1, B.2, . . ., B.1l. A complete
identification list of the individual equations is given in Appendix C. This
appendix also lists the constants, g,, the net initial availabilities of all items.

Figure 1 gives a simplified view of the connections between the different
stages of processing. This figure may also be used as a general guide to the
linear programming matrix of Appendix B. For example, the block labeled
“1. Atmospheric crude distillation” corresponds to Table B1, ie, activities
101, 102, . . . , 125. Because of the intricacy of the refining operation, Figure
1 includes only the major types of stream flow. To cite just two of the omis-
sions, this diagram does not show any of the fuel inputs or outputs, nor does
it indicate any of the possibilities for shifting equipment between alternative
uses. (See Tables B.6 and B.7.)

Within this model, there are numerous possibilities for varying the product
mix. The key points at which choices are to be made correspond to the three
main steps in the refining sequence: first atmospheric crude distillation, then
conversion of the straight-run streams into blending stocks, and finally the
blending of the end items. At the primary distillation stage, there is a choice
of how much of each type of erude is to be used. Once this selection is per-

? The standard reference on the theory of linear programming is T. C. Koopmans (1951).
For applicstions to the oil refining industry, see A. Charnes, W. W. Cooper, and B, Meilon
(1952); G. Bymonds (1955); and A. 8. Manne (1956). For a glossary of technical terms,
see pp. 31, 32 of this book.

The entire numerical apalysis of this model was performed upon IBM 701 equipment at
The RAND Corporation. For a discussion of the actual method, see W. Orchard-Hays
(1956).

‘The 205 individual z; variables (zg, z,4;, . .., %y;,,) are identified by the column
headings in Appendices A and B.
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FIGURE 1. Schematic flow diagram.

formed, the quantities of each type of straight-run material (gases, naphthas,

gas oils, and residuum) becomme determined. Next, at the conversion step
" (cracking, reforming, alkylation, ete.}, there are choices as to how much of
the straight-run materials will be sent directly to blending, how much to the
individual types of conversion units, and how muech of the converted materials
sent in turn to other units, Finally, at the blending stage there is considerable
freedom in the selection of components for any particular end item.

In addition to these options as to the routing of materials, there are choices
as to the mode of operation of individual units—variations in the recycle ratio
for cracking and in the severity for reforming operations. No allowance is
made for the possibilities of manipulating the pressure or space velocity on
individual units.

For presentation purposes, the restraint equations have been grouped into
six classes: (1) equipment capacity, (2) raw material availability, (3) refinery
gases and straight-run streams, (4) converted streams, (5) gasoline and jet
fuel specifications, and (6) end item requirements. The equipment capacity
equations, for example, ensure that no program will c¢all for more refining
equipment of any one type than is available within the U. 8. economy. Simi-
larly, the next ones (group 2) ensure that no pregram will exceed the net
initial availabilities of erude oils and other raw materials. Groups 3, 4, and
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6 constitute material balance equations on various intermediate and end items.’
Group 5 constrains all gasoline and jet fuel blends to fall within aceeptable
specification limits.® Also included within this group are four equations (num-
bers 523, 524, 533, and 534) which permit the ethyl fluid (TEL) concentration
in motor gasolines to fall below 3 cc¢/gal., but which ensure that an octane
penalty will be exacted in return.’

Appendix B contains all non-zero coefficients of the a,, matrix, with just one
exception—the maximand (activity 0).*) This maximand represents the level
of output of a product mix which, except for JP-4 jet fuel, is proportional to
the actual 1952-53 output of each item. (See Appendix A.) Per barrel of
this standard mix, there are, for example, 13597 barrels of premium grade
motor gasoline and .31350 barrels of regular. These proportions are identical
with the 1952-53 ratios of premium and regular grade gasoline to the total
volumetric output of all refinery products other than jet fuel. The objective,
then, is regarded as the maximization of the standard product mix, subject to
producing specified quantities of jet fuel. (The production requirement for
jet fuel is varied by means of the parameter, q.,,.) In this way, the linear
programming model traces out a substitution curve between the one group of
refinery products and the other. Two such loci—here referred to as “tradeoff
curves”’—are presented in the sections that follow. Should there be interest
in any product mix other than the one studied here, the only revisions required
would be in the coefficients shown in Appendix A,

Resvrrs or THE INrrialL LINEAR ProGRAMMING CALCULATIONS

Figure 2 contains the trade-off curve between JP-4 jet fuel and the standard
product-mix—given all the assumptions that have been outlined previously.®

*Some of the so-called “intermediates” are also end itemns. Ytem 375, “vacuum distilla-
tion bottoms,” for example, may be used directly as the end item “lube oils and asphalts.”
Alternatively, this material may be utilized as an intermediate for visbreaking, coking, or
for blending into number 6 fuel oil {(activities 521, 532, and 1150).

*In the case of diesel fuel and numbers 1, 2, and 6 {uel oil, no explicit specification
equations have been written. Instead, the matrix contains a preselected set of aceeptable
blends for each of these products.

"The model is free to vary the concentration of ethyl fluid in preminum and regular
grade motor fuel, up to a level of 3.0 centimeters per gallon (cc/gal.). The concentration
of this item in aviation gasoline is fixed, however, at the maximum permissible level of
46 cefgal.

The ponlinear relationship between ethyl fluid concentration levels and octane numbers
is approximated by a two-segment linear curve. Reducing the TEIL concentration in
motor gasoline from 3.0 to 1.5 ce/gal. (63 cubic centimeters per 42-gallon barrel) is taken
to be equivalent to a loss of 3 octane-barrels. (Vectors 949 and 999} From 1.5 down to
0 ce/gal, the loss comstitutes 8 octane-barrels. (Vectors 948 and 998.) This device im-
plies that the effect of TEL upon the oectane number of the blend can be approximated
by taking an a priori average of the lead susceptibilities of the individual components.

*In order to preserve consistency with the linear inequality constraints written on
p. 36, an input coefficient in Appendix B is represented with a positive sign and an cutput
with a negative one.

*The curve shown here does not contain all facets of the Koopmans “efficiency fron-
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FIGURE 2. U. 8. jet fuel tradeoff curve, initial caleulation.

It is worth observing that, except over small segments, the relationship is not
at all linear. According to this curve, the oil industry can neither substitute
let fuel for other products at a constant barvel-for-barrel rate, nor at a
constant dollar-for-dollar rate. It is even more erreneous fo suppose that jet

tier” (Koopmans, 1951, p. 60), but rather connects up u number of arbitrary points along
the periphery of that frontier.

The solid curve does not literally indicate the maximum attainable outpui of JP-4 jet
fuel. Within the conditions of the model, it is possible te show that this maximum at-
tainable output cannot be greater than 3.298 millions of barrels per ealendar day, nor less
than 3.202. The dashed line on Figure 2 extends to this upper bound.
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fuel must be produced in fixed proportions with each of the other end items.
Instead, the model indicates that the higher the level of jet fuel output, the
greater will be the volume of other produets that will have to be sacrificed in
order to make an additional barrel of jet fuel. Ower the initial segment of the
trade-off curve, jet fuel can be produced at a marginal cost of only 0.6 barrels
of the standard product-mix. This ineremental cost rises steadily up to the
point where 3.0 millions of barrels of jet fuel are obtained, and quite sharply
beyond that point. At the extreme jet fuel output level of 3.29 millions of
barrels, the indicated marginal sacrifice becomes 25.5 barrels of other products
fdr one additional barrel of jet fuel *®

Figure 2 also contains the actual output point for 1952-53. It is reassuring
to find such close agreement between actual and estimated results, but the
reader should be reminded that this is a one-sided test. In view of the con-
straints imposed by the erude oil distillation capacity and the conservation of
mass, it would have been impossible for the model to make a gross over-
estimate of the industry's production capabilities.**

The same objection does not apply to the possibility of an underestimate, for
there was no built-in feature that guaranteed that the model would attain as
high a point as was, in fact, reached by the industry. As things turned out,
the tradeoff curve lies slightly above the actual historieal point. The reader
is free to choose between two possible interpretations of the results: (1) the
industry was producing at less than 100% of capacity during this time period;
or (2) the industry was really operating at capacity levels, but the model’s
imperfections resulted in an upward bias.

Perhaps a more satisfactory check upon the reliability of the model can be
obtained by coraparing the ‘“shadow prices” of individual end items with the
market prices prevailing at the midpoint of the 1952-53 period. “Shadow
prices,” it will be recalled, represent the change in payoff per unit change in the
net requirement for a given item. Since payoff in this model is measured in
terms of the quantity produced of a standard product mix, the shadow price of
.an item represents its incremental cost, as measured in terms of this standard
product mix. In the case of premium motor fuel, for example, the shadow
price of 1.525 means that if g,,,, the net initial availability of this item, were
increased by one barrel, it would be possible to produce an additional 1.525

“The author has little confidence in the exactness of this incremental cost estimate for
jet fuel at all-out production levels, In the {ace of such large-scale demand, there would
undoubtedly be innovations for making this item available in a more economical fashion.
One obvious expedient would be to expand coking facilities o as to convert a larger frac-
tion of residual fuel oil into JP-4.

"For purposes of the model, the total available volumetric input amounted to 7.59
millions of B/CD. (This included 729 millions of crude distillation capacity, plus smaller
amounts of natural gasoline, isopentane, and gases.) Since the model provided no oppor-
tunities for a lquid yield in excess of 1009 of the initial material, the model could not
have come up with an output rate in exeess of this 7.50 millions. The solutions never in-
dicated a volumetric production rate in excess of 7.18—this at a jet fuel level of .50 mil-
lions, The actual output during 1952-53 consisted of 6.99 millions, including jet fuel.
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barrels of the standard product-mix, and at the same time hold jet fuel produc-
tion constant. A similar meaning may be attached to the shadow prices asso-
ciated with each of the other 104 rows of the matrix,

. Under the following assumptions—neithér of them obviously valid—the
observed market prices ought to be proportional to the shadow prices within
the model: {(A) The technology of the model is identical to the real one. (B)
The maximizing criterion produces results that are identical to those that would
oecur if refiners ucted consistently as though they could sell unlimited quanti-
ties of each item at the stated market prices (see Koopmans, 1951, pp. 65-67).

To the extent that conditions A and B are invalid, one should cxpect to find
nonproportionality—and even a lack of correlation—between the shadow
prices and actual market prices. Figure 3 provides a comparison between the
two price structurcs.  {n the horizontal axis is plotted the December 31, 1952,
Gulf Coast bulk cargo price quotation {or range of gquotations) for each iten:,
and on the vertical axis the corresponding shadow prices. A 45° straight line
has been drawn In to indieate the perfect-proportionality hypothesis. It is
evident that there are deviations from this 45° straight line—particularly in
the case of number 6 fuel o1l and LPG—but that for all other items shown, the
correspondence is reasonably good. '
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FIGURE 3. Comparison between market prices and shadow prices.
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Details of the comparison are to be found in Table 1.* The shadow prices
were taken from the linear programming solution at which the output of jet
fuel was .50 millions of B/CD (barrels per calendar day), and that of other
products was 6.68. Since shadow prices vary from facet to facet along the jet
fuel tradeoff curve shown in Figure 1, this selection was somewhat arbitrary.
No shadow price results had been eomputed for the point corresponding most
closely to the 1952-53 actual product mix, i.e., .26 millions of JP-4 and 6.91 of
other products. Shadow prices were available, however, from the solution for

TABLE 1
COMPARIEGN BETWEEN MARKET PRICES AND SHADOW PRICES
ﬂ:dd‘:;l;’,‘:;:f_“m’;"‘p‘e’: Gulf Coast bulk cargo
. barrel of specified item) | Prices, Dee. 31, 1052
Equstion Item (#/gal.} Sourt?e:
number ) 50 millions of Platt's il Price
zero jet fuel B/CD of jet Handbook, 1568 and
output fuel output 1964, Ref. [82)
602 115/145 avgas 2.267 1.841 17.75
603 100/130 avgas 1.973 1.701 16.-16,75
604 premium motor fuel 1.740 1.525 12-12.25%
605 regular motor fuel 1.535 1.432 11.0¢
620 -JP-4 jet fuel 0= 1.123 9.5-9.75d
606 number 1 fuel oil 084 1.055 9.0¢
351 diesel fuel oil 672 .839 8.125-8.5¢
607 number 2 fuel oil .697 904 8.-8.25
608 number 6 fuel oil .058 .204 3.574 . 40=
302 normal C3 gases (LPG) .036 128 4.375b

®i In this basis, the only vector entering into the jet fuel requirement equation was & “slack” vector. The basgis in
obvoualy infeasible for any jet fuel requirement greater than zero. ’

b Platt’s quotation for 92 octane number gasoline. Within the model, premium motor fuel was considered to be
91.5 octane.

¢ Piait’s quotation for 85 octane gascline was 11-11.5, and for 83 octane, 10.75-11.25, Within the model, regular
motor fuel waa considered to be 85 octane,

d Price quotation as of Decgmber 31, 1953. None earlier available in Plait’s. On December 31, 1052, price quotation
for 41-43 gravity, water white kerosene was 9.0¢/gallon; and on December 31, 1853, was 8.575-9.75. Kerceene and jet
fuel are sufficiently comparable to justify the use of the December 31, 1053 jet fuel price quotation.

€ Plait's quotation for 41-43 gravity, water white kerosene.

! Platt’s quotation for 45-52 Diesel Index Gas Oil. Within the model, diesel fuel was considered to be 52 cetane
number.

€ Plait’s quotation for Bunker C fuel oil.

b Platt’s quotation for industrial and commercial propane-

zero jet fuel and 7.07 milliens of other products, and these are also given in
Table 1. The reader will notice that at this output level, the correlation with
market prices is not nearly as close as that for .50 millions of jet fuel.

The most satisfactory check upon the goodness of the model will come from
a careful scrutiny of the structure by refiners themselves. The fact that the

" For these purposes, only one set of market guotations was employed, Gulf Coast bulk
cargo prices, This one market was selected in preference to a national average—even
though the model deals with the U. 8. as a whole. Since the model does not include
transportation as an explicit resource limitation, it was thought best to make the com-
parison in terms of the one geographical area which would be least affected by this omis-
sion.
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model is set forth in detailed physieal quantities rather than in dollar aggre-
gates should facilitate any comparisons between these estimates and the data
available within individual companies.

REsuLTs OF THE SECOND CALCULATIONS

The only difference between the first and second set of linear programming
calculations lies in the assumption that the refining equipment capacities are
reduced by certain arbitrary amounts. The new level of crude oil charging
capacity amounts to 47% of the January, 1953, level, while the capacities of

TABLE 2
ReriniNg EQuirMENT CaraciTIES
Charging capacity (millions of barrels
- per calendar day)
}f’?]:::f Type of equipment
Total U. 8. Reduced eapacity
January 1, 1953 ealculation

1M Crude oil distillation 7.285 3.411
102 Alkylation .175b. ¢ 087, °
103 Polymerization .0970 . 0490
104 Catalytic reforming .282 .108
105 Thermal reforming .31 .168
106 Catalytic cracking 2.471 1.227
167 Thermal eracking 1.457 635
108 Vacuum distillation .925 475
110 Visbreaking .278 124
111 Coking .230 .092

& Bource: [2, pp. 312-330]. Capacities converted to daily rates by an on-stream efficiency factor of .00, except for
catalytio reforming and polyerization. On these, the factor was taken to be .95. The totals used here are based upon
the state-by-state information, and differ alightly from the U, 8. totals appearing on p. 312 of the refarence.

b [nits stated in millions of barrels per day of output.

¢ The figure on U. 8. alkylation capacity is not available in published sources, but is an educated guess, based
upon the equipment surviving from World War II and the post-Korean expansion program.

other types of equipment range from 38% to 51% of the initial levels. Both
sets of capacities are listed in Table 2.

Aside from equipment limitations, the matrix for the second set of calcula-
tions is identical with the previous one. The availabilities of erude oils and of
other raw material inputs remain unchanged. Transportation facilities are
still considered as nonlimitational. None of the end item specifications are
altered. And finally, for the sake of comparability, the produet mix, exclusive
of jet fuel, ts identical with that for 1952-53.

The linear programming caleulation is again required to maximize the level
of the non-jet-fuel product mix, subject to the production of stipulated amounts
of jet fuel. The new substitution curve is shown on Figure 4, along with the
curve derived previously. Again it turned out that there were markedly in-
creasing costs in the production of jet fuel. Along this curve, the first inere-
ment of jet fuel iz obtained with only a negligible sacrifice of other products.
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FIGURE 4. TU. 8. jet fuel tradeoff curves, reduced capacity case.

The ineremental cost of one barrel of jet fuel rises steadily up to 17.5 barrels
of the product mix at an all-out production rate of 1.71 millions of barrels.

A priori, it had been expected that with the revised capacities it would be
possible to convert a far larger proportion of the product mix into jet fuel than
was possible under normal conditions. In the situation assumed here, it is onty
the refining capacity that becomes reduced; the quantity of each type of crude
oil available remains unaffected. It then becomes possible to be far more
selective in the choice of erude oils, and to distill only those that possess a high
potential yield of jet fuel.
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Despite this feature of selectivity contained within the model, there turned
out to be only a slight difference in the maximum proportion of jet fuel pro-
duced under the two sets of conditions. For the initial ‘capacity case, the
maximum yield of jet fuel, 3.3 miliions of barrels per calendar day, amounts to
45% by volume of the crude oil input. After the reduction in capacity, the
maxinmum jet fuel yield comes to 1.7 millions, or 50% by volume of the crude
True enough, the second jet fuel perecentage yield is higher, but the difference
is hardly a striking one. Such ecalculations suggest that for the majority of
erude oils, the potential yield of jet fuel is not greatly different—provided that
the available capacities of the refining equipment form a pattern similar to
that shown in Table 2. This result was, of course, not anticipated prior to the
actual numerical analysis. Had the model initially neglected the variability
in crude oil composition, a perceptive critic would have immediately noted
the omission.

SOURCES OF DaTa

There are approximately 1,500 coefficients in the a,, matrix of Appendix B.
A detailed description of the parentage of each of these numbers might be of
use to a number of readers of this paper, but would be of little interest to the
majority. For the sake of this majority, it should suffice to name the original
sources, to give a few examples of the problems that were encountered, and to
indicate which of the coefficients are fairly reliable and which are particularly
suspect,

All public sources used are listed among the references at the end of this
paper, In addition, & number of estimates were made by individuals within
the refining industry. For proprietary reasons, the names of these individuals
and their company affiliations must remain anonymous.

Using sources that are widely available, it was possible to derive a number of
the a,, coefficients quite directly. For example, given the beiling-range defini-
tions, there is a straightforward procedure for estimating the Reid vapor pres-
sure of individual components—i.e., the entries in equations 503, 513, 522, 532,
and 543 Among other instances of easy-to-estimate coefficients were: the
specification requirements for individual end items; the performance charae-
teristies of such homogeneous materials as butane (C4 gases), isopentane, and
alkylate; and the heat content of individual refinery fuels (i.e., the negative
entries in equation 261).

"It is worth observing that these estimates of jet fuel production capability check
roughly with two off-hand statements found in independent sources. According to Funda-
mentals of Petroleum (1953), “its potential availability (i.e., JP-4} is considered as approxi-
mately 40 to 45% of the average barrel of crude petroleum” (p. 75). And according to
Aviation Fuels, “low pressure JP-3 (roughly comparable to JP-4) can theoretically be
produced to the extent of 487 of the crude” (Ethyl Corporation, 1951, p. 61).

“The entries in these equations actually represent the differences between the vapor
pressure indices of the individual eomponents and the specification level of the blend.
See Charnes, Cooper, and Mellon (1952, pp. 141-146).



46 STUDIES IN PROCESS ANALYSIS

At the opposite end of the spectrum of difficulty were some coefficients whose
values were based upon little more than inforined guesses of people within the
refining industry. Among those numbers that are particularly unreliable
should be mentioned the following: the capacity degradation that results from
shifting equipment into 8 secondary use (vectors 701 and 702); the octane
number of straight-run naphthas (row 521 entries for vectors 905-909 and row
531 entries for vectors 955-959); and the average octane number effects of
ethy] fluid upon motor gasoline {vectors 948, 949, 998, and 999).

In each of these cases, the difficulty stemmed from heterogeneity within the
classification scheme, and was compounded by a lack of suitable countrywide
data. A more thoroughgoing analysis, for example, might have included a
detailed survey of equipment characteristics, and in this way obtained a better
estimate of the possibilities for alternate use of this equipment. The faect of
heterogeneity makes it quite hazardous to rely upon the usual practice that
was followed—obtaining several observations of representative processes, and
then extrapolating to the industry as a whole.

CATALYTIC CRACKING COEFFICIENTs. QOur general procedure is perhaps best
typified by the derivation of the catalytic cracking yield coefficients (activities
401-408). The starting point was the following statement by Sachanen (1948,
p. 335} :

The average yield of motor gasoline by all catalytic (cracking) processes may be
accepted as about 40 per cent by volume, with some excess of butane fraction. The
gas formation is about 5 to 8 per cent bv weight, and the total recovery of liquid prod-
uects averages 90 per cent. . . . The yields given above relate to a once-through opera-
tion and to conventional straight-run gas oils. Lighter gas oils produce somewhat
lesser yields of gasoline on the volumne basis hut the same ones on the weight or molar
basis.

Bachanen’s statement checked quite closely with data found in a 1946
pamphlet on catalytic cracking published by the M. W. Kellogg Company.
According to this pamphlet (Kellogg, 1946, Table IT), the yields of debutanized
gasoline and of cracked oil vary as follows with the recycle ratio:

Charge stock: 28° API Wide-cut Mideontinent Gas Qil; 30 D + L Synthetic Catalyst.
900° F.
Recycle ratio (cycle stock + fresh feed) 0 100.09,
Yield of debutanized motor gasoline — volumetric  38.09, 53.29%
per cent of fresh feed
Cracked gas oil — volumetric per cent of fresh feed  50.0% 25.0%

The gasoline and gas o1l yield coefficients that appear in Table B.4 were then
estimated under the following assumptions: (1} the entirc cracked gas oil
belongs to the same boiling range as the initial charge stock; (2) the per-
centage yields of gasoline and of cracked gas oil are independent of the boiling
range of the initial charge stock; and (3) the curve relating cracked gas oil to
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gasoline yield remains linear down to the point of zero gas 0il.’* Each of
these is more or less unpalatable, but is no more objectionable than those
frequently employed within the industry to extrapolate from pilot plant
yields to full-seale refinery operations.

COMPOSITION OF CRUDE OiLS. Because of the differences in composition
between individual erude oils, it seemed undesirable to formulate the process
analysis model in terms of a single “typical” material. The fact of variation
mcans that at times when refining equipment is in short supply, it may pay to
concentrate this equipment upon the more desirable crudes, and to leave the
others in the ground. Hence, an effort was made to take some account of the
field-to-field variations in the composition of this raw material,

In searching the literature dealing with crude oil characteristics, by far the
best information at hand was that produced by H. M. Smith of the U. S.
Bureau of Mines (1951, 1952). Smith tabulated the characteristics of 330 of
the leading U. 8. erude 0ils—65% by volume of the crudes produced within
the U. 8. For each of the following individual characteristics, he reports the
frequency distribution of U. 8. crude oil production: the content of naphtha,
gas oil, asphalt, sulfur, aromatics, and naphthene ring. From his data, for
example, one learns that 40% of the U. 8. erudes have s naphtha content
between 30 and 40%, and that 12% of the U. 8. c¢rudes have a gas oil content
between 20 and 30%. From his work, however, one cannot determine what
percentage of U. 8. erudes have a 30—40% naphtha content and also a 20-30%
gas oil content. The lack of information on the joint distribution of these
material properties made it necessary to go back to a sample based upon
Smith’s initial data.

This sample was not a random one, but rather one that was selected on the
hypothesis that the 25 leading U. S. crude oils represented a typical cross see-
tion of the U. 8. domestic supply.’* In this instance—as distinct from many
statistical sampling problems—there is no special reason to suppose that the
size of a field is correlated with any physical or chemical characteristics of the
oil produced within that field.

To test this hypothesis, Smith's naphtha and gas oil frequency distribution
was checked against that for the 25-field sample. Table 3 contains the results.

¥ Recveling operations are reflected within the model by means of vectors 407 and 408.
Per unit of these activities, one unit of catalytic cracking capacity is consumed; .25 units
of cracked gas oil disappear (25 = 50 — 25); and .152 units of gasoline are produced
(152 = 532 — 380 = 0952 4 0314 4 .0255.) The allocation of gasoline yields to the in-
dividual boiling-range fractions of the process analysis model was caleulated directly from
the ASTM distillation data that also appeared in Table II of the Kellogg pamphlet.

*These 25 accounted for 23% of the U. S. 1950 output of 1.972 billions of barrels. The
exact list of 25 crude oil fields may be found on p. 893 of the Minerals Yearbook for 1950
(U. 3. Bureau of Mines, 1953). Each one was weighted on the basis of production during
1950. An individual analysis for 24 of these fields appears in McKinney and Blade (1948).
The sole omission from this source was that of Levelland, the 19th ranking field. To
take the place of Levelland in the sample of 25 fields, the 26th one was substituted—Long
Beach,
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From this table, it is obvious that there are discrepancies between the two sets -
of figures—especially at the extremes of each frequency distribution. Still
these discrepancies did not appear sufficiently great to invalidate the use of the
25-field sample for purposes of approximating variations in the eomposition of
all U. 8. crude oils. Furthermore, the means of these distributions check quite

well with one another.
TABLE 3

ComrarisoN oF FREQUENCY DISTRIRUTIONS—25-FIELD AND 330-¥TELD SAMPLES

Volume % naphtha Per cent of crude oil produced having epecified naphtha content,
Assumed
Class interval midpoint of 25 fields 330 fields
interval
0-10.0%, 5.0% 7.46%; 7.25%
10-19.9%, 15.0%, 12.619; 15,049,
20-29.9% 25.09%, 31.02% 26.84%,
30-39.9% 35.0% 48,019, 40.06%,
40-1006.0%, 50.0% 0% 10.819%,
totals. ..................... 100.00 100.00.
average naphtha content..... 27.1% 28,89,
Volume %, gas oil Per cent of crude il pmdu@ baving specified gas oil content
Assumed
Class interval midpoint of 25 fields 330 fields
interval
0-20.0%, 10.0% 2.33%, 6.39%,
20-29.9%, 25.0% 76.98%, 66.52%,
30-39.9% 35.0% 10.71% 12.489,
40-49.99%, 45.0%, 9.999%, 11.96%,
50-100.0%, 60.0%, 0% 2.64%,
totals. ... ................. 100.01 99.99
average gas oil content.. . ... 27.7%, 28.6%

Having made the decision to use the 25-field sample as representative of the
total U. 8. crude oil producing sector, it was a simple matter to caleulate the
yield coefficients in vectors 101-125. McKinney and Blade (1948) give the
Hempel cut percentage composition of each of the 25 crude oils.* For each
of the 25 crudes, the Hempel cuts were aggregated into the boiling-range cate-
gories used here: iso and normal C4 gases, 100-250° naphtha, 250-325°
naphtha, 325-400° naphtha, 400-550° straight-run gas oil, 550-725° straight-
run gas oil, and straight-run residuum.

The boiling-range composition is not the only characteristic that dis-

* Hempel cuts are fractions (a residuum plus 15 euts—each 72°F. in width), obtained by
a standard U, 8. Bureau of Mines distillation procedure. See Holliman, Smith, McKinney,
and Sponsler (1950), pp. 1-7.
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tinguishes individual crude oils from one another. The octane numbers,
cetane numbers, viscosity, and aromatics content of individual fractions are
all relevant to this model. But since the study was focused largely upon jet
fuel, and since the aromatics specification of this produet was considered likely
to be limitational, it seemed especially desirable to take some account of varia-
tions in the aroniaties content of individual crude oils. Such characteristics
as the octane number, the cetane number, and the viscosity were treated as
secondary, and no attempt was made to go beyond an average value for each
of these properties.

The variation in aromaties content is handled by subdividing each of three
potential jet fuel boiling-range fractions into separate aromatics-content cate-
gories. The 250-325° cut. for example, is divided into just two categories:
50-9.9% and 10.0-149% aromatics. For each distinet erude, the 250-325°¢
cut is then allocated entirely to the one or the other class’s 1In this way, the
model contains a considerable degree of selectivity as between erude oil types.
Not only is the model free to utilize those crudes that have a high content of
straight-run materials within the jet fuel range, but also to concentrate upon
those that have a low aromatics content.

A final word about the availability of each erude oil type, i.e., the constants
in equations 201-225. For January 1, 1933, the total domestie U, 8. erude oil
avatlability was taken at 7.465 millions of B/CD.** The combined 1950 out-
put amounted to 1.229 millions of B/CD {or the 25 crudes used as a eross see-
tion of the entire industry (AMirerals Yearbook, 1950, p. 883). For purposes
of our model, the January 1, 1953, availability of each erude oil type was then
estimated as follows:

availability of crude oil type = (1950 output of type) X 7.465/1.229.

Considering the degree of arbitrariness in any estimate of an oil field’s pro-
ductive capacity, this approximation seemed as reasonable as any other. Itis
true that over long periods of time, the composition of the erude oils available
in any one country is likely to change. An extrapolation of the 1950 to the
1952-53 cowmposition, however, did not appear unduly hazardous,

THE FUTURE oF PrOCESS ANALYSIS STUDIES

The preceding account should be enough to convince anyone that it is no
easy task to construct a process analysis model of a single sector—let alone
an entire economy, including spatial and temporal details. The formulation

" McKinney and Blade (1948) provide the specific gravity, but not the aromatics con-
tent of each Hempel eut. In order to estimate the aromatics comtent from the specific
gravity, a speeial correlation for each Hempel cut was devised on the basis of Holliman
et al. 11950}, Incidentally, the resulting frequeney distribution of aromaties content
checked reasonably well with that for Smith’s 330-fiekd sample.

® National Petroleum Committee (1953). This hgure relates only to the availability of
crude oil, and not to the combined availability of crude oil plus natural gas liquids. Iso-
pentane and stabilized natural gasoline are shown as separate raw material inputs through
the copstants in equations 241 and 242.
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of the problem, the gathering of data, and the numerical analysis are time-
consuming and expensive.

Yet what are the alternatives? At any time that an analyst is eoncerned
with predicting the production capabilities of an entire economy—whether
during wartime, during & postwar period of repressed inflation, or during an
economic development program—he finds that there is no altogether satisfac-
tory procedure at hand. Predictions based upon the monetary aggregate of
gross national product inevitably overstate the degree of production substi-
tutability within an economy, and are congenitally over-optimistic on the
short-run possibilities for a shift in the product-mix. At the other extreme, it
is even less defensible to regard any single factor of production as the bottle-
neck in the performance of an entire economy—whether that bottleneck be a
mineral resource or arable land or ball-bearing factories. A one-factor anal-
gross national product overstates these possibilities.

The original Leontief interindustry flow model (Leontief, 1951) was an ob-
vious improvement over both of the procedures sketched out above.® 1t al-
lows for the possibility that a bottleneck may occur at one of many points—
depending upon the vector of final demand. To this extent, the classieal
“open” Leontief system represents a happy compromise between the one-fac-
tor technique and the national income technique. But it too has a serious
drawback. Extreme difficulties are encountered as soon as an attempt is
made to take account of the pervasive phenomensa of substitutability and
complementarity. '

It is true that a Leontief model can be aggregated so as to allow for perfect
substitutability (i.e., a completely linear tradeoff curve between several prod-
ucts) and perfect complementarity (i.e., completely rigid proportions between
several products}. But these conditions are unduly strong. Everyday ex-
amples that violate both of these assumptions include the three following: (1)
High-precision machine tools may be used in place of low-precision ones, but
not viee versa. (2) Within limits, steel scrap may be substituted for pig iron
in an open hearth furnace, but only at the cost of reducing the effective
capacity of the furnace. (3) The basic aromatic chemicals—benzene, toluene,
and xylene—are produced as by-products of destruction coal distillation (i.e.,
coking operations) within the iron and steel industry. But these same chemi-
cals are also produced within the petroleum sector—beginning with an entirely
different raw material (straight-run naphthas), and processing this raw mate-
rial in an entirely different manner-—catalytic reforming, followed by aro-
maties extraction. (See Appendix A, BTX production vector.)

It requires a confirmed optimist to contend that the examples just cited
would produce mere second-order effects within an economy-wide mode!. In-
deed, there is good reason to believe that much of the “variability” in input-
output coeflicients results precisely from a framework that ignores these ef-

* This sketch was admittedly an unfair one. Even using erude tools of analysis, clever

people may produce excellent results. But it is natural to wonder whether these same
people might not do still better with improved tools.
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fects. A considerable amount of the recent work done by Leontief’s group
has aimed at alleviating these rigidities through detailed engineering analysis
(Leontief, 1953). Fortunately, linear programming provides a tool for deal-
ing with such problems. Linear programming allows both for the possibility
that a single item may be produced by more than one process, and for the
possibility that a single process may produce more than one item. To the
extent that a process analysis model uses linear programming to allow for
these effects, it represents a logical extension of Leontief’s original methods.*

The petroleum study deseribed in this paper should help dispel the notion
that a process analysis model of an entire economy represents a hopeless goal.
(Nor should it gencrate the illusion that such models are inexpensive.)
Neither the computational problems nor the difficulties in accumulating data
constitute insuperable technieal obstacles. Given time and effort, reasonably
rellable results can be achieved,

This is not to say that the implementation of such models is a routine me-
chanical procedure. Without intimate collaboration between the model
builder, the data collector, and the numnerical analyst, there is little hope for
success. From the very outset, both the model builder and the data gatherer
must have some appreciation of the problems involved in the numerical anal-
ysis of their material. Failing this appreciation, it is quite likely that they
wll either overestimate or underestimate the existing state-of-the-art of nu-
merical solution. The linkage between the model builder and the numerical
analyst is, of course, a two-way affair. As the model builder’s needs become
more clearly defined, it becomes increasingly possible to devise methods of
solution that take advantage of special charaeteristics of his models.*

By far the more serious problem consists of the eollaboration between those
who are in a position to furnish numerieal data and those who wish to utilize
this material. Here again there is a two-way linkage. The gathering of data
is not just a problem of filling out numerical coefficients within previously
designated boxes. Meaningful data can only be colleeted with a view toward
the overall purposes of a model. Conversely, the categories of a model can-
not be defined without reference to the inevitable gaps in data coverage. (Cf.
the discussion on page 49 about inecluding variations in aromatics content,
and exeluding variations in octane number as between individual erude oils.)

This paper represents no more than a modest attempt to demonstrate the
feasibility of constructing a process analysis model for a single sector. Before
launching into a full-blown, economy-wide model, many similar intrasectoral
studies will have to be performed. It is only upon a carefully prepared foun-
dation that it will be possible to erect a reliable structure, .

* This is not to say that linear programming represents the best of all possible methods
for computing numerical answers to optimization problems. There are numerous instances
of nonconvex models for which no known computing methods are really satisfactory.
Examples of such problems include: setup costs in machine shops, carload versus less-than-
carload shipments, and economies of seale in the construction of chemieal processing equip-
ment. It is only by assuming that these phenomena produce second-order effects that

linear programming can be applied to a given problem.
¥ Two such developments are described in Dantzig (1955) and Markowitz (1955).
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APPENDIX A
DerivatioN oF PropucT-Mix VECTOR
U. 8. 1952-53 output® lInputs and | Coefficients of
outputs | =, produet-mix
(per cent for 3375 vector (pet of
Equation Ttem 3 X (thousands | by volume barrels | inputs and out-
number {Unit: barrels, unless specified otherwise) of barrels, | of product- of BTX puts for 00262
total for wmix, (benzene, | barrels of BTX/
vear) excluding toluene, barrel of
jot, fuel) and xylene}| product-mix)
104 eatalytic reforming — -— 1.0000 007 763
261 British thermal ynits {thousanda) — - 615, 4.714
301 refinery gases, C2 and lighter — — —. 1394 —.001 082
302 refinery gases, normal C3 (LPG) 26,775 1.062% | -—.0202 010 453
303 refinery gases, olefin C3 —_ - -.0122 —. 000 045
304 refinery gases, 180 and normal C4 — _ —.0108 —.000 084
305 refinery gases, olefin C4 (LPG) 5,214 207 —. 0178 —.001 933
131 light naptha, 100-250° — — . 4B35* 003 753
351 diesel fuel oil 89,582 3.554 035 540
375 vacuum distillation bottoms (lube oils 126, 593 5.023 050 230
and asphalt)
602 115/145 avgas 36,5550 1.430 .014 500
603 100/130 avgas 36,555b 1.450 .014 500
604 premium motor fuel 342,673 13.597 .135 970
605 regular wotor fuel 790,129 31.3350 .313 500
606 number 1 fuel oil 129,382 5.134 LG 340
807 number 2 fuel cil 446, 839 17.730 177 300
608 gurnber 6 fuel cil® 463, 593 18.395 .183 650
810 coke 18, 7769 .75 3.14f
BTX (benzene, toluene, xylene) 6,612 .282 —.3375
Total, excinding jet fuel 2,520, 278 100. 000
620 et fuel 32,357 1.284%

8 Primary sources: U. 5. Bureau of Mines [44].

® Breakdown of avgsa output is not available. T'he total was arbitrarily split 50-50 between the two main grades.

© Includes road oil.

d Coke converted to volumetric messure at rate of 400 pounds/barrel.

® This coefficient is based upon the assumption that the non-aromatic by-product from aolvent extraction is
equivalent in motor fuel performance to the initial 100-250° straight-run naphtha. The coefficient of 4835 measures
the net consumption of this item.

! Pounds of coke/barrel of product-mix.

@ Primary sources: U. S, Bureau of Mines, Monthly Petroleum Statements (1953).
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Row

Distiliation of erude oils

Number Trem
114 1LH 118 1? 118 119 120 124 122 123 124 125
101 atmoapheric erude distillation capacity 1.000 1.000 1.000 1,000 1.000 | 1000 |1.000 |1.000 :1.000 | 1.000 )1.004 1.000
204 availability—crude type 2
202 availalility-—crude type 2
203 availability—erude type 3
204 avuilnbility—crude type 4
205 avpilability—crude type 5
208 availabili.y—cruda type §
207 svailubility—erude type 7
208 availebility—erude type §
206 pvallability—crude type
240 availability —crude type 10
211 wyailability-—erude type 11
212 availability—erude type 12
213 svailahility—crude type 13
214 availability—crude typs 14 1.000
215 pvailability--crude type I3 1.000
216 availability—crude type 16 1.000
27 availability—crade type 17 1.000
218 svailability—erude type 18 1.000
219 availability—erude type 19 1.000
220 availobility—crude type 20 1.000
231 availability—crude type 21 £.000
222 availability—erude type 22 1.000
223 aveilability—erude type 23 1.008
224 availabitity—crude type 24 1.00¢
225 availability—-crude type 25 1.000
261 | British vhermn) uaits (BTU), (billiona of BT /day) 109. 199. in%. 199. 1.09 | 195. | 118 0. ;o189 | 199, | e 100
304 refinery gnses, iso and normal C4 —.0t —.021 —.008 -~.008 | —.001 [ ~.010} —~.010 { —.008 | ~.002 | —.010 | —.007 | —.0I5
31 light nuphiha, 100-250° -.157 —. 184 —.030 ~131 | —.049 | —. 163 { —.008 | —.021 | —.086 | —. 123 | —. 178 | —.088
371 mediom baphtha, 260-325%, 5.0-9 9%, aromatica - 054 =112 —.op4 | —. 08
322 medium naphtha, 250-325°, 10.0-14.99% aromatics - 110 —. 105 —.057 —.001 | —.0dt | ~.008 —.0d0 | ~.022
331 heavy naphtha, 325-400°, 10.9-14.9%, aromatics —.081 —.00¢ —.076 | ~.048 - 11% | —.081
332 heavy nophthe, 325-400°, 15-1% §%, aromatica ~.110 —.086 —~.060 —.058 | —.053 =057
3d1 light R gas oil, 400-560°, 5.0~14 % aromatics
342 | light SR gas oil, 400-550°, 15.0-24.9%, aromatica —.182 —. 17 | —.138 | —.187 ~-330 | —.177 [ —.180
343 light SR gas oil, 400-550°, 25.0-20.0% aromatics —.208 —. i
344 light SR gas oil, 400-550°, 30.0-39.0%, aromatica —. 180 —.180 —.287
351 heavy SR gas oil, 550-725% (diesel fuel cil) -. 227 -.187 —.214 —~.188 | =.207 | «. 150 | —.170 } —.260 | —.303 | —.208 | ~.103 | ~.198
a8l B8R residuum, 725° 4+ —. 098 —. 219 - . 437 —~.205 —.0997 | —. 987 | —.472 | ~.416 | =315 | —.080 | —.265 [ —.404
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TABLE B.2
Gas CoNVERSION

Row Alkylation Polymerization LPG Bubstitution
Humber Ttem
20 202 211 212 221 222 223
102 | alkylation capacity 1.24 1.63
103 | polymerization capacity .693 .755
261 | British thermal units (2,418. (3,179. |662. (721.
(BTU), (billions of BTU
/day)
301 | refinery gases, C2 and -.39| —.27] —.091; —.183
lighter
302 | refinery gases, normal C3 -1.f =1.1 -1.
(LPG)
303 | refinery gases, olefin C3 1.00 1.000 1.
304 | refinery gases, iso and nor- 90 1.17 1.
mal C4
305 | refinery gases, olefin C4 1.00 1.600 1.
{LPG)
401 | alkylate gasoline —-1.24] -1.63
405 | C3 polymer gasoline —. 893
406 | C4 polymer gasoline —. 755




TABLE B.3
NAPHTHA REFORMING

Row Catalytic reforming Thermal reforming
Num- Item . -
ber 201 302 303 304 305 306 307 308 1 352 353 354 355 356 387 258
104 | catalytic reforming capacity 1.080 1.000 1,000 | 1.000 1.000 1.000 1.000 1.008
106 | thermal reforming capacity 1.060 ; 1.000 |-1.000 [ 1.000 | L.000 | 1.000) 1.000 | 1.000
28} | British thermal unita (BTU), | 615, G15. 815. 635, 815, 615, 615. 815, 767, 767, 767. 787. | 767. 767, 767, 787,
({billions of BTU/day)
301 | refinery gases, C2 and lighter —.1310| —,2022( —.1310] —.2022| ~—.1483] --,2850| —.1483{ —.2850] —.0345| - .1725| —.0345( —.1725 —.089 | —.1725 —.058 | —.1725
302 refinery guses, normal C3 (LPG) | —.0189] —.0202| —.0189 —.02021 —.0214] ~. 0411 —.0214| —.0411 = .0050) —.0280 —.0050] — .0250( —.010 | —.0250| —.010 | —.0250
303 | refinery guses, olefin 3 =011 —. 0176 ~ .0114] —.O178] —.0820| —.0240) —.0120| —.024%; —,0030| —,0150) —.G030] — 0i50] —.v0d | —.0150) —.006 | —.0450
304 | refinery gases,isv und normal G4 | —.0220| —,0342( — .0220) —. 0342 —.0220] —.0418| — 0220 —.0418) — 0050 —.0250] —.0050| —.0280] —. o100 —.0250f —.010 | —.0250
305 | refinery gases, olefin C4 (LPG) | —.0360| —.0568 —.0360| —.0468] —.0360] —.0882| —.0360| ~.0682 —.0025| —.0125 —. 0025 —.0I26| —.005 | —.0125| —.005 | —.0125
321 | medium naphthe, 250-325° 5.0- | 1.000 | 1.000 1.000 § 1.900
9.9% aromatica
322 | medium naphtha, 250-325°, 10.0- 1.000 | L.000 1.000 | 1.000
14.8% aromatics
331 | heavy naphtha, 325-400°, 10.0- 1.000 | 1.000 1.000 [ 1.000
14.99% nromatics
332 | heavy naphtha, 325-400°, 15- 1.060 { 1.000 1.000 | 1.000
18.8%, aromatics
411 | catalytie reformed gusoline, 250- | —. 865 —. 865
325°, low severity operation
412 | catalytic reformed gusoline, 250- —.81 —.B1
325°, high severity operation
415 | eavalytic reformed gasoline, 325 -, 852 —.852
406°, low severity operation
418 | catalytio reformed gasoline, 325 -.743 —.743
400, high severity operation
421 | thermal reforined graoline, 250~ —.05 —. 95
325°, low severity operation
422 | thermal reformed gasoline, 250- -.% —-.75
325°, high severity operation
425 | thermal reformed gasoline, 325- -.00 —.90
400°, low severity operation
426 | thermal reformed gasoline, 325~ - 75 —-.75

400°, high severity operation
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TABLE B4

CracxING

Row Chatalytio cracking Thermal eracking

Num. Item

ber 101 402 403 404 £05 406 407 108 451 452 453 434 488 458 457 488 459

100 | oatalytic cracking ca- | 5.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000| 1.000| 1.000
pacity

107 | thermal cracking ca- 1.000 | L.00O | 1.000 ] 1.000 | 1.000 | 1.000 ( 1.000] 1.000 | 1.000
pacity

281 | Brit. ther. units (RTU), | 451, 4081, 461, 4681, 461. 401. 414, 114, 537. 5471, E87. 837. B37. 537, 537, 837, 537,
(billions of BTU/day)

801 | refinery guses, C2 and | —.1117| —.1117] —.1117} —. 1017 ~.1017| —.0117] —.0761] ~.0751]—.03081|— . 03061 ~.03081}—.03061|~.04100|— . 01527 |~ . 04808 . 04898|— , 04737
lighter

302 | refinery gases, normal | —.0161) —.0181; —.0161) —.0181] —,0161| —.0161] —.0108] —.0108{—.00935]—.00038! —. 00035 —. 00525|—. 00990]—. 00361 ~ 01157 —.01187|~. 01119
C3 (LPG)

803 | refinery goses, olefin C3 | —.0007| —.0007) —.0067} —.0097) —.0007{ —.0087| —.0066| —.0008[~.01200{— . 01260(—.01260|—.01260|—.01333(—.00436]— . 01658|— . 01568 . 01500

34 | refinery gasee, iso and | —,0448) — 0448} —~.0448] —.0448] — 0448) —.0448] — 0285 —.0285(~.00885!— . 00855|~ . 00855 — . 00856~ . 00005| ~ . 00520]— . 01058|~ . 01068] — . 01023
normal C4

805 | refinery gasee, clefin C4 | —, —.0732] —.0732) —.0782] —.0732| —.0782] —.0415) ~.0415|—.01128]~. 01128~ .01126{— . 01126 —.01191(—.00434]— . 01202(~ . 01302(— . 01345
(LPG)

341 i light BR gas oil, £00-580°, | 1.000 1.000
5.0-14.9% aromatics

342 | light SR gas oil, 400-550°, 1.000 1000
15.0-24.9% aromatica .

343 | light BR gas oil, 400-580°, 1.000 1.600
25.0-29.9%, aromatica

844 | light BR ganoil, 400-550°, 1.000 1.000
30.0-39. 0%, aromatics

361 | heavy SR gasoil, 550- 1.000 1.000
725° (diesel fuel oil)

361 | 8E residunm, 725°+ 1.000

871 | vacuum distillation gaa 1,000
oil, 726°+

8¢
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431

432

433

434

435

1432

3

44

451

455

catalytic cracked, light
gasoline, 100-250°, BR
charge
catalytic cracked, light
gascline,  100-250°,
cracked charge
catalytic cracked, me-
dium gasoling, 250-325°
catalytic cracked, heavy
gasoline, 325—400°
catalytic cracked, light
gas oil, 400-550°
thermal cracked, light
zasoline, 100-250°
thermal cracked, me-
diurm gasoline, 250-326°
therma) cracked, heavy
gaaoline, 325-400°
thermal cracked, light
gaa oil, 400-550°
cracked heavy gep wil,
550-725°

cracked residuum, 725° +

—.2370

—.0785

-—.2379

-—.0785

—.0637

-~ .50

—~.2379

—.0785

~.0837

- .500

-~ . 237%

—. 0783
-.0837

~ 500

—.2370

—.0785

-.00837

- .500

—. 2379

-, 0785

~.0837

= 0314

—.0265

.25

- . 0962

-, 0314

—. D255

.26

—. 114

—.057

—.057

-~.700

—.021

—.008

—. 087

—.021

—.006

—.057

—-.021

~.006

~-.087

—.021

—.006

—.10

—.050

—. 050

—.051
—.025
—.026
-.057
—.126

—. 700

-300

—.077

—.038

f=.038

-~ .068

—~.024

-.077

—.038

—.038

. 300

—.080

—.0H

~.072
—.038
-.036
-.063

300

—.045

XALSNANT WOATOHLAd 'S ‘1 40 'THEON SNINWYHOH0dd HVEANIT

6¢



60

STUDIES IN PROCESS ANALYSIS

TABLE B5
HEavy Exns ProcessinG
Row V;“:“m Visbreaking Coking
N:::- Item - tion :
501 521 522 531 532 533
108 vacuum distillation capacity 1.00
110 visbreaking capacity 1.000 1,000
m ocoking capacity 1.000 | 1.000 ) 1.000
281 British thermal upitsa (BTU), (billions of 230. 268. 527. 307. 307. 307,
BTU/day}
301 | refinery gases, C2 and lighter - 01537 | -.030 | —.030 | —.030
302 refinety gasea, normal C3 (LPG) -, 00361
303 | refinery gases, olefin C3 — 00486
304 | refinery gases, ino and normal C4 —.0058 | —.00330
305 | refinery gnees, olefin C4 (LPG) —.0042 | —.00434
343 | light 8K gasoil, 400-550°, 25.0-20.9%, aromatica -, 200 | —.290 | — 240
351 | heavy SR gas oil, 550-725" (diesal fuel oil) —.340 | —. 20| —.270
361 | SR residuum, 725"+ 1.00 1.000 1.000
an vacuum distillation gas oil, 725°+ —.40
375 | vacuum distiilation bostoma (lube oils and —. 1.000 1.000
aaphalt)
441 | thermal cracked, light gascline, 100-250" —-.030 —.051 —.100 | —.100 | —.100
442 thermal cracked, medium gascline, 260-325° - 015 -~.025 -~ 050 | —.050 | —.050
4“3 thermal cracked, heavy gasoline, 326~400° -. 015 —. 028 ~—. 050 | —.050 | —, 050
444 | thermal cracked, light gas oil, 400-550* —. 057
451 cracked heavy gas oil, 550-725° —.126
456 eracked residuum, 725"+ —.700 1.000
607 number 2 fuel oil—requirement .3
608 number § fuel cil—requirement —-1.2¢4
610 coke {milliona of pounds/day}—requirement -5 | —112. | —112.
TABLE B&6
Hear ProvucTion
Fuel inputa
Row
Number Ttem
1) 802 603 604 605 606 - 607
261 British thermal units (BTU), billions |—3,744.|=3,631.|~3, 618.{—4,004. |—4,108.|—5,800.(—15.7
of BTU/day)
201 refinery gases, C2 and lighter 1,
302 refinery gases, normal C3 (LPG) 1.
303 refinery gases, olefin C3 1.
304 refinery gases, iso and nortual C4 1.
305 refinery gases, olefin C4 (LPG) 1.
608 nufaber 6 fuel cil—requirement 1.
810 coke—requirement 1.
TABLE B.7
Caracity SHIFTING
Row Number Ttem 701 702
105 thermal reforming capacity -, 35
107 thermal cracking capacity 1.00
o visbreaking capacity —1.00
i coking capacity 1.00




AviaTioN GASOLINE BLENDING

TABLE B.8

Row 1156/145 avgas components 100/130 avgas components
Num. Item
ber 801 802 803 804 805 806 8or 851 852 853 854 855 8566 857
241 | jsopontane 1. 1.
251 | tetraethyl lead (TEL), (millicns of cubic centi-| 183.2 | 193.2 [ 193.2 | 193.2 | 103.2 193.2( 193.2( 183.2 ¢ 103.2 | 103.2 | 193.2 | 193.2 | 193.2 | 1p3.2
meters/day}
401" | alkylate gasoline 1. 1.
412 | catalytic reforined gasoline, 250-325°, high 1. 1.
severity nperation
431 | eatalytic cracked, light gasoline, 100-250°, SR 1. 1.
charge 7
432 | catalytic cracked, light gascline, 100~250° 1. 1.
cracked charge
433 | catalytic cracked, medium gasoline, 250-325° 1. 1.
441 | thermal eracked, light gasoline, 100-250° 1. 1.
601 | 115/145 aviation gasoline—lean performance | —i1.6 | —7.2 25, 22. 22, 25. 334
number
502 | 118/145 aviation gesoline—rich performance 8.4 | —2.9 18. 15. 15 18, 47.2
number
503 | 115/143 aviation gasoline—Reid vapor pressure 15.0 | =4.0| =5. 2.7 6,57 —8, 3.0
G11 | 100/130 aviation. gasoline—lesn performance -26.6 | —22.2 10. 7. 7. 10. 18.4
number
il | 100/130 aviation gasoline—rich performance ~0.8 | —17.8 3. 0.0 0.0 3. 32.2
oumber
613 | 100/130 avintion gasoline—Reid vapor pressure 15.0 | —4.0| -—5. 2.7 8.5 —5. 3.0
A02 | 115/145 avgas—requirement -1, -1. -1, -1. =1, -1. -1.
603 | 100/i30 avgas—requirement —1. -1. -1, —1. —1. -1, —1.
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TABLE B9
MortorR GASOLINE BLENBING
Row Premium motor fuel components
Num- Item
ber oot | 002 | 003 [ 904 | D05 | 606 ) 507 ) 008 | 000 [ 910 |e1d | 012 [ 613 | 014 | 215 | 016 | 917 | 918 | 019 | 920
241 isopentane 1.
242 natural gasoline 1,
251 tetrasthyl lead (TEL), (millions of | 126, | 126, { 126. ) 126. | 126. | 126. | 126. | 126. [ 126. | 126, | 126. | 126. { 128. | 128. | 126, 126, | 120. | 126, 1 126. | 128.
cubic eentimetars/day)
304 refinery gasea, iso and normal C4f 1.
5 refinery gases, clefin C4 (LPQ) 1.
n light naphtha, 100~-250° 1.
21 medium naphtha, 250-325°, §.0-9.9% 1.
aromatica
322 medium naphthe, 250-325°, 10.0- 1.
14,89 aromatica .
31 | heavy naphtha, 325-400°, 10.0-14.9% 1.
aromatics
832 | heavy naphtha, 325-400°, 15-10.9%; 1.
aromatica :
401 alkytate gasoline 1.
403 C3 polymer gaeoline 1.
408 C4 polymer gasoline 1.
411 catalytie reformed gasoline, 250-325", E 1.
low aeverity operation
412 catalytio reformed gasoline, 260~325°, 1.
high severity operation
415 catalytio reformed gneoline, 325-400°, 1.
Jow severity operation
418 catalytic reformed gasoline, 325~ 1.
400°, high severity operation
421 thermal reformed gasoline, 250-325°,

low severity operation
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422 thermal reformed gascline, 260-325%,
high severity operation
415 thermal reformed gasoline, 325-400°, 1.
low severity operation
428 thermal reformed gascline, 325-400°, 1.
high saverity cperation
431 catalytic cracked, light gasoline, 100~
250" 8R charge
432 catalytic eracked, light ganoline, 100-
250°, cracked charge
433 catalytic eracked, medium gasoline,
250-325°
134 catalytic cracked, heavy gasoline,
325-400°
4“1 thermal cracked, light gasoline,
100-250°
442 thermel cracked, medium gasoline,
250-325°
443 thermal cracked, henvy gasoline,
325-400°
521 prem. motor fuel— Research octane (—13.5( 10.8|—13.5|—13.5| 6.5 37.9) 37.9| 63.3| 53.3/—13.85{ —7.6|—13.5( —6.5|—14.5} ~3.5/—16.4 2.1 5.8 22.6] 10.5
no. §1.5 min.
522 prem. motor fuel—Reid vapor pres- | 12,0 4.00 55.0( 65.0f 0.0/ —8.0| —8.0} —8.0| —8.0] —7.0| 0.0; 0.0| —8.0f —8.0y —8.0] —8.0| —8.0| —8.0] —B.D; —8.0
sure, 10 1bs max,
523 prem. tnotor fuel—reduction of TEL, | =1, | —1. | =1, | =L | =1, | =1, | =2 | -1 | -L.{ =1 | =1L | -1, | =k | L.} =1 | ~0. | —=1. | =1, | —1. | —1.
1.5-0 ce/gal. 7
524 prem. motor fuel—reductionof TEL, | =3, [ =1, | =1, |~ | =L [ -L | =L | =l [ =1, | =1, | =L} =1, | =L | -6 | =L | =1, | ~1. | =1, | —=1. | —1.
3.0-1.5 cc/gal.,
531 reg. motor fuel—Research octane no.
85.0 min.
532 | reg. motor fuel—Reid vapor pres-
sure, 10 1bs max.
533 reg. motor fuel—reduction of TEL,
1.5-0 cc/gal.
534 reg. motor fuel—reduction of TEL,
3.0-1.5 cc/gal.
804 premium motor fuel—requirement - |-Li=-L |-l |-t |-l {-Li-% |- |- |-1f-L|=Lf~-1| -1 -1 =t| -1, -L! -1
405 tegular motor fuel—requirement
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TABLE B9—ConNTINUED

Row Premium motor fuel compenents Regular motor fuel compenents
Num- Item
ber 221 422 923 924 [ 025 | 926 | 927 | 048 | 049 [ 951 | 952 | 053 | 854 | 055 | 656 | 957 | 958 | 95% | 960
241 isgpentane 1.
242 natural gasoline 1.
251 tetraethyl lead (TEL), (milliona of | 126. 124. 126, 126. | 128, | 126. ¢ 120. | —63. | —063. | 126, | 128. | 126. | 126. | 126. | 126. | 120. | 126. | 120. | 126.
cubic centimeters/day)
304 refinery gases, iso and normal C4 1.
305 refinery gasea, olefin C4 (LPG) 1.
343 light naphtha, 100-250° 1.
821 medium naphtha, 250-325°, 5.0-9.9% 1.
aromatics
322 medium naphtha, 250-325°, 10.0- 1.
14.8%; arometics
331 heavy naphtha, 325-400°, 10.0-14,0%; 1.
aromatica
332 heavy naphtha, 325-400°, 15-10.9%,
aromatics 1.
401 alkylate gasoline 1.
405 C3 polymer gasoline
408 C4 polymer gasoline
411 entalytic reformed gasoline, 260-325°,
low peverity operation
412 catalytic reformed gasoline, 250-326°,
high severity operation
415 catalytic reformed gasoline, 325-400°,
low severity operation
416 catalytic reformed gnsoline, 326
400°, high severity operation
421 thermal reformed gasoline, 250-325°,
low severity operation
422 thermal reformed gasoline, 250-325°,
high severity operation
425 thermal reformed gusoline, 325-400°,

low severity operation
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428 thermal reformed gasoline, 325-400°,
high severity operation
431 catalytic cracked, light gasoline, 100- | 1.
250°, BR charge
432 catalytic cracked, light gasoline, 100~ 1.
250°, cracked charge
433 catalytic cracked, medium gasoline, L.
250-326° -
434 catalytic cracked, heavy gasolins, 1.
d25-400°
441 thermal ecracked, light gasoline, 1.
100-250°
442 thermal cracked, medivm gasoline, 1,
260-326°
443 thermal cracked, heavy gascline, 1,
325-400°
52t prem. motor fuel—Research octane | —4.5 | —4.5 .5 8.5 —0.5] B.5| 27.4 3.
no. 91,5 min,
522 prem. motor fuel—Reid vapor pres- | —0.3 3.5| —8.0| —8.0 0.0; —-8.0| —8.0
sure, 10 lbs max.
523 prem. motor fuel—reduction of TEL, | —1. -1, =1, [ ~1. ] —-1.| —=1. | —=1.
1.5-0 ce/gal.
524 prem. motor fuel—reductionof TEL, | —1. -1, - |-l -4 |-1[-1 1.
3.0-1.5 cc/gal.
531 reg. motor fuel—Regearch octane no. —20.00 4.0|-20.0,—20.0, 0.0 31.4| 3t.4| 48.8 46.8|—20.0
85.0 min.
532 reg. motor fuel—-Reid vapor pres- 12.00 4.0/ 55.0| 56.0¢ 0.0/ —8.0] —8.0| —8.0| —8.¢| —7.0
. sure, 10 1bs mnx.
533 reg. motor fuel—reduction of TEL, -l ~1.|=1|-1. |-t |-t ] =1.{-1.|—-1.}—1
1.5-0 co/gal.
L reg. motor fuel—reduction of TEL, L |-l |- {-L |- =t {-~1.]—-1|~1]-1
3.0-1.5 cc/gal.
604 premium motor fuel—requiremnent -1. -1 =1 | =1L | =1.{ =1 ] -1
605 regular motor fuel—requirement -1, | =1 {~L [ =L |—-1.}—1.| =L.{ =1, j—1. | 1.
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TABLE B.9—CoNTINUED

Row Regular motor fuel components
Num- Item
ber 081 962 803 B84 | 065 | 966 ! 96T | 968 | 960 | 70 | 071 | 972 | 973 | o74 | 075 | 976 | 077 | 008 09
241 isopentana
242 natural gascline
251 tetraethyl lead (TEL), (millions of | 126. 126. 126. | 126. | 126. | 126. | 126, | 126. { 126. | 128. | 126. | 126. | 126. | 126, | 126, | 126. ( 126. |—63, (—83.
oubio centimeters/day)
304 refinery gases, iso and normal C4
806 refinery gases, olefin C4 {LPG)
ni light naphtha, 100-250°
321 | medium naphtha, 260-325°, 5.0-9.80;
sromatics
322 medium naphtha, 250-325°, 10.0-
14.89% aromatics
231 heavy naphtha, 325-400°, 10.0-14. 9%
aromsation
332 heavy naphtha, 325-400°, 16~19.0%
arcmatica
401 alkylate gasoline
405 C3 polymer gasoline 1.
408 C4 polymer gasoline 1.
411 catalytic reformed gasoline, 250-325°, 1.
low severity operation
412 eatalytic reformed gasoline, 250-325°, 1.
high severity operation
415 eatalytic reformed gasoline, 325-400", 1.
low severity operation
418 vatalytic reformed gasoline, 325-400°, 1.
high severity operation
421 thermal reformed gasoline, 250-325°, 1,
low severity operation
422 thermal reformed gasoline, 250-325°, 1.
high severity operation
425 thermal reformed gasoline, 325-400°, 1.

low severity operation
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426 thermal reformed gasoline, 325-400°, 1.
high severity operation
431 catalysic cracked, light gasoline, 100- 1.
250°, BR charge
482 catalytic cracked, light gascline, 100~ 1.
250°, cracked charge
433 catalytic cracked, medium, gasoline, 1.
250-325°
434 catalytic cracked, heavy gasoline, 1.
325-400°
441 thermal cracked, light gaszoline, 1.
. 100-250°
142 thermal cracked, medium gasoline, 1.
260-325°
443 thermal cracked, heavy gnsoline, 1.
326~400°
521 prem. motor fuel—Research octane
no. 91.5 min.
522 prem. motor fuel—Reid vapor pres-
sure, 10 Ibs max.
523 prem. motor fuel—reduction of TEL, |
1.5-0 cc/gal.
624 prem. motor fuel—reduction of
TEL, 3.0-1.5 ce/gal.
B31 reg. motor fuel—Research octaneng.| =14.0( =20.0; -13.0 |-21.0|-10.0|—22.9| 15.8] —.7! 18.1| 4.0|—11.0J—15.0{ —6.0| 2.0 —~7.0| 2.0/ 21.0
85.0 min.
532 reg. motor fuel—Reid wvapor pres- 0.0 00| —B8.0| —8.0| —8.0] —8.0| —8.0[ —8.0] ~8.9| —8.0| 0.3} 3.5 —8.0] -B.0[ ©.0] —8.0| —8.0
sure, 10 iba max.
533 reg. motor fuel—reduction of TEL,| —1. | —1. | -1, =l =L i=1|=1|=1 |1 |=t |=L[=1 | =Ll [ =} |l |=1.§ =1
1.6-0 ce/gal.
534 reg. motor fuel--reduction of TEL,| =1.| =1. -1, =) |=L]-L |-l |- |-k j-L]-L|-1L]=0L]-1 =1 |-11-1i
3.0-1.5 cc/gal.
604 premium meotor fuel—requirement
605 regular motor fuel—requirent —-t. | =-1. | —L -l |=L|~L!=L|-1l.]=1|~-1.| =0 |—-L|=2]~1]~L |=] |1
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TABLE B.10

JP-4 Jer Fuer BLENDING

Jet fuel components

Row
Number Ttem
1001 } 1002 | 1003 | 1004 | 1005 | 1006 | 1007 | 1008 | 1009 | 1010 | 1031 | 1012 | 1013 | 1014 | 1045 | 1016 | 1017
an light naphtha, 100-250° 1.
321 medium naphtha, 250-325*%, 5.0-9.5% aromatics 1.
322 medium naphtha, 250-325°, 10.0-14.9%, aromatica 1.
331 heavy naphtha, 325-400°, 10.0-14.0%; aromatica 1.
332 heavy naphtha, 325-400°, 15-10.9% aroraatics 1.
341 light SR gas oil, 400-550°, 5.0-14.0%, aromatics 1.
342 light BR gas oil, 400-550°, 15.0-24. 8% aromatics 1.
343 light S8R gas oit, 400-550°, 25.0-20. 9% aromatics 1.
344 light 8R gas oil, 400-550°, 30,0-39.9% aromatica L
431 catalytic ctacked, light gasoline, 100-250°, BR charge 1.
433 catalytic cracked, medium gascline, 250-325° 1.
424 catalytio cracked, heavy gasoline, 325-400° 1.
435 catalytic cracked, light gas oil, 400-550° 1.
441 thermal eracked, light gasoline, 100-250° 1.
442 tharmal oracked, medium gasoline, 250-325° 1.
443 thermal cracked, heavy gasoline, 326-400° 1.
444 thermal cracked, light gas oil, 400-550° 1.
541 JP4 jet fuel—25% aromatics, max. -2, |~17.8;—12.5/—12.56| —~7.5/—14.3| —3.4| 2.5 9.8—18.8{ 11. 46. 48.0|—18.8(—10. | —6&. [ 11.0
542 JP4 jet fuel—50% point ot 370°, max. | =1, | =1 | =1L ] 0 1 1. 1. 1. | —-1. | -1 0 I ) T A 0 1.
643 JP4 jet fuel—Reid vapor pressure, 3 1hs, max. o=l -1 |-l |- }—-1 =1 |—-L]-1 7.0 -1 | -1 | -1, 7.0 =L { -1, (-1,
620 JP4 jet fuel~requirement L f~L|-L|-L|~L |=1 (=L ]l ]~ |=t{=1 |« (=1 |- |~1|-1,|-L
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TABLE B.11
FuenL OiL BLENDING

Row

Number 1 fuel oil blends

Number 2 fuel cil blends

Number 8 fuel oil blenda

N Item
umber
1101 | 1102 | 1103 | 1104 | 1121 | 1122 | 1123 | 1124 | 1125 | 1126 ¢ 1127 ) 1128 | 1120 | 1141 | 1142 | 1143 | 1144
33 heavy naphtba, 326-400°, 10.0-14.9% aromatics 0135
132 heavy naphtha, 325-400°, 15-18.9% aromatics
41 light 3R gaa oil, 400-550°, §.0-14.9% aromatics 1.
42 light SR gas oil, 400-550°, 15.0-24.9%, aromatics 1.
343 light BR gas oil, 400-550°, 25.0~20.8%, aromatics 1.
344 light SH gas oil, 400-550°, 30.0-39.8% aromatics 1.
351 heavy SR gaa oil, 550-725° (diesel fuel oil) L4205) . 4205 (4208 1. | .0203) .3285
361 SR residuum, 725°+ ' : 9707 . 9865
375 vacutm distillation bottoms (lube cilsand asphalt)
434 catalytic cracked, heavy gssoline, 3256-400°
435 catalytic cracked, light gas oil, 400-650" L5795 i. 6514
443 thermal cracked, heavy gascline, 325-400°
444 thermal cracked, light gas oil, 400-550" . 57056 1. L6514
451 cracked heavy gas oil, 550-725° .3488] .3486) 3400,
455 cracked residuum, 725"+ 6715
606 number 1 fuel oil—requirement -l =k | -1 ]-1 L5181 8510 1.
607 nurober 2 fuel oil—requirement L |=-L|=-L|-1]-L{-%]=-1.]-=1|~-L
608 number of § fuel oil—requirement -1 |- (-1 |=-1
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TABLE B.11—CoNTINUED

Number 8 fuel oil blends

Row
Number Ttem
1145 | 11408 | 1147 | 1148 | 13140 { 11560 | 1161 | 1152 | L1583 | 1154 | 1155 | 1158 { 1157 | 1158 |1150/1160(1161) 1162
331 heavy naphtha, 323-400°, 10.0-14.95; arcmastica L1815 1.
a32 heavy naphtha, 326—-400°, 15-19.6% arcmatics 0136 L1815 1.
341 light B8R gas oil, 400-550°, 5.0-14.8%, aromatics
342 light 8R gas oil, 400-550°, 15.0-24.0%, aromatica
343 light BR gaa oil, 400-550°, 25.0-29.8% aromatica
844 light BR gns oil, $00-550°, 30.0-39.8%; aromatica
851 heavy S8R gas oil, 550-725° (diesel fuel oil)
361 BR residuum, 726°+ ,9805; .0BBS[ .0863| 9604] 0785
375 vacuum distillation bottoms (lube oils and asphalt) .55
434 catalytic cracked, heavy gasoline, 325400 L1813 1.
435 eatalytic cracked, light gas ofl, 400-550° .0138
443 thermal cracked, heavy gusoline, 325-400° . 0135 1816 1.
444 thermal eracked, light gas oil, 400-550*
a5 eracked heavy gus oil, 550-725° 0336 L .3606
455 cracked residuum, 725°+ 81857 .8185| .8185) .8183 .6395| .73T1
806 number I fuel oil—requirement
607 number 2 fuel cil—requirement L0215¢ .48 L2028 1,
608 pumber 6 fuel cil-—requirement ~l.f~l, | =1, =1l |«l |=I.}~1. | —=1. | =1 | =~1. | =L, | =1, | =1. | =1, |=l.}=L.|=1.|=1.
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LINEAR PROGRAMMING MODEL OF U. 5. PETROLEUM INDUSTRY

Net initial
availability, qi

7

2
1

APPENDIX C

Row ASSIGNMENTS

(unit: millions of B/CD, unless specified otherwise)

. 285
175
097
282
L34l
.4T1
457
925
.278
.230

.624 346
771 385
,387 082
.348 541
.342 117
.312 981
.308 634
L2265 193
.223 380
220 384
212 110
200 248
. 199 665
109 549
. 194 823
.18 w7
187 181
. 186 968
174 403
.173 788
170 183
169 711
155 965
.143 866
.140 821
050 000
.196 824

1,642,

-3

- - N -]

. 000 508
.012 271

045 583

101
162
103
104
105

17
108
11¢
11

24
225
21
242
251
261

1. Equipment eapacity.
atmospheric crude distillation
alkylation
polymerization
eatalytic reforming
thermal reforming
catalytic cracking
thermal eracking
vacuum distillation
visbreaking
coking

2, Raw mataerial availability:
availability—crude type 1
availability—crude type 2
availability—crude type 3
availability—ecrude type ¢4
availability—crude type 5
availability—erude type 6
availability—erude type 7
availability—crude type 8
availability—crude type 9
availability—crude type 10
avatlability —erude type 11
availability—erude type 12
availability—crude type 13
availability—crude type 14
availability~—crude type 15
availability—crude type 16
availability—crude type 17
availsbility—crude type 18
availability—erude type 19
availability-—crude type 20
availability~—crude type 21
availability—crude type 22
availability—crude type 23
availability—crude type 3¢
availability—crude type 25
isopentans
natural gasoline
tetraethyl lead (TEL), (millions of cubic centimeters/day)
British thermal unita (BTU), (billions of BT U /day)

3. Refinery gases and straight-run {BR) streama:

an
302
303
304
305
31t
2

refinery gases, C2 and Lighter

refinery gases, normal C3 (LPG)

refinery gases, olefin C3

refinery gases, iso and normal C4

refinery gases, olefin C4 (LPG)

light naphtha, 100-250°

medium naphtha, 250-325°, 5.0-9.9% aromatics
medinm naphtha, 250-325°, 10.0-14.9%, aromatica
heavy naphtha, 325400, 10.0-14.9% aromatics
heavy naphtha, 325-400°, 15~19.9% aromatics
light SR gas oil, 400-550°, 5.0-14.9%, aromatica
light SR gas oil, 400-550°, 15.0-24.9%; aromatics
light SR gas oil, 400-550°, 25.0-29.9%, aromatica
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APPENDIX C--CoNTINUED

3. Refinery gases and mkhbrun {BR) streams:—Continued

344
351
361
37
378

light SR gas oil, 400-550°, 30.0-39.9%, aromatics
heavy SR gas oil, 550-725° (diesel fuel oil)

SR residuum, 725°3-

vacuum distillation gas oil, 725°4

vacuum distillation bottoms (lube oils and asphalt)

4. Converted streams:
alkylate gasoline
3 polymer gasoline
C4 polymer gasoline
catalytio reformed gasoline, 250-325", jow severity operation
catalytic reformed gasoline, 250-325°, high severity operation
catalytic reformed gasoline, 325-400°, low severity operstion
catalytic reformed gasoline, 325-400°, high severity operation
thermal reformed gasoline, 250-325°, low severity operation
thermal reformed gasoline, 250-325°, high ssverity operation
thermal reformed gasoline, 325-400°, low aeverity operation
thermal reformed gasocline, 325-400°, high severity operation
catalytic eracked, light gasoline, 100-250°, SR charge
catalytic cracked, light gasoline, 100-250°, cracked charge
catalytic cracked, medium gasoline, 250-325"
catalytie cracked, heavy gasoline, 326-400°
catalytic cracked, light gas oil, 400-550°
thermal cracked, light gasoline, 100-250°
thermal cracked, medium gasoline, 250-325°
thermal cracked, heavy gasolineN625-400°
thermal cracked, light gas oil, 400-550°
eracked heavy gas ofl, 550-725°
cracked residuum, 725°4

5. Graoline and jet fuel apecificationa:
115/145 aviation gasoline—lean performance number
115/145 aviation gasoline—rich performance number
115/146 aviation gasoline—Reid vapor pressure, 7 [ba mux.
100/130 aviation gasoline—lean performance number
100/130 aviation gasoline—rich performance number
100/130 aviation gasoline—Reid vapor pressure, 7 lbs max.
premium motor fuel—Research octane number, 91.5 min.
premijum motor fuel—Reid vapor pressure, 10 lbs. max.
premium motor fuel—reduction of TEL, 1.5-0 cc/gal.
premium motor fuel—reduction of TEL, 3.0-1.5 c¢/gal.
regular motor fuel—Research octane number, 85.0 min.
regular motor fuel—Reid vapor pressure, 10 {bs max.

533 regular motor fuel—reduction of TEL, 1.5-0 cc/gal.

BEERSEEEE

regular motor fuel—redustion of TEL, 3.0-1.5 cc/gal.
JP4 jet fuel—25% aromatics, max.

JP4 jet fuel—50%, point at 370°, max.

JP4 jet fuel—Reid vapor pressure, 3 1bs, max.

8. End item requirementa:

115/145 avgna

100/130 avgas

premium maotor fuel

regular motor fuel

number 1 fuef oil

nuraber 2 fuel oil

number 8 fuel oil

coke (millions of pounds/day)
JP1 jet fuel



STUDIES IN PROCESS ANALYSIS 73

REFERENCES

Anon., 1951, “Twenty-two New Alkylatlon Units Planned,” World Petroleum, Vol. 22,
No 7, July, pp. 86-87.

» 1053, “SBurvey Reveals 323 Refineries Operating in U. 8.” Ol and Gas Journal,
Vol. 51, No. 46, March 23, pp. 312-330.

Arden, D. B, and A. W. Hoge, 1952, “Houdriflow Catalytic Cracking,” World Petroleum,
Refinery Annual {reprint).

Blade, O. C,, 1952, “National Annual Survey of Aviation Gasoline and Aviation Jet Fuel,
October 1951 Production,” U. 8. Bureau of Mines, R.I. 4889, Washington,

, 1952, “Natioral Annual Diesel-Fuel Survey, 1952, U. S. Bureau of Mines, RI.
4935, Washington,

Bowles, W. L., 1951, “Bulfuric Acid Alkylation,” Petroleum Refiner, Vol. 30, No. 9, Sep-
tember, pp. 152-159.

Burtis, T. A, and H. D. Noll, 1952, “Houdriforming—Its Place in the Refining of Pe-
troleum,” Petroleum Engineer, June.

Charnes, A, W. W. Coaper, and B. Mellon, 1952, “Blending Aviation Gasolines,” Econ-
ometrica, Vol, 20, No. 2, April, pp. 135-159.

Dantzig, G. B,, 1955, “Optimal Solution of a Dynamic Leontief Model with Substitution,”
Eronometrica, Vol. 23, No. 3, July, pp. 295-302.

Ethyl Corporation, 1951, Aviation Fuels and Their Effects on Engine Performance, sup-
plied to U. 8. Air Forces on Purchase Order AF-33(600) 5312.

Gary, W, W, and N. R. Adams, 1937, “Economies of Reforming and Leading Mid-Conti-
nent, Gasoline,” National Petroleum News (Refinery Technology edition), August 11,

pp. R-83-90.

Granville, M. F., 1952, “Aircraft Turbine-Fuel Supply Problems,” Oil and Gas Journal,
October 6, pp. 98-101,

Holliman, W, C.,, H. M. 8mith, C. M. McKinney, and C. R. Sponsler, 1850, “Composition
of Petroleum: Properties of Distillates to 600°F.,” U. 8. Bureau of Mines Technieal
Paper 722, Washington.

Hornaday, G. F, N. D. Noll, C. C. Peavy, and W. Weinrich, 1949, “Various Refinery
Applications of Houdriflow Catalytic Cracking,” Peiroleum Refiner, June.

M. W. Kellogg Co., 1946, “Fluid Progress.”

, 1946, “Alkylation and Polymerization,” The Kelloggram, Wo. 4, 1946 series.

Koopmans, T. C, ed., 1951, Activity Analysis of Production and Allocation, New York.

Leontief, W. W, 1951, The Structure of American Economy, 1319-1939, 2nd ed., New
York.

Leontief, W. W., et al, 1953, Studies in the Structure of the American Economy, New
York,

Lummus Company, 1950, Petroleum Horizons, New York.

Manne, A. S, 1956, Scheduling of Petroleum Refinery Opergtions, Cambridge, Mass.

Markowitz, H 1955, “Concepts and Computing Procedures for Certain X;; ; Programming
Problema,” Proceedings of the Second Symposium in Linear Programmmg, Head-
quarters, U, 8. Air Force, pp. 509-565.

, 1954, “Industrv-wide, Multi-Industry, and Economy-wide Process Analysis,” The
Structural Interdependence of the Economy, Proceedings of an International Confer-
ence on Input-Output Analysis, Varenna, 2¥ June-1( July, 1954, pp. 121-150.

McCluer, W. B, and M. R. Fenske, 1935, “Viscosity of Petroleum Products,” Industrial
and Engineering Chemistry, Vol. 27, pp. 82-86.

McKinney, C. M, and O. C. Blade, 1948, “Analyses of Crude Oils from- 283 Important
0il Fields of the United States,” U. 8. Bureau of Mines, R. I. 4289, Washington.
National Petroleum Committee on Petroleum Productive Capacity, 1953, Report, May

28 (mimeographed paper), Washington.

Noli, H. D, R. E. Bland, and G. Kelso, 1947, “Effect of Temperature in TCC Catalytic

Cracking,” Houdry Pioueer, Vol. 2, Na. 2, June.




74 LINEAR PROGRAMMING MODEL OF U. §. PETROLEUM INDUSTRY

Noll, H. D.,, and V. O. Bowles, 1945, “Small-Secale Catalytic Cracking,” Petrolewm Refiner,
Vol. 24, No. 10, October.

Noll, H. D, and K. G, Holdom, 1945, “Small-Scale Catalytic Cracking,” Houdry Pioneer,
Vol. 1, No. 2, November.

Orchard-Hays, W., 1958, “Evolution of Computer Codes for Linear Programming,” P-810,
The RAND Corporation, Santa Monica, March.

Orgenization for European Economic Cooperation, 1962, Oil Refining and Drilling in the
U. 8. A, Technical Assistance Mission No. 68, Paris.

Platt’s Oil Price Handbook, 1953 and 1954 volumes, Cleveland.

Read, D., 1952, “Production of High-Purity Aromatics for Chemicals,” Petroleum Refiner,
Vol. 31, No. §, May, pp. 97-103.

Sachanen, A. N, 1948, Conversion of Petroleum, 2nd ed., New York.

Schwartz, F. G., B. M. Gooding, and B. H. Eccleston, 1948, “Superiractionation Studies,”
Industrial and Engineering Chemistry, Vol. 40, No. 11, November, pp. 2166-2169.
Smith, H. M., 1851, “Characteristics of Crude Qils Currently Produced in the United

States,” Oil and Gas Journal, March. (Also a mimeographed appendix to this paper
available upon request from the U, 8, Bureau of Mines.)
, 1952, “Composition of United States Crude OQils,” Industrial and Engineering
Chemistry, Vol. 44, November, pp. 2577--2585.
Stanford Research Institute, Chemical Economics Handbook.
Sung, H. C, G. G. Brown, and R, R. White, 1945, “Thermal Cracking of Petroleum,”
Industrial end Engineering Chemistry, Vol. 37, No. 12, December, pp. 1153-1161.
Sydnor, H., and A. C, Patterson, 1930, “Cracking Value of Straight-Run and Cyecle Gas
Qil,” Industrial and Engineering Chemistry, Vol. 22.

Symonds, G. H., 1955, Linear Programming: The Solution of Refinery Problems, New
York.

U. 8. Bureau of Mines, 1953, Minerals Yearbook, 1950, Washington.

, 1953, Monthly Natural Gaseline Report NGR-216, February 19, Washington.

——, 19521953, Monthly Petroleum Statements 354-367, July 1952-July 1953.

U. 8. Bureau of Naval Personnel, 1953, Fundamenials of Petroleum, NAVPERS 10883,
Washington.

Ward, C. C, R. M. Gooding, and B. H. Eccleston, 1947, “Superfractionation Studies,”
Industrial and Engineering Chemistry, Vol, 39, No 1, pp. 105-108.




CHAPTER 5

A SPATTAL MODEL OF U. S. PETROLEUM REFINING
Thomas A. Marschak

1. InTrRODUCTION

The model deseribed in this chapter adds a spatial dimension to A. S.
Manne's model of the U. 8. petroleum producing and refining industry of
1952-53 (Chapter 4). It uses a condensed version of that model to deseribe
petroleum production and refining in each of several regions and then adds
the third major sector of the petroleum industry—petroleum transportation.

If the petroleum industry’s capacity to transport its inputs and outputs
effectively constrains its ability to deliver end items to consumers, then a
model which omits transportation and regards all production and refining as
concentrated at one point in space may seriously err in estimating maximum
feasible amounts of delivered end items. Thus a nonspatial model could not
have been used to estimate the maximum ability of the U. 8. petroleum in-
dustry in World War II to deliver petroleum products to military consumers
at required geographical areas in required proportions; such areas for example,
were the East and Gulf coasts (for the European theater) on the one hand,
and the West coast (for the Pacific theater) on the other. For in some periods
it was the domestic petroleum transportation network that proved to be the
effective limit to these capabilities; thus in 194243, before the Big and Little
Inch pipelines were completed, utilization of the tanker and tank-car fleets
was pushed to what was regarded as the limit of feasibility.?

Apart from differences in estimates of end-item availability, a spatial and
a nonspatial model may well yield different answers with respect to the alter-
native levels of production and refining activities that achieve a given attain-
able end-itern bundle, A given end-item bundle may be attainable in both
models; but when transportation is an effective constraint there may be some
set z,, . .., z, of activity levels which achieves the end-item bundle in the
nonspatial model but not in the spatial model (when the refining and produc-
tion aectivities are operated in each spatial region at levels that sum, over zll
regions, to x,, . . ., x,).

Finally, the relative importance—the shadow prices—of different items of
refining equipment and different types of erude oil in achieving certain goals

*See Chapter VII of A History of the Petroleum Administration for War, U. 8. Govern-
ment Printing Office, 1956. In the 1956-57 Suez erisis there was a similarly full utilization
of the U, 8. owned tanker fleet.
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may be drastically altered if the spatial dimension is added and transporta-
tion is an effective constraint, Suppose the amount of a mix of end items is
being maximized in the nonspatial model subject to refining capacities and
crude oil availabilities. The nonspatial model may reveal refining equipment
of a certain kind to be a crucial bottleneck, while the spatial model, maximiz-
ing the amount of the same mix* but subject in addition to transportation
constraints, may reveal transportation equipment of a certain kind or refining
equipment of quite a different kind to be a far more critical bottleneck.,

There is no simple way to correct a nonspatial model’s answers to allow for
& spatial dimension and a transportation sector. The optimal choice of
regiona! refining process levels and interregional commodity flows depends on
refining technology and capacities, transportation capacities, and the weights
given to regions in the overall maximand. The dependence is so complex
that one has no choice but to embed the nonspatial model, or a mode! based
on it, into a spatial model which repeats it as many fimes as there are regions.
I, moreover, the model describing each region’s refining and production were
an extreme reduction of the original nonspatial model—a single point in the
commodity space, giving the end-item bundle produced in each region—the
dependence just described would degenerate into the trivial and totally un-
realistic. Thus, for example, one of the major properties of a spatial model
—+that the transportation of intermediate commodities can relieve loeal equip-
ment bottlenecks—would never come into play. Some choice as to refining
processes and crude oils in each region—3and hence a regional refining and
production matrix of some nontrivial size—must be allowed to remain if the
spatial model is to deseribe usefully the three sectors of the petroleum in-
dustry. o

1f the spatial model is constrained not to exceed s certain size—a certain
number of rows in its matrix—then the use of a number of rows to portray a
detailed refining and production technology for each of a few regions has to
be balanced against the alternative of using fewer rows to describe each
region’s technology but including more regions in the model. If this balance
has to be struck it is certainly helpful for the nonspatial matrix deseribing
each region’s technology to be “efficient,” i.e., not further reducible in size
without losing significant information. In the present study, moreover, the
nonspatial matrix used had to be smaller than the nonspatial matrix con-
structed by Manne if more than two regions were to be used and if the con-
straint on model size imposed by available computing codes was to be met.?

An aggregation was performed which reduced the size of Manne's nonspatial
moedel from the original 105 rows to 39 rows. This was a major part of the
work and it would be a major part of any attempt to add useful spatial detail
to a large existing nonspatial model of an industry. Accordingly, an appen-
dix to the present chapter (Appendix I) briefly surveys the aggregation prob-

?With or without a labeling of end items in the mixes aceording to the region in which
they are delivered,

* Two-hundred-equation linear programming problems were the largest computing codes
could handle at the time the computations deseribed here were performed (1955-56).
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lem in linear programming models and searches for an a priori justification for
the main aggregation procedures which were used. Part II of the chapter
describes the specific procedures used to obtain a small nonspatial model, the
small model itself, and some comparisons between the small and large non-
spatial models.

Part III describes the spatial model. The model has four regions (East,
Midwest, Gulf, and West) and commodities flow between them by four means
of transport (tanker, pipeline, barge, and tank car). The principal difficulties
in consirueting the spatial model, once a small nonspatial model of refining
and production had been obtained, were (1) formulating interregional trans-
portation activities given that “distances” between large regions do not exist,
and (2) allowing for intraregional transportation. :

Part IV reports some applications of the spatial model. Computation
proved much more time-consuning than anticipated and the applications were
accordingly limited. It was not possible to explore in detail the general ques-
tion of what “difference” the incorporation of spatial detail makes—to make
detailed comparisons of the answers given by the (small or large) nonspatial
model and by the spatial model to a variety of questions.* The two main ap-
plications performed maximize the amount of a “spatial” produet mix (in
which each end item enters four times, once for each region), subject, in one
application, to alternative tanker availabilities, and, in the other application,
to the additional constraint that ali movements originate only in the Gulf
(currently the dominant exporter) and that all regions use only those refining
activities which achieve maximization of the amount of the nonspatial prod-
uet mix in the (small) nonspatial model. The results suggest some interesting
properties of the spatial model, and so, probably, would many other applica-
tions not undertaken.

II. THE AGGREGATION PERFORMED To OBTAIN A SMaLL NonspatiaL MODEL

The flow diagram of Chapter 4 portrays schematically the refining tech-
nology of the large nonspatial model whose aggregation we now deseribe.
The three main refining sectors-—ecrude distillation, conversion, and blending
—remain in the small model. The extent of the aggregation performed was
different for the three sectors; by far the most extensive aggregation oecurred
with respeet to distillation.

It was kept in mind throughout that the major questions to be put to the
spatial model (after its construction using the small nonspatial model) woulid
bhe of the following form: What is the maximum attainable amount of a
spatial produet mix in which each delivered end item is distinguished accord-
ing to region of delivery? The product mix was to be roughly equivalent
(after summing, for each end item, the regional amounts in a unit of the mix)

*For example, to determine the maximum amounts of a mix of all end items but one
attainable when alternative amounts of the omitted item are required (1) if all transporta-
tion equipment is free (here it suffices to use the nonspatial model}, and (2) if the avail-
ability of some means of transport (say tankers) is varied. '
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to the small nonspatial model’s product mix, so as to allow questions bearing
on the difference that adding spatial detail makes. The small nonspatial
model’s mix was to correspond closely to the large nonspatial model’s mix, so
that a comparison of the large and small nonspatial models would be possible.
Preservation of the end items in the product mix was thus an important con-
straint on the aggregation. The end item omitted from the product mix in the
large model—jet fuel—was also omitted in the small model. The main guid-
ing principle for the aggregation was, that the small model should yield, for
1952-53 equipment capacities and for reduced capacities, a trade-off eurve
between maximum amounts of the product mix and given amounts of jet fuel
close to the large model’s trade-off curves.

The large model has 105 rows and 205 columns (not inciuding slack col-
umns} ; the small model has 39 rows and 81 columns. The reduction was just
sufficient to permit the rows of the four-region spatial model (which include
rows dealing with transportation) to be fewer than 200, the upper limit to the
size of computable linear programming problems at the time. We now de-
scribe the main parts of the aggregation; the description will be best under-
stood if reference is made to the discussion of the large model in Chapter 4.

1. cruDE omLs. In the large model there are 25 types of erude oil; they
differ with respect to the proportions in which the several distillation frae-
tions oceur. The 25 types are intended to approximate the choices actually
open to the refihing sector of the industry, which is in reality confronted with
some three or four hundred crude types. The small model has three crude
types which were chosen in the hope that they would help to yield tradeoff
curves, for jet fuel versus product mix, close to those of the large model.

The possibility of choice between crude types comes most sharply into play
for the case of a crude distillation capacity less than normal. The normal
capacity is close to the normal total crude availability and virtually all crude
will normally be used in maximizing the amount of product mix (given nor-
mal availabilities of other equipment). When distillation capacity is less
than normal some available crude will go unused (left in the ground) and the
possibility of selection of “good” crudes and rejection of “bad” ones becomes
particularly important.

The reduction of 25 erude types to 3 is an aggregation task in which a prob-
lem of the type (iiib) discussed in Appendix I of this chapter is to be reduced
in size. For each of the 25 crudes there is an activity which is its sole user—
the distillation activity; in each sueh activity there is required an additional
primary commodity (the use of distillation equipment) whose availability
effectively constrains all of them (makes it infeasible to distill all of each
crude). Intermediate commodities (distillation fractions) emerge from these
activities. To reduce the 25 types to 3, a procedure was used which is de-
seribed in general terms in Section 7 of Appendix L.

The crudes are divided into three groups or crude types; the availability of
each group is the sum of the availabilities of the component crudes. The
column characterizing the distillation of each of the three groups or crude
types is a weighted average of the columns characterizing the distillation of
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that group’s component crudes; the weights are the availabilities of the com-
ponent crudes.® The three groups were chosen according to the gas oil content
of the crudes they contain (gas oil is defined as the fraction boiling between
392° and 617°). The first group chosen—type 1 erude—aggregates those of
the 25 crudes whose gas oil content (by volume) is less than 30%; type 2
crude aggregates those crudes with gas oil content between 30 and 40%; and
type 3 those with gas il content greater than 40% & 7

2. pist.LATION. Refinery gases, the lightest of the distillation products,
are omitted in the small model. They can be blended only in very small pro-
portions into end items, and in the jet-fuel-versus-product-mix applications
of the large model they proved to be fairly abundant by-products of distilla-
tion, with low shadow prices.

In the large model the 250-325°F and 325-400°F fractions emerging from
a given crude are assigned to one of two aromaties classes and this requires
three rows of the matrix for each of these fraetions. The small model dis-
penses with -aromatics classes (and thus saves four rows), letting a single
number, an average, characterize the aromatics content of each fraction.’

* Note that normal distillation capacity is just barely an effective eonstraint—it is just
slightly less than the total availability of crude (see Table 1). Hence the condition
given in Section 7 of Appendix I, under which the aggregation just described would be
error-free, is almost met for the case of normal distillation capacity.

*It will be noted that the gas oil fraction (392°-617°F) does not coincide with a sum
of any of the large model’s fractions. But the gas oil fraction nevertheless had to be
used for grouping the crudes since the spatial model requires data on the availabilities of
the three crude types in each region; and the only such data readily available (the data
in the study by Harold M. Smith, cited in Table 4) relate to each region’s availability of
crudes falling in the indicated gas-oil-percentage intervals. In order to decide, for each
of the large model’s 25 erudes, into which gas-oil-percentage class it falls data were used
(McKinney and Blade “Analyses of Crude OQils from 283 Important Oil Fields of the
United States,” U. 8. Bureau of Mines, Repori #4989, Washington, 1948) giving gas-oil
percentages for these 25 erudes (which are, in fact, the crudes from the 25 largest U. 8.
fields), Thus a linear function which could be used for ranking a given one of the 25
crude distillation columns is, for example, 2 linear function of the amount of 400-725°F
fraction obtained from the crude per barrel—a function which approximately yields the
crude’s gas oil content as given in McKinney and Blade. Simple regression would yield
such a function.

"The choice of the three groups thus followed the principle of similarity suggested in
Section 8 of Appendix I. There exists a linear function of column coefficients which,
when evaluated for each of the 25 original distillation columns, yields a ranking from
which the three groups actually chosen could be obtained. The linear function in ques-
tion would approximate the amount of gas ¢il in the crude in question.

There appears to be no outstandingly “good” crude of high availability among the 25
that are aggregated (e.g., no crude yielding extraordinary amounts of the light fractions
that can be blended directly into motor gas and avgas); hence there are no a priori
grounds for believing that the aggregation procedure described “dilutes” such a crude,
the possibility suggested at the end of Section 7 in Appendix I.
© *This also permits dropping a row for the end item #I Fuel Oil. For the 400-550°
fraction is the sole material used for #1 Fuel Oil and a separate “F1 Fuel Gil” row is
needed in the large model only because the 400-550° fractions of differing aromatics eon-
tent can be used as #1 Fuel Oil. In the small model the 400-550° iraction enters the
produet mix directly.
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3. coxversioN. In the large model the main thermal operations—thermal
cracking, thermal reforming, and visbreaking——each require equipment of a
different kind. In the small model the three activities remain but the three
types of equipment are pooled.

Coke (an end item), coking equipment, and coking activities are omitted
in the small model.

In the large model, a distinction is made between the products of catalytic
reforming and catalytic cracking, and between the products of thermal re-
forming and thermal cracking; furthermore, the reformed products are also
distinguished by the “severity” of the operation. These distinctions are
eliminated in the small model: A level of severity is chosen for the reforming
process such as to yield a reformed material having the same octane rating as
the cracked material. Thermally or ecatalytically reformed material of a
given boiling range is then pooled in a single row with thermally or catalytic-
ally cracked material, respectively, of the same boiling range. In addition, no
distinction i1s made in the small model hetween the products of catalytic erack-
ing of straight-run and previously cracked (recycled)} material, which differ
only with respect to Reid vapor pressure.

Finally, the alkylate and polymer gasoline conversion processes are omitted
in the small model. Alkylatc is treated as an exogenous input, its availability
equaling the large model’s alkylation capacity. Polymer is made directly
available to the model as motor gas. '

4. BRITISH THERMAL UNITS (BTU’s). The production of Btu's (by burning
of refinery gases and coke) and the requirements for Btu's are omitted in the
small model. In applications of the large model more Biu’s were available
frem burning otherwise unused by-products than were needed.

5. EXocENOUs INPUTS. The small model drops TEL altogether (see Section
6 below) and drops the rows used for natural gasoline and butane. These are
treated (together with polymer) directly as motor gas, i.e., their availability
(assumed equal to the capacity of the equipment used to produce them) is
entered in the motor gasoline row of the model’'s vector of capacities and
availabilities, The excess octane which these three materials make available
(the number of barrels of each times the amount by which it exceeds the oc-
tane requirement for motor gasoline, summed over the three materials) is
similarly entered in the octane row of the vector. Isopentane is retained as
an exogenous input.

6. END-ITEM sPECIFICATIONS. In the large model, there are four specifica-
tions by octane number for hoth premium and regular motor gasolines; in the
small model, only one grade of motor gasoline is distinguished, and its octane
number is 87, the weighted average of the octane numbers of the premium and
regular grades.” In the large model, there arc six aviation gasoline specifica-

*The weights are the amounts of the two grades of gasoline in a unit of the large
wodel'’s product mix.
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tiong, These are reduced to three in the small model (which retains two types
of avgas) by eliminating the vapor pressure specification for each and by
eliminating one lean performance number specification; these specifications
have proved ineffective in all applications of the large model so far. In bnth
large and small models, the arcmatics content of jet fuel is restricted to not
more than 25%; in the large model, but not in the small, there are two further
jet fuel restrictions: ta) that at least 50% of the jet fuel be boiled ofi when its
temperature is raised to 370°F, and (b) that its Reid vapor pressure not ex-
cced 3 pounds.  Finally, the motor gas Reid vapor pressure specification was
dropped, sinee it is met by all the motor gas ingredients assigned separate
rows in the small model.

If the small model retained the large model’s apparatus for varying the use
of TEL (and allowing it to influence miotor gas octane humber) three rows
would be required.™ These rows were initially retained (vielding a 42-equa-
tion model) but a computing run revealed that increasing TEL availability
beyond its 1952-53 level gave a negligible further increase in product mix.
It seemed reasonable, therefore, to save rows and drop TEL altogether.

7. eNp 11EMS.  The small model omits coke, combines regular and premium
motor gas, and lets the 400-550°F fraction serve directly as #1 Fuel Oil2
Otherwise the two end item lists are the same.

8. suMMary. The following table summarizes the reductions made to ob-
tain the small nonspatial model; Table 1 presents the small nonspatial model
{see pp. 105-110).

Number of Equations (rows)

Large Model  Small Model

Number of crude oils 25 3
Equipment capacities 10 5
Refinery gases 5 0
Straight-run streams (and products of vacuum

distillation) 8 8
Classification of SR streams by aromatics content 5 0
Btu's 1 0
Intermediate materials used or produced by conversion

processes 22 10
Exogenous inputs 3 2
End items (not elsewhere listed) 9 6
End item specifications 17 K

Total 105 39

9. COMPARISONS OF THE LARGE AND SMALL MODELS. Two comparisons were
made (Figures 1 and 2). Each comparison eonsists of a pair of trade-off

* Bee footnote 8, Chapter 4. _
" This fraction is the sole material used for #1 Fuel Oil in the large model too, but
there the end item “#1 Fuel Oil” is given a separate row.
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curves—jet fuel versus product mix—one computed using the small model and
the other using the large model. For the first comparison 1952-53 equip-
ment capacities and crude oil availabilifies are imposed. For the second
comparison the capacities and availabilities are drastically reduced below the
195253 levels. The exact reduced capacities are given in Chapter 4, Table 2.

a. 1952-53 Capacities. The curves are close to the left of point B. The
divergence to the right of point B (the small model permits increasingly more
product mix than the large model) seems to be explained by the two extra
constraints placed on the allowable jet fuel blends (50% point not higher than

8 7 T T T
Large modej Small modei
Large Jet fuel  Product mix Jet fuel  Product mix
ofi 00 707 00 6.86
; mode 26 691 86 6.31
50 6.68 1.14 597 7
75 6.39 175 5.16
1.00 6.09 1.75 515
1.50 545 1.77 5.13
2.00 4.78 2.00 4.76
= 6 - 2.50 405 223 442
) 3.00 3.16 374 2.13
5 3.25 93 4,39 103
: 3.29 .15 457 .00
:§
w5 B
w
=
i
T
]
s 4 .
=
s
2
B
[33
% 3 -
3
E
ks
=
=]
£
2 —
1+ ]
Large model
I ]
0
0 1 2 3 4 5

JP4 jet fuel {millions of barrels per day)

FIGURE 1, Jet fue] tradeoff curves, 1952-53 capacities,



A SPATIAL MODBEL OF U. 8. PETROLEUM REFINING 83

5
I I ] |
Large modei Small model
Jet fuel  Product mix Jet fuel  Product mix

.00 3.28 00 3.58

4 50 317 50 322 ]
1.00 258 1.00 250
Small 1.50 1.65 150 1.71
model 1.64 1.00 - 1.90 1.12
171 .38 1.98 1.00
204 91

3 220 .00 —

Large mode!

N
|

-
[

Product mix, exclusive of jet fuel (millions of units per day)

Small model

{ |
0 1 2 3 4 5
JP-4 jet fuel (millions of barrels per day)

FIGURE 2. Jet fuel tradeoff curves, reduced eapacities.

370°F and Reid vapor pressure not higher than 3 lbs.) in the large model.
The aromatics content restriction, it is interesting to note, turns out to be in-
" effective in either model *?

This explanation is confirmed by the following “shadow prices” on jet fuel
and “on” the three restrictions for three points of the large model’s jet fuel-
product mix eurve:

Point C
Point A Point B {maximum amount
(1.5 million (3.0 million of jet fuel:
bbls. per day  bbls. per day maximum amount of
of jet fuel) of jet fuel) product mix = 0)
Shadow price of jet fuel 1.31 5.35 25.45
Shadow price “on™ aromatics
content restrietion 0.00 0.00 0.00
Shadow price “on” 50% point
restriction 0.042 0.00 27.61
Shadow price “on” Reid Vapor
Pressure restriction 0.00 0.76 7.58

* Except when the output of jet fuel is 2 maximum (with zero product mix), when the
shadow price on the aromatics content restriction happens to be zero although the re-
striction is met exactly (is not overiulfilled).
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At point A, for example, a small increment A in jet fuel requires an increment
of (.042/1.31)A = 0324 in the sum of the products of the quantity of each
jet fuel component blended into jet fuel with the amount by which the per-
centage of that component that is boiled off at 370°F exceeds 50; at point B,
with more jet fuel produced, an increment of 0 is required; but at point C,
with the most jet fuel possible being produced, a far bigger increment of
(27.61/2545)A = 1.08A is required. Similarly at a point 4 a small incre-
ment A in jet fuel requires an increment of 0 in the sum of the produets of the
quantity of each jet fuel component blended into jet fuel with the amounts by
which the Reid vapor pressure of that component exceeds 3 1bs.; at point B
an inerement of (.76/5.35)A = .14A is required; but at point € an increment
of (7.58/25.45)A = .30A is required.

In the small model these two restrictions are omitted and between point B
and point C the small model is able to meet the same jet fuel requirements as
the large model while yielding more product mix, while to the right of point C
(along the jet fuel axis of Figure 2), with the large model producing no more
jet fuel at all, the small model continues to do so, to the extent of more than
a million barrels per day. For the range to the left of point B, however, the
{wo models yield “answers” which are very close.

b. Reduced Capacitics. Not only does the choice of erudes (of which the
large model provides far more) become important in the reduced-capacity
case, but in addition one would expect the flexibility permitted (in the large
model )by alternative levels of reforming severity to become more important
as reforming capacity is diminished. '

The two curves are close together over an interesting and fairly large range
of jet fuel requirements (0.5 to 1.5 miilion bbls. per day). For requirements
between 0 and 0.5 million bbls. per day and greater than 1.5 million bbls. per
day, the small model allows somewhat more product mix. The divergence in
the former interval is explained partially by the circumstance that here the
large model “bottlenecks” on ecoking ecapacity, a capacity limit which is
omitted altogether in the small model; the divergence in the latter interval
suggests that the large model’s two extra jet-fuel constraints were so effective
that the best of the large model’s 25 crude classes were not, in fact, much
better than the best of the small model’s three erude ¢lasses.

10. THE CLOSENESS OF THE TWO MODELS. It appears that the balance be-
tween the extra “stringencies” of the small model as compared with the large
one (many less crude classes to choose from, reforming at one severity level
only), and its extra “laxities” (coke omitted from produet mix and coking
capacity from equipment list, two jet fuel specifications omitted) is such that
when the amount of produet mix of the 1952-53 type is to be maximized
subject to alternative capacity limits and alternative jet fuel requirements,
the answers yielded by the two models over interesting capacity and jet fuel
ranges will not be significantly different. For extreme cases (extremely high
jet fuel requirements and extremely low capacities), there is divergence.

It seems likely that except for such extreme cases answers obtained from s
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spatial model based on the small nonspatial model would not differ much
from the corresponding answers obtained from a spatial model based on the
large nonspatial model.

IT1. DescrirtioNn oF tae Four-RecioN MobiL

1. 1952-53 SPATIAL DIFFERENCES IN U. 8, CEUDE OIL PRODUCTION, REFINING,
AND PETROLEUM FRODUCTS CONSUMPTION AND 1952-53 PRINCIPAL MOVEMENTS.
In broad outline the 1952-53 spatial distribution of the U. 8. petroleum indus-
try and its markets can be characterized as follows. The Pacific Coast is a
virtually autonomous area. It produces its own crude, does its own refining,
and consumes its own products with practically no importing or exporting.
The Gulf States (Texas, Louisiana, Mississippi, Alabama, and Oklahoma)
produce about half of the nation’s erude, possess about two-fifths of its re-
fining eapacity (as measured by daily atmospherie distillation capacity), but
consume less than one-ninth of its total petroleum products stream. The
states, other than the Gulf States (augmented to include New Mexico and
Arkansas) and the Pacific States (including those mountain states supplied by
California), may be divided into two groups: East and Midwest. The East
group (New England, the Atlantic Seaboard, and Ohio) consumes nearly half
of the nation's product stream, possesses about a fifth of its refining capacity,
and produces only about seven-hundredths of its crude. The Midwest group
consumes about one-quarter of the nation’s produet stream, possesses about a
third goes to Midwest refineries (where it constitutes about half of the erude

The Gulf group exports about two-fifths of its erude. Of this about one-
third goes to Midwest refineries (where it constitutes about half of the crude
received} and about two-thirds to East refineries (where it constitutes nearly
all of the crude received). The Gulf group exports about seven-tenths of its
product stream. Of this about one-fifth goes to Midwest markets (where it
constitutes about one-fifth of the product stream consumed) and four-fifths to
East markets (where it constitutes more than half of the product stream con-
sumed}. In addition, there is a small amount of products movement between
East and Midwest, most of it from Midwest to East. Both the Midwest and
East groups, then, are highly dependent on the Gulf group for both crude and
produets; but of the two the East is considerably more dependent.

Of the movement of crude from Gulf to East, about two-thirds is by tanker,
a little less than a third by pipeline, and the remainder by barge, tank car,
and trueck. Of the movement of crude from Gulf to Midwest, about 93% is
by pipeline, the hulk of the remainder by barge, and a very small amount by
tank ear. Of the movement of products from Gulf to Midwest, about six-
tenths is by pipeline, three-tenths by barge, and one-tenth by tank car.

Within each region there are movements from ol fields to refineries and to
ports or pipeline terminals (for further shipment), from ports or pipeline
terminals to refineries or {o consumers of products, and from refineries to con-
sumers. Some of the principal intraregional movements are: the coastwise
tanker shipment of crude and products along the Pacific Coast, pipeline and
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barge shipmenta of crude from Gulf fields to Gulf refineries, barge shipment
of products on the Great Lakes within the East and the Midwest regions,
coastwise tanker (and intraharbor barge) movements of products from East
Coast refineries to East Coast markets. Tank trucks are everywhere used
for short hauls between refineries and distribution centers or retail outlets.

2. CHOICE OF REGIONS AND TRANSPORTATION ACTIVITIES INCLUDED IN THE
MopDEL. The four regions, and the transportation activities allowed between
them, were selected to permit the model:

1. To duplicate roughly the 1952-53 pattern of interregional flows (and to
make allowance for intraregional transportation). ‘

2. To reflect the principal 1952-53 constraints on pipeline flows (pipelines
are unique among all the means of petroleum transportation for they are not
movable and take a great amount of time and resources to build).

3. To yield answers to questions that involve interesting variations as be-
tween the four regions from the 1952-53 spatial patterns of consumption, crude
production, and refining capacity (the consequences of variations from the
1052-53 spatial patterns within regions cannot be traced in the model, but the
regions are so selected that such variations are generally less interesting than
variations as between the regions).

The four regions selected—East, Midwest, Gulf, and West—are shown in
Figure 3, together with the principal inferregional crude oil and produets pipe-
lines and the principal barge routes. Intraregional pipelines are considerably
smaller in capacity than the interregional ones on whose capacities the model
explicitly imposes the present limits. They are chiefly gathering lines within
the oil fields, or else short field-to-refinery lines whose eapacity is not less
than the normal producing rate of the originating fields; intraregional pipe-
lines are ignored entirely in the model. ‘

The means of transportation that the model distinguishes are four: (inter-
regional) pipeline, tanker, barge, and railroad tank ear. Tank trueks, which
are largely used to serve local eonsumption areas surrounding refineries, ap-
pear to be of very little importance for interregional {ransport. We assume
(a) that there is no mneans of transportation which can be substituted for tank
trucks in providing such loeal service, and (b) that the nation’s tank-truck
fleet is adequate for any “interesting” distribution of the requirements for
such service over the four regions. Accordingly, tank-truck transportation is
entirely omitted in the model.

Every transportable cornmodity (erude oils, intermediate materials, end
items, and exogenous inputs) distinguished in the small nonspatial model may,
in the spatial model, be shipped from any one of the four regions to any other
by any one of the four means of transportation, provided that it is physically
possible to do so (i.e., there is no barge transportation to and from the West,
nor tanker transportation to and from the Midwest, nor are “vacuum distil-
late bottoms” transported by pipeline)."

®Or transportation of crude and “black” products in products pipelines and “white”
products in crude lines (see Section § below).
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3. THE ROWS AND COLUMNS OF THE MATRIX: A GENERAL SUMMARY, The gen-
eral unit of measurement of crude and products flows is one million barrels
per year (365 calendar days) in the spatial model; empty tankers, tank cars,
and barges in the various regions are measured in numbers per year.

One hundred fifty-six of the rows and 324 of the columns are devoted to
four successive repetitions of the 39-equation nonspatial petroleurn refining
matrix.

Thirty-nine rows of the spatial matrix, then, are devoted to the crude oils,
intermediate materials, exogenous inputs, specifications, and end items of the
nonspatial model located in the East, and 81 columns are devoted to the dis-
tillation, conversion, and blending activities of the nonspatial model as carried
on in the East and involving the items of the 39 rows, Another 39 rows are
devoted to the nonspatial model’s items located in the Midwest and another
81 columns to its activities as carried on in the Midwest; and similarly for the
Gulf and West regions.

Eight rows are devoted to intraregional transportation—for each region
there is one “intraregional erude transportation” row and one “intraregional
products transportation” row. These items will be diseussed in Section 4 be-
low. Seventeen rows are devoted to empty tankers, tank cars, and barges as
they appear in the various regions, with a division of the empty tankers and
tank cars into “clean” and “dirty” categories (Sections 6, 7). Eight rows are
devoted to the capacities of crude and products pipelines between certain pairs
of regions (Section 5.1). Three rows are used to allow for the effect of Vene-
zuelan imports on U. 8. capabilities {Section 8). Finally, three rows are de-
voted to the national fleet of movable transportation equipment: one row for
tankers, one for tank cars, and one for barges.

Of the 1332 columns other than the 324 refining technology columns, 904
are devoted to transportation of each commodity from every region to every
other by each feasible means of transportation {Section 5) ; 16 to the activities
of “making available intraregional transportation” (Section 4.3); 13 to the
activities of ‘“‘cleaning or dirtying” tankers or tank cars; 36 to “interregional
movement of empty tankers, tank cars, and barges” (Section 6); 19 to “ship-
ment of Venezuelan crude to U. 3. with transshipment within U. 8. and atmos-
pheric distillation at final destination” (Section 7); 19 to “shipment of Vene-
zuelan residual fuel oil to U. 8. with transshipment within U. 8.” (Section 7);
and four to “movement of empty dirty tankers to and irom Venezuela” {Sec-
tion 7). One additional column is the “product mix” column (Seetion 9).
Finally, sinee the system has 195 equations, there are 195 columns that are
slack vectors, i.e., that define disposal activities.

4. INTRAREGIONAL TRANSPORTATION. We describe first the attempt that was
made to deal with perhaps the most troublesome problem in eonstrueting any
multiregion model when the regions themselves are quite large. The difficulty
is that a considerable proportion of the nation’s movable transportation equip-
ment is in fact used for transportation within the regions; the equipment used
intraregionally must somehow be subtracted from the national pool if the na-
tion's interregional transportation capabilities are not to be overstated.
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FIGURE 3. The four regions of the model. Principal barge routes and interregional pipelines are shown.
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4.1. Assumplions. In the case of petroleum transportation there are several
kinds of intraregional movement by movable transportation equipment; intra-
regional pipeline movements need not concern us, and the term “intraregional
movements” henceforth excludes them. In the first place there are three con-
cervable kinds of intraregional crude oil movements: field-to-refinery move-
ments, movements from fields to interregional transportation terminals (tanker
ports, barge ports, pipeline terminals, and rail terminals), and movements
from interregional transportation terminals to refineries. Next, the intra-
regional movements of products (except movements by tank truck) can be of
four prineipal kinds: refinery to distribution center (from which deliveries to
retail outlets are made}, refinery to interregional transportation terminal, in-
terregional transportation terminal to distribution center, and (for inter-
mediate materials sent to a refinery in another region for further processing)
interregional transportation terminal to refinery. Finally, there are small
intraregional movements of intermediate materials that are shipped from one
refinery to another in the same region for further processing; and small in-
traregional movements of exogenous inputs (alkylate, isopentane, butane,
natural gasoline) from the plants where they are produced to refineries, move-
ments which are largely in specialized tank cars (pressurized cars) that may
be assumed always in adequate supply for this purpose. These two categories
of small intraregional interrefinery movements are omitted altogether from
the analysis.** '

To estimate the extent of the three kinds of intraregional crude movements
and the four kinds of intraregional products movement is very difficult. We
make a number of simplifying assumptions. We assume

1. That no intraregional movement begins or ends at an interregional rail
terminal. (This assumption simply recognizes that the rail network is gen-
erally sufficiently dense, and the cost of transferring erude or products be-
tween tank car and barge, tanker, or pipeline is sufficiently high, so that if any
part of a movement from a point in one region to a point in another region
can be made by rail then all of it can be; and if it is efficient to do any part
of it by rail then it is efficient to do all of it by rail.}

2. That intraregional movements of crude are exclusively movements from
fields to refineries and from interregional terminals to refineries. (No move-
ments are from refineries to interregional transportation terminals—a fairly
aceurate assumption in 1952-53 for the Gulf, which was the dominant ex-
porter.)

"There is a stight asymmetry in our prohibiting in the meodel the increase of intra-
regional interrefinery movements of intermediate materials beyond their present negli-
gible levels (assumed zero in the model) but permitting interregional interrefinery move-
ments (currently also negligible) and allowing in addition for the intraregional transporta-
tion which such interregional movements require. But (1) it is a property of multiregion
models that they shed little light on the effects of changes within regions: and (2) we
have to allow explicitly for (to “charge” for} the intraregional transportation required by
interregional interrefinery movements in order to avoid the computational pitfall men-
tioned in Section 4.3 below.



90 STUDIES IN PROCESS ANALYSIS

3. That when end items are shipped between regions (other than by tank
car), intraregional movement is required in the receiving region (from inter-
regional transportation terminals to consumption centers) but not in the
originating region. (Again this was largely true in 1952-53, the significant
receiving regions for end items being the East and Midwest, where a consider-
able quantity of Guif-produced end items had to be moved from pipeline
terminals and ports to distribution centers; Gulf ports and products-pipeline
terminals, moreover, were nearly all refinery sites as well.)

4. That when exogenous inputs are shipped between regions no intraregional
movement is required. (In fact, such shipments have always been very smali
in volume and are usually, and most efficiently, made in specialized tank cars;
assumption 1 has excluded intraregional movements required as a result of
interregional rail movements.)

5. That when infermediate materials are shipped between regions, intra-
regional transportation is required in the receiving region (for movements
from terminals to refineries) but not in the originating region. {Actually in-
terregional intermediate-material movements were negligible in 1952-53. But
if the model were to make use of such movements we would want the proper
charge for the resulting intraregional transportation to be made, and this as-
sumption is a reasonable way of doing so.)

6. That intraregional transportation is required for field-to-refinery move-
ments of crude and for refinery-to-distribution-center movements of end
items.

If assumptions 1 to 6 were met in 1952-53—and they nearly were—then
the amount of intraregional transportation of crude required in a region i de-
pended only on @,, the amount of crude distilled in that region {and obtained
from regional production as well as from imports). The amount of intra-
regional transportation of produets (end items and intermediate materials}
required in a given region 7 depended only on {,, the amount of end items
produced in that region less the amount exported plus the amount imported
plus the amount of intermediate materials imported (the latter quantity was
virtually zero in 1952-53).**

Within a given region, moreover, a certain minimal fleet of tank cars, barges,
and (except for the Midwest} tankers was required in order to achieve the
1952-53 intraregional tank ear, barge, and tanker movements of crude. This
fleet can be regarded as made up of a certain number of identical bundles of
tank cars, barges, and tankers, where the proportions in which the three kinds
of vehicles occur in a bundle are the same as the proportions in which they
occur in the fleet. Similarly, for a given region, another minimal fleet of
tank cars, barges, and tankers made up also of a number of identical bundles
(composed differently from the infraregional erude transportation bundles for
" the same region) was required in order to achieve the 1952-53 tank car,
barge, and tanker movement of products. We now assume

" Except for imports of Venezuelan residual fuel oil into the East.
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7. That for a year other than 1952-53 the number of these bundles of intra-
regional crude transportation vehicles required in a region 7 bears the same
ratio to the quantity Q; as was the case in 1952-53. The number of bundles
of intraregional products vehicles required in a given region i for the given
years bears the same ratio to the quantity § ; s was the case in 1952-53.

Assumption 7 justifies a procedure for estimating the amount of intra-
regional crude transportation (the number of minimal bundles) and the
amount of intraregional products transportation required by each of the four
regions when the region’s crude and products production and imports are at
given levels.. The procedure and the data used are given in Appendix II.
They yield the first eight columns of the intraregional transportation sub-
matrix shown as Figure 4. The intermediate commodities “intraregional
crude transportation” and “intraregional products transportation” (each dis-
tinguished according to region) are required in the model’s refining and inter-
regional transportation activities, in & manner to be described below (Section
4.3}). :

Assumption 7, and the intraregional transportation matrix based on it, will
be the more inaccurate the more the spatial distribution of fields, refineries,
consumption ecenters, and interregional terminals within each region differs
from that of 1952-53.

42. Varying the Intraregional Transportation Fleets. 1f the first eight
columns of Figure 4 were the model’s entire treatment of intraregional trans-
portation the model could bottleneck unrealistically in some interesting ap-
plications. If, for example, the effects of great reductions in the national
barge fleet on the maximum attainable amount of a spatially differentiated
produet mix were being traced, then intraregional transportation in the Gulf,
Midwest, and East would become increasingly “expensive” for increasing
amounts of produet mix and a given (abnormally small} barge ficet. For a
barge fleet of size zero, very little product mix would be attainable, according
to the model, since any production in Guif, East, or Midwest requires intra-
regional transportation which in turn requires barges. Henee production in
the West and export to other regions would be the only way of obtaining any
product mix.

In order to avoid such unrealistic bottlenecking, we permit for each region
some variations from the 1952-53 composition of the minimal intraregional
transportation fleets; i.e., we add to the intraregional transportation submatrix
eight “replacement” activities in addition io the eight “normal” activities
based on the 1952-53 intraregional transportation fieets. The additional ae-
tivities are shown in Figure 4. 7

It will be noted that it is always tank cars that replace the other kinds of
(movable) transportation equipment; tank cars themselves are never replaced.
The justification for this is that tank-car transportation is at present consid-
erably more expensive than all other types.’* Hence it seems reasonable to
assume that the small amount of material now shipped by tank car (the exist-

*Bee Chapter 2 of Transportation of Oil, Petroleum Administration for Defense, 1950.
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ing tank-ear fleet is currently being utilized far less intensively than it could
be) cannot be shipped by other means of transportation.

Our alternative activities do not allow for the replacement of tankers by
barges (which could travel, to some extent, on “parallel” inland waterway
routes) or vice versa. The reason is that use of the vast and heavily under-
utilized tank-car fleet, which in most interesting applications would remain
underutilized,’” provides sufficient scope for replacement of parts of the “nor-
mal” intraregional transportation fleets.

The alternative activities do not allow for replacement of barges in the
East, since, except for the small proportion used in intra-East Great Lakes
movements, these are used largely for short movements within large harbor
areas (New York, Philadelphia, Baltimore, Boston)?® and tank cars do not
seem a feasible replacement for this purpose.

Note finally that the replacement activities do not allow replacement of the
entire tanker fleet in East and West. A two-thirds replacement eompared
with 1952-53, in the production of a umnit of intra-East or intra-West crude or
products transportation,'® is the maximum permitted. This is meant to re-
flect, in an arbitrary way, the fact that coastwise rail routes, already in heavy
use, would be seriously clogged if they had to carry much tanker traffic, and
that complete replacement of tankers would be impractical.

The sixteen intraregional transportation.activities provide & flexible mech-
anism for furnishing the intraregiona! transportation necessary to distribute
end items and crude over each region, given that the 1952-53 spatial distri-
bution of end-item consumers, refineries, fields, and interregional transporta-
tion terminals is approximately to prevail within each region.

4.3. Intraregional Transportation Rows in Columns Relaling o Refinery
Operations, Interregional Shipments, and Disposal Acétivities. We now de-
scribe the manner in which, under assumptions 1-6 of 4.1, the eight intra-
regional fransportation commodities that are produced by the intraregional
transportation activities we have just defined enter other activities {columns
of the matrix).

In the 324 refining activities they enter as follows: At unit level, the at-
mospheric distillation activities in a given region {which, at unit level, require
one million barrels of crude per year and produce .994 mllion barrels of dis-
tillates per year) require one unit of intraregional crude transportation {which
is needed for field-to-refinery or terminal-to-refinery movement of the million
barrels of ecrude within the region) and 994 units of intraregional products
transportation (which would be needed for refinery-to-distribution-center
movement within the region if all of the distillates obtained from the million
barrels of crude became end itemns in the region’s refineries and if all of these
end items were consumed in the region). But any refining activity—other

"The World War II situation is no longer likely ever to apply again since pipeline
capacity has been so greatly expanded.

*Some barge movement does oceur, however, along the Hudson River and the New
York State Barge Canal.

* There are no intra-Gulf tanker movements. See Appendix II.
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than the atmospherie distillation activities—in which there is “disappearance,”
i.e., in which the total volume of outputs at unit level is less than the total vol-
ume of inputs by an amount A, “produces” (has as an output), at unit level,
of A units of intraregional products transportation. The “charge” made for
intraregional produets transportation in the atmospheric distillation activities,
in other words, is corrected by the amount of intraregional products trans-
portation required for refinery-to-distribution-center movement of a quantity
of products equal in volume to the amount of material that disappears in the
course of subsequent refinery operations. Thus, the activity “catalytic crack-
ing of 400-550°F straight-run, East,” which at unit level requires one million
barrels a year of distillate but produces only 830,000 barrels a year of inter-
mediate materials, has as a further output at unit level .17 units of intra-
regional products transportation in the East.

But the possibility of exporting products requires further correction of the
“charges” made for intraregional preducts transportation in the atmospherie
distillation activities, For when end items or intermediate materials are ex-
ported, then refinery-to~distribution-center transportation of the former, or
of the end items which the latter become, is not required in the exporting
region; neither, according to assumption 5 of Section 4.1, are intraregional
movements of the refinery-to-interregional-transportation-terminal kind re-
quired in the exporting region. Hence a correction must be made: An activity
of shipping an intermediate material or an end item from one region to an-
other must have as an output at unit level an amount of intraregional prod-
ucts transportation in the exporting region equal to the ratio of the number of
barrels shipped (at unit level) to one million.

In accordance with assumptions 2, 3, and 5 of 4.1, however, some “charges”
must be made for intraregional transportation to support intraregional move-
ments to and from interregional transportation terminals. In accordance with
assumption 2, an activity of shipping crude oil by means other than tank car
from one region to another—requires, at unit level, an amount of intraregional
crude transportation in the importing region corresponding to the amount
shipped. In accordance with assumption 3, an activity of shipping (by means
other than tank car) intermediate materials or end items between regions
requires, at unit level, an amount of intraregional products transportation in
the importing region corresponding to the amount per year shipped. In accord-
ance with assumption 4, the activities of shipping exogenous inputs inter-
regionally do not require intraregional {ransportation.?

*We note that the manner in which the eight infraregional transportation “commodi-
ties” enter the interregional shipment activities is such that the following computational
pitfall is avoided: It cannot happen that, intraregional transportation being very scarce
in some region (or rather the equipment and fuel required for it), the model is able to
relieve the scarcity by calling for a back-and-forth interregional shutiling of some com-
modities in order to “produce” the required intraregional transportation. This could hap-
pen if, for example, in shipping an intermediate product by pipeline from one region to
another, we “credited” the exporting region (ie. included intraregional products trans-
porfation in the exporting region as an output)—as we in fact do—but did not “charge”
the importing region (ie, did not include intraregional transportation in the importing
region as an input in the activity). It could also occur if we did the same with respect to
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Finally, consider the 195 slack or disposal columns. Of these, 84 are con-
cerned with “throwing away’’ the 21 intermediate materials and end items that
may appear in each region. Whenever a quantity of an intermediate material
or end item is ““thrown away” in a region, however, its production does not
create a need for intraregional produects transportation (for refinery-to-distri-
bution-center movement) in the region, although the region is “charged” with
supplying such a need in the atmospheric distillation activity that originally
brought the quantity of intermediate material or end item into being. Hence
the following correction must be made: A disposal activity involving one of
the end items or intermediate materials in a region has, at unit level, an input
of one million barrels a year of the commodity in question in the region in
question but it also has, at unit level, an output, namely one unit of intra-
regional products transportation (in the region in question).

5. INTERREGIONAL SHIPMENT OF coMMoDITIES, The chief problems en-
countered in incorporating interregional transportation into the model arise
because regions are not peints and because there is no obvious method of
assigning useful dimensions and numbers to the task of transporting a com-
modity unit from one region to another by a given means of transportation.
We discuss the assumptions made and the numbers used for each of the four
means of transportation. It will be noticed that the interregional shipment
activities have a “feedback” property that is explicitly taken into account:
There is consumption of certain petroleum products as fuel in the eourse of
petroleum transportation. -

5.1. Interregional Pipeline Shipments. In the case of pipelines, the daily
(and hence the annual) 1952-53 capacities for delivery of products and erude
lines crossing regional boundaries were readily obtained {and the totals are
given in Table 3 at end of chapter).

Crude lines are assumed to be usable only for crude and for “black” prod-
ucts. These are #6 fuel oil, diesel fuel oil, 7254-°F vacuum distillate, 550~
725° cracked, vacuum distillate gas oil, the residual atmospheric distillation
fraction—the 7254-°F fraction—and 7254°F cracked. Vacuum distillate
bottoms is a black product that cannot be piped. It is assumed that other
products can be sent only by products pipeline. This is realistic, since con-
version from crude to products use and vice versa, while feasible, takes con-
siderable time (and resources); it would be easy, if desired, to add conversion
activities to the model, in which a unit of one kind of pipeline capacity between
two regions is converted during a year to less than one unit (allowing for con-
version time) of the other kind of capacity.?

the activity of shipping the same commodity by pipeline in the reverse direction. For
then the model could artificially “produce” intraregional products transportation in one
region by (fictionally) exporting this commodity by pipeline from one region to another
and then importing it back again by pipeline, the only net input required being pipeline
capacity, Our treatment manages to prohibit such 2 possible absurdity.

# Indivisibilities are, of eourse, {unrealistically) ignored if such an activity is allowed
to be operated at any one of a continuous range of levels (for actually all of a pipeline’s
capacity must be converted if any part of its capacity is converted).
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It is also assumed that, during the course of a year, commeodities could be
sent through a pipeline in both directions, the proportions between the two
directions being unrestricted and the combined capacity for deliveries out of
either end being equal to the 1952-53 capacity for flow in the “normal” 1952-
53 direction. It is true that this assumption is somewhat unrealistic, for
reversal of flow takes time (though less time than conversion between “black”
and “white” use). But it seems very likely that in any interesting application,
pipeline flow between each pair of regions will oecur in one direction only for
“white” produets and one direction only for crude and “black” products in an
optimal solution; if this direction is the opposite of the present “normal” one
then a once-and-for-all reversal of flow is all that is required.

Further assumptions are: (1) products can follow each other through a pipe-
line without lag (which is not unrealistic if the sequence of products is from
light to heavy, that is to say, from “clean” to “dirty”); (2} in any application
the “capabilities” to be explored are stated in terms of annual flows, there
being no preference for one part of the year over ancther with respect to the
delivery of certain end items (perhaps the chief defect of this assumption is
that seasonal peaks in heating oil demands are ignored).

An activity of sending a commodity by pipeline from one region to another,
then, takes, at unit level, one million barrels a year of the commodity shipped
in the region of origin, takes one million barrels a year of pipeline capacity
between the two regions (erude pipeline capacity if the commodity is black,
products pipeline capacity if the commodity is white), and produces one million
barrels a year of the comimodity in the region of termination. Intraregional
transportation items also enter the activity in the manner described in Sec-
tion 4.3. ‘

Black and white pipeline shipment is permitted between Gulf and East, Gulf
and Midwest, East and Midwest. In addition, black and white pipeline ship-
ping activities between Gulf and West are included in the model in order
eventually to explore the effects of construeting crude and products pipélines
between Texas and California.

5.2. Interregional Tanker Shipments. In order to measure the time required
to ship commodities from one region to another by tanker, each region {(other
than the Midwest) is represented in the model by a single port. The ports
chosen are: Philadelphia in the East, Galveston in the Gulf, and Los Angeles
in the West. It is assumed, in other words, that distance covered by the
average tanker shipment between any two regions in 1952-53 equaled the
distance between the representative ports.

The time required to ship a tanker load of a petroleum commodity from
one region to another is taken as the sum of average loading time, average
transit time between the representative ports, and average unioading time.
This total is some fraction of a year, say z years, where 0 < z < L.

There is a further complication: In order to avoid contamination, white
commodities cannot be shipped in tankers in which black commodities (erudes
and vacuum distillate bottoms together with the other black products men-
tioned above) have just been shipped; black commodities, however, may be
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shipped in tankers that have just carried white commodities. If a transition
from black to white is to be made, tanker cleaning is first required; cleaning
(“butterworthing”) of empty tankers may be done at sea or in port. In order
to express the alternatives while using the smallest number of rows: (1) for
each of the three tanker-accessible regions, a row of the matrix is assigned to
empty “dirty” tankers (in which only black commodities may be shipped
unless cleaning takes place), and a row is assigned to empty “clean” tankers
(in which all ecommeodities may be shipped); (2) dirty tankers traveling empty
from any one region to another® are assurned always to be cleaned en route;
(3} cleaning activities in each region®® convert empty dirty tankers in the
region into empty clean tankers in the region. In order to save some columns,
a conversion (or “dirtying”) activity is also defined for each region; this is a
fictitious activity which instantaneously transforms a clean tanker in the
region into a dirty one. Its inclusion means that we do not have to distinguish
between the activity of sending & black commodity from one region to another
using an originally clean tanker and the aectivity of sending the same com-
modity between the same two regions using an originally dirty tanker.

Sending a white (black) commeodity by tanker from one region to another,
then, requires, at unit level, one empty clean {dirty) tanker per year in the
region of origin, an amount per year of #6 fuel oil in the region of origin
sufficient for ome trip between regions, one T-2 tanker load per year of the
commodity shipped in the region of origin (the number of barrels in the tanker-
load depends on the density of the commedity and the length of the trip, a
longer trip requiring more of the ship’s tonnage eapacity to be used for tanker
fuel}, and x T-2 tankers, where z is defined as above. The activity produces,
at unit level, one tanker load per year of the commodity shipped in the region
of termination and one empty clean (or dirty) tanker per year in the region
of termination. It also involves intraregional transportation in the manner
described in Section 4.3. Most of the numbers used in the interregional tanker
shipment activities are included in Table 2.

5.3. Interregional Tank Car Shipments. The four regions are represented by
four cities: Philadelphia, Houston, Chicago, and Los Angeles. Cleaning is
again taken into account, chiefly in order to be able to examine the sensitivity
of eertain results to the inclusion of detail of this kind. Tank cars that have
carried black commodities must be cleaned before they can carry white com-
modities; but “clean” tank cars can carry black commodities as well as white.
Thus for each region there is an empty dirty tank car row and an empty
clean tank car row. There i8 & cleaning activity in each region, which takes
time (and is discussed in Section 13 below) and a conversion (“dirtying”)
activity which does not. (There is no cleaning of empties en route.)

Sending a white (black) commodity by tank car from one region to another
requires, at unit level, one empty clean (dirty) tank ear per year in the region
of origin, an amount of diesel oil per year in the region of origin equal to the
amount sufficient for transportation between the regions (or rather between

* Bee Section 6 below.
%2 8ee Table 2.
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their representative points) of one train of average length divided by the
number of cars in such a train, one tank car load per year (the average tank
car capacity is 209 barrels) of the commodity shipped in the region of origin,
and y tank cars (where y is the fraction of a year required for loading of a
tank car, shipment between the two representative cities on the average fast-
freight schedule, and unloading of the tank car).>* This activity produces,
at unit level, one tank car load per year of the commeodity in the region of
termination and one empty clean {or dirty) tank ecar per year in the region of
termination. Intraregional transportation also enters the aectivity, in the
manner described in Section 4.3.

5.4, Interregional Barge Shipmenis. Three representative ports (all im-
portant interregional barge ports)} were used for the three regions in which
interregional barge movements may originate or terminate: New Orleans for
the Guli, Pittsburgh for the East, Chicago for the Midwest. Cleaning of
barges is not allowed for in the model (the tanker and tank car cleaning
activities are sufficient to test sensitivity to such detail; and, moreover, with
the current distribution of barge flow with respect to black and white com-
modities barge cleaning seems seldom necessary for minimal barge use). Thus
for each of the three regions there is only one “‘empty barge” row.

Shipping a commodity by barge from one of the three regions to another
requires, at unit level, one empty barge a year in the region of origin, one barge
load (the average barge capacity is 9,570 barrels) per year of the commodity
in the region of origin, an amount of diesel fuel per year in the region of origin
equal to the amount sufficient for one trip of the average barge tow from one
representative port to the other divided by the number of barges in such a
tow, and z barges (where 2 is the fraction of a year required for loading, un-
loading, and for the trip in question). This produces, at unit level, one barge
load per year of the commodity in the region of termination and one empty
barge per year in the region of termination. It also involves intraregional
transportation in the manner described in Section 4.3.

5.5. Interregional Movement of Empty Tankers, Tank Cars, and Barges.
For the model to select an optimal routing of empty vehicles in any applica-
tion, 1t must permit the sending of any empty tanker, tank ear, or barge from
any region to any other region to which such movement is feasibie,

Among the activities serving this purpose are the activities of sending empty
clean tankers from one of the regions Gulf, East, or West to any other of these
regions. This requires, at unit level, one empty clean tanker per year in the
region of origin, sufficient #6 fuel oil per year in the region of origin to make
one trip between the two relevant representative ports, and x* tankers (where
z* iz the fraction of a year required to make the trip). This produces, at unit
level, one empty clean tanker per year in the reglon of termination. The
remaining such activities are sending empty dirty tankers from one region
(Gulf, East, West) to another and cleaning en route; sending empty clean (or
dirty) tank cars from any one of the four regions to any other; and sending
empty barges from one of the three regions East, Gulf, or Midwest to another.

#8ee Table 2,



A SPATIAL MOBEL OF U. 8. PETROLEUM REFINING 99

5.6. Importing from Venezuela. The importing of crude oil and of residual
fuel oil (#6 fuel oil) from Venezuela is allowed for by the following two
groups of activities:

1. An activity in the first group involves importing, at unit level, one million
barrels a year of Venezuelan crude by tanker into the East, Gulf, or West,
transshipping the crude by pipeline, barge, or tank car to another U. 8. region
(or else leaving it where the tanker brought it) and then atmospherically
distilling it* in the final U. 8. region of termination. This activity requires,
at unit level, one million barrels a year of Venezuelan crude, appropriate num-
bers per year of empty dirty tankers in Venezuela, an appropriate number of
tankers, and appropriate amounts of empty transportation equipment (other
than tankers) per year in the U, 8., of fuel for transportation in the U. S., and
of transportation equipment other than tankers. The activity produces, at
unit level, 994,000 barrels a year of distillation fractions in the U. 8. region
of final termination, as well as appropriate amounts of empty vehicles in the
proper regions.

2. An activity in the second group involves importing, by tanker at unit
level, one million barrels of Venezuelan residual fuel oil per year into East,
Gulf, or West, and transshipping this amount to another U, S. region by some
means of transportation (or else leaving it where the tanker brought it).

The possibility of Venezuelan imports requires that some additional empty-
tanker-movement activities be added. Three activities are included in which
empty dirty tankers are sent from Guif, East, and West to Venezuela; and
three in which they are sent from Venezuela to Gulf, East, or West.

5.7. The Product Mix Activity. The product mix activity requires, at unit
level, an amount per year of each end item in each region and produces one
unit a year of product mix. The proportions in which the regionally located
end items occur in the product mix (jet fuel is excluded) are estimates of the
proportions in which they were consumed in the period between July 1, 1952
and June 30, 1953. ‘“Consumption” in a region is taken to equal refinery out-
put plus imports (including imports from foreign countries) less exports o
other U. 8. regions only.?®

To estimate these proportions required numerous sources and some adjust-
ment to obtain end-item information for the regions in question from given
information about somewhat different regions. The product mix obtained and
the principal sources are given in Table 3.

5.8. 195258 Capacities. Estimates were made of the regional equipment
capacities, crude oil availabilities, and exogenous input availabilities, and the
U. B. tanker, barge, and tank car fleets as of December 31, 1952. The size of
the tanker fleet is perhaps the least meaningful of these magnitudes since (1)

*The proportions in whieh the six fractions occur in Venezuelan erude were taken to
be the proportions characterizing the crude of the principal Venezuelan fieid (Lagunillas).
Source: A. E. Dunstan (ed.), Seience of Petroleum, Vol. V, Oxford University Press, 1950,
p. 21.

*U. 8. exports of end items to foreign countries were roughly of the same volume as
imports in 1952-53 (about 124,000,000 barrels, or 5% of total U. 8. production).
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tankers other than “U. S.-owned”? would presumably be at the disposal of the
U. 8. in certain situations; and (2) part of the U. 8. fleet is currently engaged
in hauling foreign petroleum between foreign ports and in some situations this
task could not be abandoned.

Capacity estimates are given in Table 4 together with their sources.

5.9. Transportation Times, Congestion, and the Model's Sensitivity to
Transportation Coefficients. The intraregional transportation analysis is a
crude attemnpt, given the inadequate data and the small number of large
regions in the model, to allow at least for the fact that intraregional transpor-
tation, as well as interregional transportation, requires transportation capacity.
It contains many inaccuracies. The interregional transportation aetivities
contains many inaccuracies as well.

These inaccuracies are not due simply to our use of points to represent
regions in these activities, They arise also from our ignoring entirely the
effects of congestion on transportation times. An “average time” required for
the loading of a tanker, barge, or tank car at a given point, sending it to
another point, and unloading it there is meaningful only if we are given the
extent to which these loading and unloading facilities and the inland water-
ways and rails are used by all other shippers. Thus when we let a single
transportation time characterize an interregional shipping activity, not only
do we ignore the effects of congestion of such facilities in petroleum-shipping
use when this activity is operated at a high level, but we assume, in effect, that
all industries other than the petroleum industry will keep their demands on
these facilities constant. The assumption is certainly a doubtful one in many
national situations for which the model might be asked to estimate the in-
dustry’s capabilities. On the other hand, there are virtually no data on which
incorporation of a congestion effect into the model might be based.

We note finally that the inaccuracies inherent in using points to represent
regions and in our analysis of intraregional transportation would be largely
absent in & model containing not four regions but, say, thirty points. These
points would be the principal U. S. refining centers, crude fields, and consump-
tion centers (with the ‘“‘tributary area” surrounding one of the latter regarded
as concentrated at the center, petroleum transportation within the area being
by tank truck and hence omitted from the model). Distances between the
points would at least be accurately measurable, and the intraregional problem
would not arise. The problem of rail congestion over these distances, and of
congestion of other transportation facilities, would, however, remain,

5.10. Remarks on Computation in a Typical Application of the M ode! A
typical application of the model (and the first to be actually carried out) is
maximization of the amount of 1952-53 product mix (i.e., of the level of the
product mix activity) for 1952 capacities. The computer is asked, in other
words, to maximize the level of the product mix activity subject to the non-
negativity of all activity levels and subject to the 195 equations in all the
levels, corresponding to the 195 rows of the matrix. The 195 equations require

¥ Bee Table 4.
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that the following conditions be met. (1) The barrel-per-year refinery equip~
ment capacities required for annual refinery operations in a given region must
not exceed the capacities available. (2) The annual amount of each type of
crude distilled and of each exogenous input used in each region must not
exceed the regional (annual) availability of the erude or input plus the amount
imported less the amount exported. (3) The annual amount of each end item
entering the product mix in each region (and—for diesel and #6 fuel oil—the
amount used to fuel interregionally bound and intraregionally moving vehicles)
must not exceed the annual amount produced in the region plus the amount
imported less the amount exported. (4) The annual amount of each inter-
mediate material used up in each region must not exceed the amount produced
plus the amount imported less the amount exported. (5) The annual amounts
of intraregional crude and products transportation used in each region must
not exceed the amounts made available. (6) The number of empty clean and
dirty tankers, empty clean and dirty tank cars, and empty barges required
per year in each region (and in Venezuela), for the purpose of sending empty
tankers to other regions and for transport of commodities to other regions,
must not exceed the number per year appearing in the region. (7) The annual
imports of Venezuelan crude and residual fuel oil must not exceed the availa-
bilities. (8) The number of tankers, tank ears, and barges required for all
transportation (and cleaning) activities, interregional and intraregional, must
not exceed the total nationally available. And (9} a crude or products move-
ment from any region to any other by pipeline (in barrels per year) must not
exceed the relevant barrels-per-year pipeline capacity.

Because of the large number of columns in the model, it is highly desirable
to subdivide the columns into several smaller sets, as follows. The first set of
columns is likely by itself to permit a level of the payoff to be maximized (e.g.,
the level of the product mix activity) quite close to the maximum required.
Once maximization over the aetivity levels associated with the first set of
columns is achieved, the second set is added and a further, but much smaller,
increase in payoff may be expected. The addition of the third set permits a
still smaller increase; and so on, until the possibility of increasing the payoff
by changing the levels of all activities in the model has been examined.

Table 5 presents the coefficients of the matrix in a summary form (see pp.
116-122).

IV. ApPLICATIONS OF THE SPATIAL MODEL

1. INTRoDUCTION. It proved possible to complete two applications of the
spatial model: (1) maximization of the amount of spatial product mix (sub-
ject to the 1952-53 refining and transportation capacity restraints) in two
stages-—the first permitting only movements originating in the Gulf, and the
second permitting all movements; (2) computing the maximum amount of
spatial product mix attainable with two alternative tanker availabilities, both
less than the 195253 availability.
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2. MAXIMIZING THE AMOUNT OF SPATIAL PRODUCT MIX. With shipments
from the Gulf only permitted—except for the eritical commodity alkylate,
whose shipment from all regions was allowed**—the maximum amount of
spatial product mix attainable turned out to be 2311.3 units per year. In
computing this result the subset of activities over which maximization was
performed included initially those refining activities (in each region) which
maximized product mix in the small nonspatial model, the commodity ship-
ment activities originating in the Gul{, all shipment of empty vessels and tank
cars, and all disposal activities.

Maximizing over this set of activities yielded 2295.4 as the maximum amount,
of produet mix attainable. When all refining activities were permitted in each
region, the maximum was 2311.3 and only one or two activities were altered
in each region. The composition of each region’s stock of refining equipment,
and its commodity surpluses and deficits, thus appear to be such that operating
the same set of processes in all regions obtains a near maximum of spatial
product mix in the country as a whole. To obtain such a maximum, in other
words, technology need not be “specialized” to particular regions.

Permitting shipment of commodities from all U. 8. regions—but not from
Venezuela—raised the attainable amount of spatial product mix to 2356.4.
The principal shipments not originating in the Gulf which occur at this point
are: shipment of 100-250° straight-run from East to Midwest, of Type 1
crude from West to Midwest, and of 550-725° cracked from East to Midwest.
There are a number of small shipments not originating in the Gulf, including
several which terminate in the Gulf. Otherwise the general pattern of move-
ments is the one described in Section 1 of Part IV, and the well-known pre-
dominance of the Gulf as exporter of inputs and final products is given a
measure: the proportion of the maximum attainable amount of spatial product
mix which can be attained when the Gulf is the sole exporter. This proportion
is 2311.3/2356.4 or about. 98,

When the maximum is attained, there is still a great excess availability of
tank cars—only ten and a half thousand out of 78,400 are needed—and of
tankers as well-—only 351 out of 756 are needed. There is excess crude and
products pipeline capacity between East and Midwest. All other pipeline
capacities, however, as well as the barge fleet, are completely utilized.

Making many more barges or more pipeline capacity available, however,
would only negligibly increase the attainable amount of spatial product mix.
The shadow price of a barge or of a unit of pipeline capacity is extremely
small compared to the shadow price of a unit (in any region) of alkylate, the
essential bottleneck, whose shadow price (in every region) is substantially
higher than that of any other commodity. Transportation capacity, then, is

®The availability of alkylate in a given region could easily become a bottleneck, since
it is needed to produce avgas meeting the required specifications, and since there is some
avgas in every region in a unit of the spatial product mix. The amount of alkylate re-
quired per unit of spatiasl product mix is small, however, relative to other inputs, and
hence its transportation requirements per unit of product mix are small. It seems reason-

able, therefore, to avoid at the start an alkylate bottleneck which could be broken by
interregional shipment of alkylate,
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not, in the 1952-53 situation, the effective limit to the amount of spatial
produet mix attainable. The maximum amount—2365.4 units—is nearly the
same (if we divide by 365 so that the time units are the same) as the maximum
amount of product mix attainable in the nonspatial model for 1952-53 crude
and equipment capacities. The difference can be aceounted for by the spatial
medel’s inelusion of the use of petroleum products in petroleum transportation.

Permitting shipment of erude and of residual fuel oil from Venezuela does
not increase the amount of spatial product mix attainable. Evidently there
1s no chain of substitution by which such shipment can be made to relieve the
alkylate bottleneck. This, one might have intuitively expected, but it requires
computation to establish it,

3. REDUCING TANKER AVAILABILITY. The results of the sole parametrie pro-
gramming application which was performed-—spatial product mix versus tanker
availability—are as shown in Figure 5. The maximum amount of spatial
product mix was computed for 200-tanker and 100-tanker availabilities. The
previous computation, deseribed above, yielded the maximum amount for
tanker availabilities of 351 and greater. The three computed points are shown
on the diagram, and linear interpolation yields the line segments connecting
the first two points. Straightline interpolation between the 100-tanker point
and the origin might clearly be grossly inaccurate and hence is omitted. Along
the portion of the curve shown there is a substantial amount of substitution of
tank-car and pipeline transportation for tanker transportation. At the 200-
tanker point about 65,000 tank cars are used (as compared to 10,500 at the
351-tanker point), and there is no excess pipeline eapaeity; at the 100-tanker
point all tank cars are used.?® The World War II pattern of movements, in

™ At the 200-tanker level, the excess tank cars are not sble to substitute completely for
the tankers which have been taken away, because some of the activities which make
available intraregional transportation (even the “replacement activities”) require tankers.
Intraregional transportation is, in effect, the new bottleneck-—not present when the tanker
fleet was left intact—which makes the maximum attainable amount of spatial product mix
smaller; the excess tank cars cannot be used to break this bottleneck.
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which the tanker availability for domestic transport was sharply curtailed,
involved substitutions of this magnitude.

A point of some interest is that, at the 100-tanker level, the shadow prices
of Gulf-Midwest crude and products pipeline capacity are nearly double,
respectively, their values at the 200-tanker level, while the shadow prices of
other pipeline capacities—including Gulf-West capacity (nonexistent in 1952
53)—remain about the same. The reason appears to be that additional Guli-
Midwest pipeline capacity can liberate tank cars, which are “free” at the 200-
tanker level but not at the 100-tanker level. This illustrates that the relative
“gain” to be obtained from an addition to one kind of transportation capacity
may change quite sharply as the availability of other kinds of transportation
alters by a small amount.

Finally, the relative shadow prices of the several types of refinery equipment
in each region undergo only minor shifts as tanker availability is reduced.
The normal bundle of equipment. appears to be of no less appropriate com-
position when transportation severely constrains the model than when it is
virtually “free.”

4. concrusioN. The realism of the above quantitative results is, of course,
open to serious question; sensitivity testing to determine the importance of
errors in some of the transportation coefficients, which remains to be per-
formed, might mitigate some of these doubts. The sole exception is the maxi-
mum attainable amount of 1952-53 spatial product mix for 1952-53 capacities,
for here the historieal figure (close, as we have seen, to the figure obtained for
the nonspatial, and hence for the spatial, models) provides a check.”

It is clear, on the other hand, that there are many interesting questions (in-
cluding those which were answered in the computations just described) which
can be put to the spatial mode] but not to the nonspatial model, whose answers,
generally involving highly complex chains of substitution, cannot be estimated
from “baeck-of-the-envelope” caleulations, Some questions of this sort may be
important enough {o justify, in the future, the collecting and verifying of much
additional data, and the expanding of the model, which unassailable realism
would require. The present spatial model is only an exploratory beginning,
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11. 325-400 straight run 100 067 042 —1.00

12, 400-550 straight run (also #1 fuel oil) 174 .218 266 —1.00 —1.00
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20. 400-550 thermally cracked 700 D42 057
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22. 725+ cracked 0086 .01z 700 .50

23. 100-250 catalytically cracked . .24 .24 .24 095
24. 250-325 catalytically cracked or reformed .078 079 Q79 031
25, 325400 catalytically cracked or reformed 084 064 064 .026
26, 400-550 catalytically cracked .50 - .26
27, Alkylate

28. Isopentane X

29, 115/145 avgas, PN rich
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33. Jet fuel, % aromatics

34, 115/145 nvgas
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38. Jet fuel

37. Motor gas

38. #2 fuel oil -.31

39, #6 fuel oil 1.24

TP@mEASM BRI
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Conversion {continued) ¢ End Item Blending
Items

8

=]
[
§

blenf"

(All capacities and product
amounts are measured
in units of one million
bbls. per day)

/130 avgas
“pre-blend’’

1)

ref,
/145 av
pra-blemﬂa

@)

*'pre-blend"”

@)

“*pre-blen
100/130 av,
a “pre-blenga.

(6)

“prebl

4)

100/130 av)

3)

100 /130 av,

%)

eat, eracked
(recycling)
115/145 avgas
115/145 avgas
‘pre-biend"’
(&3]
115/145 av
“pre-blenr

325-400 SR

Cat. cracking
of 500-725

1)

115
115/145 avgas
YA

2o [100/300 avgan

“pre-blend”

5}
“'pre-ble

{6}

100/130 avgas
% [ e blond

(=]
-3
-3

e |Cat, vef. of
v 1
e

= 1 Cat

-
=]
=
[
-
-
=
[}
[}
bl
-
-3
L

Activity Number) 8

W
o

. Praduot mix
. Availability, type 1 crude
. Availability, type 2 crude
Availsbility, type 3 crude
Atmos. crude dist. capacity
. Vacuutn distillation capasity
. Thermal aperations capagity
. Catalytic cracking capasity 1,00
. Catalytic reforming capacity -1,00 —1.00
. 100-250 straight run
10, 250-325 straight run —1.00
11. 325-400 straight run . —-1.00
12, 400-550 straight run (also #1 fuel oil)
13. 850-725 etraight run (also Diesel fuel oil)
14, 725 straight run .
15. Vao. distillate 7261 gas oil
18, Vac. diatillate bottoms (also an end item)
17. 100-250 thermally sracked —.625 - .67 —.625
18, 250-325 thermally cracked or relormed
19. 325-400 thermally cracked or reformed
20, 400-550 thermally cracked
21, 550-725 eracked —.25
22, 7264 cracked
gi %9;3:%22 u&ﬂyﬁca}g crmteg .085 - . 626 - .57 -, 8258
. catalytically cracked or
.03t .o -.76 ~—.316 ~.375 ~.75 —-.376 -.375

ralormed
25, 325-400 catalytically cracked or
reformed .028 .95
26, 400-550 catalytically cracked
27, Alkylate
28. Isopentane — .25 -.21 .
208. 115/145 avgans, PN rich ~15.6 -—36.258 -—16.1 .52 —25.7 7.3
30. 100/130 avgan, PN rich
31. 100/130 avgas, PN lean
32, Motor gas, octane no.
33. Jet fuel, % aromatics
34, 115/145 avgas 1.00 1.00 1.00  1.00 1.00 1.00
35. 100/130 avgas
36. Jet fuel
37. Motor gas
38. #2 fuel oil
39. 76 fuel oil

SNSRI ND

—.79 —.43 -.43 -.79
—-.25 -.21

-.6 -21.25 -—1.1 16.5
—.85 -15.25 —B.13 23.1

1.00 1.08 1.00 1.00

Je
2‘]

1



ipment

Crude and
ui

Eq
Avsilabilities

201

Intermediate Materiala

Items nous
Speca. Inputs

End Item End Exoge-
ments

Require-
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THE SMaLL NonspaTiaL MobEL
« End Item Blending (continued)

Items

{All eapacities and product
amounts are measured
in unita of one million
bbls. per day)

component 17
component 19
component 23
component 24
component 25
component 27
componeant 29

TEL, 1.5-3.0

cc/gal.
ec/gul.

tomponent 18
TEL, 0-1.5

Motor gas,
component %
compopent 10
component 11
Motor gas,
Motor gas,
“Removal”’ of
“Removal” of

w {Motor gas,
s |Motor gas,
w {Motor gas,
e [Motor gas,
ey | Motor gas,
w [Motor gaa,
o |Motor gas,
w |Motor gas,

[~

42

w
=}
%]
-
&
[
&
-3
w
©
o
=
-
-

Asotivity Number)}

-

Produet mix

. Availability, type 1 crude

- Availability, type 2 crude

. Availability, type 3 crude

Atmos. crude dist, capacity

Vacuum distillation capacity

. Thermal operations capaeity

. Catalytic cracking capacity

. Catalytiec reforming capacity —1.00

. 100-250 atraight run

16, 250-325 straight run —1.00

11. 325-400 atraight run . —1.00

12. 400-550 straight run {(also §1 fuel oil)

13. 550-725 atraight run {also Diesel fuel oil}

14, 725+ straight run

15. Vac. distillate 725+ gas oil .

16, Vac, distillate bottoma (alse an end item)

17. 100-250 thermally cracked —1.00

18. 250-325 thermally cracked or reformed —~1.00

19. 325-400 thermaliy cracked or reformed —1.00

20. 400-550 thermally cracked

21, 550-725 cracked

22. 7253+ cracked

23. 100-250 catalytically eracked -1.00

24. 250-325 catalytically eracked or reformed —1.00
25. 325-400 catalytically cracked or reformed —-1.00
26. 400-550 catalytically cracked

27, Alkylate -1.60
28, Tsopentane

29. 115/145 avgaa, PN rich

30. 100/130 avgas, PN rich —-2.00 .

31, 100/136G avgaa, PN lean

32, Motor gas, octane no. —33.40 —33.40 500 —4.00 -23.00 9.00 4.00 ~4.00 18.00 18.00 -8.00 —3.00
33, Jet fuel, % aromatica

34. 115/145 avgan

35, 100/130 avgas

36. Jet fuel 1.00

37. Motor gas 1.00 1.00 1.00 1.00 1.0 1.00 1.00 1.00 1.00 1.00
38. #2 fuel oil

39. 16 fuel oil

-1.00
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Items

il,

"“pre-blend"’

(All capacities and produet
amounts are messured
in unita of one million
bbls, per day)

component ¥
component 10
component 11
component 12
component 17
component 18
component 19
component
component 23
component 24
component 25
component 26
**pre-blend™
#2 fuel oil,
“pre-blend”’

Jet fuel,
Jet fuel,
Jet fuel,
Jet fuel,

e {Jet fuel,
w [Jet fuel,
tn

w |Jet Fuel,
= |Jet fuel,
o [Jet fuel,
o [Jet fuel,
o |Jet fuel,
o |Jet fuel,
Py

o |#2 fuel oil,
en 1§2 fuel of

w
-
-
o
™
-2
-]
S
©
a
=
]
tn
£
tn
&
tn
-3

Activity Number}

. Produect mix
Availability, type L crude
Avagilability, type 2 erude
Availability, type 3 crude
Atmos, erude dist. capacity
. Vaguum distillation eapacity
Thermal operations capaeity
. Catalytic cracking capacity
. Catalytic reforming capacity
100250 straight run —1.00
10. 250-325 straight run -1.00
11, 325-400 atraight run . —1.00
12, 400-550 straight run (also #1 fuel oil} —-1.00 -1.00 —.579
13. 55G-725 atraight run (alao Diesel fuel oil) —.421 —. 42}
14. 725+ atraight run
15. Vae. distillate 7254 gaa oil
16. Vae. distillate bottoms (also an end item) .
17. 100-250 thermally cracked —1.00
18. 250-325 thermally cracked or reformed —1.00
19. 325-400 thermally eracked or reformed . —1.00 . 579
20. 400-550 thermally cracked —1.00 -
21. 550-725 cracked
22. 725+ cracked
23. 100-250 catalytically cracked —1.00
24, 250-325 catalytically eracked or reformed —~1.00
25. 325-400 catalytically cracked or reformed ~1.00
26, 400550 catal ytically cracked —1.00
27. Alkylate
28, Isopentane
29. 115/145 avgaa, PN rieh
306. 100/130 evgas, PN rich
31. 100/130 avgas, PN lean
32. Motor gas, octane ho.
33. Jet fuel, % aromatics 2t.00 7.60 13.00 18.30 18.50 10.00 5.00 =11.00 18.50 —11.00 —46.00 —46.00
35, 1007130 aveas
. avgas
36. Jet fuel 1.00 .00 1.0 100 100 100 Y.00 -1.08 1.00 1.00 1.00 1.00
37. Motor gas
38. 42 fuel oil 1.00 1.00 5.00

39, #6 fuel oil

T T T T O oY)
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End item Blending (continued) —

Ttemsa

it,

“pre-blend"

(All capacities and product
amounts ste measured
in units of one million
bble. per day)

“pre-blend"’
“pre-bleqd"
“pre-blend””
“‘pre-blend”"
#2 fuel oil,
“pre-blend”
# fuel oil,
“pre-blend""
#6 fuel oil,
“pre-blend””
“‘pre-biend””
#6 fuel oil,
*pre-blend”’
“‘pre-blend’’
‘'pre-blend”
““pre-blend”
“pre-blend”
#6 fuel oil,
"‘pre-blend"
“pre-blend"”

e 1#2 fuel of
e |#2 fuel oil,

a
L=

o |#2 fuel oil,
=3 | #6 fuel oil,
~1 [§6 fuel oil,
e

g |#6 fuel oil,

=]

< [#2 fuel oil,
= |#6 fuel oil,
o | #6 fuel oil,
2 ¥6 fuel oil,

= #2 fuel oil,

Activity Number}

©
-]
&
@
-
&
]
=]
-
-~
o
-

=

Y

0. Product mix ]
1. Availability, type 1 erude
2. Availability, vype 2 crude

3. Availability, type 3 erude

4. Atmos. crude dist, capacity

5. Vacuum distillation ¢rpacity

6. Thermnal operations capacity

7. Catalytic eracking capacity

8, Catalytic reforming capacity

9. 100-250 atraight run

10. 250-325 atraight run
11. 325-400 straight run . —.014 —.182
12. 400-550 straight run (also #1 fuel oil) — . 651

13. 550-725 straight run (also Diesel fuel oil) — 421 —.028 —.866 —.329

14, 725+ straight run —. 079 —.986 —.986 —.086
15, Vac. diatillate 7254 gan oil )
16. Vac. distillate bottoma (also an end item)
17. 100-250 thermplly eracked
18, 250-325 thermally cracked or reformed

19, 325400 thermally cracked or reformed —.014
20, 400-550 thermally cracked - 881 —1.,00
21. 550-725 eracked —.349 — 349 - . 340 — .034 —.361
22, 725+ cracked —-.971 — 671 — .63 —. 737 —.818
23. 100-250 catalytically cracked

24, 250-325 catalytically cracked or

reformed
25, 325-400 catalytically cracked or .
reformed —.014

26. 400-550 catalytically cracked —.579 ~.851 —1.00
27. Alkylate
28. Isopentane i
29, 115/145 avgaa, PN rich
30. 100/130 avegas, PN rich
31, 100/130 avgas, PN jean
32. Motor gas, octane no.
33, Jet fuel, % aromatics
34. 115/145 avgas
35. 100/130 avgan
36. Jet fuel
37. Motor gaa
38. #2 fuel oif 1.00 100 100 1.00 1.00 1.00 -.021 —.263
39, #6 fuel ail 1.0 1,00 1.00 1.00 100 1.00 1.00 1.00 1.00 1.00
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TABLE 1 {continued)
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"

(All capacities and product
amounts are measurad
in units of one million
bbls. per day)}

of

erude 2
(Other excess

vectors)

Excess 2
fuel oil

Excess availa-
Excesa cap.
of atmoa.
diat,

bility of

“pre-blend’”
"pre-blend”’
“pre-blend’
"pre-blend”’
**pre-blend "
"pre-blend"’
“pre-blend’
j(:tc'l ::ii:’ve of

erude 1
bilit;
bility of
crude 3
Excess §6
fuel oil

“pre-ble
Produet mix

#6 fuel oil,
#6 fuel oil,
#6 fuel oil,

— |Excess availa-

- |Excess nvaila-
(=1
[

«3 | #6 fuel oil,

a3
=3 |#6 fuel oil,

=~ | #6 fuel oil,
= #0 fuel oil,

o0

-3 |6 fuel oil,

Aotivity Number] 74

<
-3
-3
L -]

101

[
N

104

gl 8
g
&

0. Product mix
1. Awailability, type 1 crude —1.00
2. Avsgilability, type 2 crude

3. Availability, type 3 erude

4, Atmoa. crude dist, capavity —-1.00
g. Vacuum distillation capasity
7
8
9.

L

8
L
g

. Thermal operations capacity
. Catalytic cracking capacity
. Catalytioc reforming capacity
100-250 straight run
10. 250-325 straight run
11. 325--400 atraight run . —1.00
12. 400-550 straight run fallo 1 fue] oil) - 0513
13. 550725 straight run (alsc Diesel fuel oil) —1.00 —.0365
14, 725-F atraight run
15. Vae. distillate 726 gas oil
16. Vae. distillate bottoms (also an end item) — 0502
17. 100-250 thermally cracked
18. 250-325 thermally cracked or reformed
19. 3256-400 thermally eracked or reformed — . 182 =100
20. 400-550 thermally cracked
21. 550-725 cracked -1.00
22. 725+ cracked ~.818 - 818
23, 100-250 catalytically eracked
24, 250-325 ontalytically cracked or reformed
25, 325-400 catalytically cracked or reformed —.182 —1.00
26. 400-550 catalytically cracked
27. Alkylate
28. Isopentans
29, 115/145 avgas, PN rich
30. 100/130 avgas, PN rich
31. 100/130 avgas, PN lean
32. Motor gas, octane no.
33. Jet fuel, % aromatics
34, 115/145 avgas —.0145
35, 100/130 avgas - .0145
g'? gzttfuel 4495
. otor gas -.
38. 42 fuel oil --1,00 -.1773 —1.00
39. #6 fuel oil 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 - 1840 —1.00
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TABLE 2
TransporTaTION DaTA Usep IN THE MODEL

(Abbreviations: G for Gulf, E for East, M for Midwest, W for West, V for Venezuela)
Tanker In-Transit, Times between:

EandG EandW GandW VandE VandG VandW
(Years) .01466 .03858 .03502 .01453 .01595 .02959
Philadelphia is used to represent E, Galveston (port for Houston} G, Los Angeles W,
and Puerto Cabello V. The average speed of 14.2 knots is the average of ‘‘designed”’
tanker speeds for U. 5.-owned fleet as of January 1, 1952, according to PAD study,
Transportation of (dl. Distances obtained from Table of Distances Befween Poris,
prepared by Hydrographic Office, U. 8. Navy Department.

Barge In-Transit, Times from:

Eto M
Mto G Eto G and

: Gto M (downstream) Gto E (downstream) MtoE
{Years) .027 .014 .027 .016 .022

New Orleans is used to represent G, Pittsburgh E, and Chicago M. Source: PAD
study, Transportation af O:l.

Tank Car In-Transit (i.e., departure-to-arrival), Times between: .

EandG EandM MandG Eand W Mand W Gand W
(Years) .01918 006849 01370 02603 .01918 .008219
Philadelphia is used to represent E, Houston G, Chicago M, and Los Angeles W.
Times are “typical” fast-freight times as obtained from Southern Pacific, New York
Central, and Pennsylvania Railroads.

Loading and Unloading Times (“typical” times)
Barge (9570-bbl.}: 26 hours or .003 years for loading and same for unloading (sowurce:
PAD study)
Tanker (T-2, capacity 16,750 bbls.}: 48 hours or .00548 years (source: Union Oil Com-
pany of California)

Tank car (209-bbl.), when in train of typical length: 30 hours or .0034 years (source:
Union Oil Company of California)

Fuel Consumption

Bbils. of diesel fuel for barge trip between:

Eand G Gand M Mand E
300 upstream 300 upstream 250
156 downstream 178 downstream

{Source: PAD Study)
Bbls. of diesel fuel per tank-car for trip between:

EandG GandM MandE EandW Mand W Gand W

3 2 1 5 4 3

(Source: 1CC, Railwey Siatistics, 1950; various tables were used to estimate fuel con-
sumption per tank-car mile in diesel-powered trains.)
Bbls. of #6 fuel oil for tanker trip between:

EandG GandW EandW VandE VandG VandW

3274 3887 4336 1491 1637 3240
{Assumption: 300 bbls. used per day, a figure obtained from Union Oil Company of
California as typieal for a T-2)
Cleaning times: T-2 tankers in port 0037 years
Tank cars 00137 years

{Source: Union 0Oil Company of California}
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TABLE 3
TrE 1952-53 SpatiaL PropucT Mix

One unit of product mix is composed of end items (jet fuel is excluded)
in the following proportions:

In East In Midwest In Gulf In West

Motor gas .17844 .13169 06742 .07192
100/130 avgas 00565 .00232 .00392 .00261
115/145 avgas 00565 .00232 00392 .00261
#1 fuel oil 02516 .01130 .01438 . 00500
Diesel fuel oil .08750 .01009 00640 .00842
#2 fuel oil 09361 04734 01277 .02358
#6 fuel oil .09790 02264 .02153 .04196
Vacuum distillate bottoms 01808 01256 00955 01004

These proportions are obtained by taking the proportion in which each end item
oceurs in the national 1952-53 product mix (Table 1, column 100), adjusting the
national diesel fuel oil and #6 fuel oil proportions downward to take account of the use of
these items in petroleum tratisportation (so that an end item stream is a stream emerging
from the combined petroleum production, refining, and transportation industry), and
allocating each of these total national proportions over the regions. The allocation is
made according to estimated 1952-53 consumption in each region. The principal data
sources {and methods) used for estimating the consumption of each end item in each
region were as follows:

Motor gas: Figures on consumption of “gasoline” by states in the 1952 and 1953
Minerals Yearbooks were used. ‘Gasoline,” however, here includes avgas and certain
blending stocks subsequently used in jet fuel. Estimated regional use of “gasoline”
in jet fuel (totsl national proportion used was obtained from various Bureau of Mines
Monthly Petroleum Statements and this was allocated over the regions) and estimated
avgas consumption in each region (see below) were subtracted from the “gasoline” con-
sumption figure to obtain estimated regional motor gas consumption in 1952 and 1953.
For each region half of the 1952 total was added to half of the 1953 total to obtain esti-
mated 1952-53 regional motor gas consumption and hence to obtain the proportions
required for allocation of motor gas over regions in the produet mix,

Avgas: Avgas consumption in each region was assumed split evenly (as in the non-
spatial product mix) between 100/130 and 115/145 avgas. Total 195253 civilian con-
sumption of avgas in each of the regions was estimated as follows: (1) Bureau of Public
Roads publications Highwaey Statistics, 1952 and 1953, contain total sales of avgas to
civilian users for states taxing such sales and reporting tax receipts; (2) the differences
between the total 1952 and 1953 sales over these states and (larger) total 1952 and 1853
national sales-to-civilian-users figures obtained from the Ethyl Corperation were
assumed attributable to the states not reported in the Bureau of Public Roads tables;
(3) the 1952 and 1953 differences were each allocated between these nonreporting states
in aceordance with the annual number of aircraft departures of certificated carriers in
these states, as given in a Civil Aeronautics Administration publication, Enplaned
Airline Troffic by Community, Calendar Year 1952, Estimates of regional military
avgas consumption for 1952-53 were then made and these were added to the 1952-53
regional ejvilian consumption estimates (obtained by adding half of the 1952 totals to
half of the 1953 totals); and this yielded the required estimated regional allocation of
total avgas consumption.
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#1 fuel oil: This item is equivalent to the Bureau of Mines category “kerosine’ less the
kerosine blended into jet fuel. The required consumption allocation was obtained
using 1952 and 1953 Minerals Yearbook tables of ‘‘sales of kerosine by states.”

Diesel fuel oil: Railroads and inland vessels (barges) are the dominant consumers of
diesel fuel oil. . Diesel fuel oil is included in the Bureau of Mines category “distillate
fuel 0il”’; the Afinerals Yearbook gives national sales of distillate fuel oil (presumably all
diesel fuel oil) to railroads and to inland vessels. The regional consumption by rail-
roads was estimated using ICC diesel-locomotive-mile data for regions different than
those of this study and making rough adjustments. From each estimated regional
railroad-use figure an amount was subtracted which is roughly estimated (in accordance
with ICC waybill data) to be the amount used in railroad transportation of petroleum
products, One-third of the national consumption by inland vessels is assumed to be
used in barge transportation of petroleum products and this third is allocated between
the four regions in aceordance with the data described in Appendix II. The remaining
two-thirds is allocated between regions in accordance with analogous data dealing with
cargoes other than petroleum. Summing for each region, an estimate of the proportion
of national diesel fuel oil consumption (in use other than petroleum transportation)
attributable to the region is obtained for 1952 and 1953, and hence for 1952-53.

#2 fuel oil: This item is principally heating oil and is equivalent to the Bureau of Mines
category “distillate fuel 0il” less diesel fuel 0il. The allocation over regions is obtained
from the Ainerals Yearbook table ““sales of distillate fuel oil by states’’ after subtraction
of the estimates of regional diesel fuel 0il consumption (in all uses, including petroleum
transportation) described above.

#6 fuel oil: This item is the sum of the Bureau of Mines categories “residual fuel oil”’
and “road oil’’ {national use of the former is about sixty times as large as of the latter).
Sales of residual fuel oil in each region are obtainable from Minerals YVearbook tables;
consumption of road oil is assumed to have the same regional distribution as consump-
tion of asphalt (see below). The amount of residual fuel oil in each region used to fuel
intraregionally moving tankers and tankers bound for other regions in 1952-53 was
estimated using the source of tanker movements data cited in Appendix II. After
subtraction, the required estimates of the proportions of national #6 fuel oil consump-
tion (other than that used in petroleum transportation) attributable to the four regions
were obtained. )

Vacuum distillafe bottoms: This item is equivalent to the sum of the two Bureau of
Mines categories “lubricants™ and “asphalt.”” Regional consumption estimates were
obtained using (1) production figures from the Minerals Yearbook and (2) interregional
tanker and tank-car movements of these commodities from the ICC and Army Engineers
sources cited in Appendix II.
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TABLE 4
Es1iMATED REGIONAL CAPACITIES AND AVAILABILITIES, AND NATIONAL
TRANSPORTATION EQUIPMENT AVAILABILITIES, AS OF END oF 1952

{Unit: millions of bbls. a year)
East Midwest Gulf West Total U. 8.

Availability of type 1 crude 19.616 211,224 1246.422 513.166 1990, 428
Availability of type 2 erude 1.080 24.598 2901.119 32.562 349.359
Availability of type 3 crude 3.217  380.155 1.603 384.975
Alkylate availability 17.7 14:1 23.5 8.6 63.9

Isopentane availability 1.095 1.278 14.235 1.642 18.250
Natural gasoline availability 2.241 4.070 55.411 10.148 71.870
C. polymer and butane 3.170 3.699 41.216 4.756 52,841

availability .
Motor gas “excess-octane- 43.614 32.640 409.422 24.720 510.396

barrels” which are made
available 10 model
Atmospheric distillation 554.567 516.515 1098.001 489.852 2659.025
capacity
Vacuum distillation capacity 78.610 67.595 126.075 64.445 337.625
Thermal operations capacity 138.709 133.291 322.108 163.632 757.740
Catalytic eracking capacity 220,256 175.435 399.214 106.730 901.635
Catalytic reforming capacity 23.733  41.207 11.816 6.610 83.366
(after subtracting 199 of
each region’s capacity to
allow for BTX production)

Venezuelan crude (millions of bbls. a year): 119

Venezuelan residual fuel il (millions of bbls. & year): 128

U. S.-owned tanker fleet, all flags (excluding Navy tankers): 756.4 T-2 tankers (ca-
pacity 16,750 bbls.)

U. 8. fank-car fleet: 78,445 200-bbl, tank cars

U. 8. barge fleet (except for barges used in West): 2,175 9,570-bbl. barges

Crude pipeline capacity, in millions of barrels per year, between
Gulf and East: 75.920
Gulf and Midwest: 485.085
Fast and Midwest: 262.070

Products pipeline capacity, in millions of barrels a year, between
Guif and East: 98.550
Gulf and Midwest: 150.015
East and Midwest: 80.365

Sourees of Estimates

Crude avatlabilities: To obtain total annual erude availability for each state, its 1952
crude production (as obtained from Minerals Yearbook) is multiplied by a number E;
R i3 U. 8. daily crude availability in January, 1953, according to a National Petro.cum
Council Statement, divided by U. 8. daily crude production in January, 1953. R equals
1.170 for “‘Southwest’ states, 1.048 for “Mid-continent” states, 1.165 for California,
and 1.000 for ‘‘East Coast’’ states. Harold M. Smith, in “Characteristics of Crude Oils
Currently Produced in the United States,” O:l and Gas Journal, March 1951, gives the
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proportions in which crudes characterized by various gas oil intervals (each such
interval corresponding to one of our three crude types) occur in each of these groups of
states. For each state in each of our four regions (which do not coincide with Smith’s
regions), the availability of each of our three crude types can then be estimated using
Bmith’s percentages. Summing over the states in each of our four regions for each of
the three crude types then yields the required estimates of crude availabilities,

Alkylate availabilities: Each region’s alkylation capacity and alkylate availability is
assumed to be in the same proportion to its catalytic cracking capacity as is the case for
the Gulf Coast. The proportion for the Gulf Coast is reported in il and Gas Journal,
June 15, 1952. Total U. 8. capacity is taken from Manne (Ch. 4, Table 2).
lsopentane and natural gasoline availabilities: Source: Bureau of Mines, Monthly
Natural Gasoline Staetments.

C+ polymer and bulane availabilities: Assumed to have same distribution over regions
as 1sopentane. ‘

“Ezcess octane-barrels” made available to model: Procedure described Section 5 of Part
IT is used.

Refinery equipment capacities: Source: 04 and Gas Journal, Marech 23, 1953.
Venezuelan crude and residual fuel oil: Availabilities taken as equal to 1952 imports,
Source: Minerals Yearbook.

Tanker fleet: Source: Petroleum Administration for Defense study, Transportation of
0il, which gives fleet as of end of 1951. Assumptions: (1) scrappage equaled new
construction in 1952, and (2) the average tanker is idle 16 days a year for necessary
maintenance and repairs (an estimate contained in PAD study).

Tank-car fleet: Source: PAD Study. 209 bbls. is average capacity.

Barge fleet: Source: PAD study. 8,570 bbls. is average capacity of non-Western barges,
Crude pipeline capacities: Source: Unpublished study prepared by Rice Institute.
Products pipeline capacities: Source; personal communication from Qil and Gas Divi-
sion, Department of Interior.



TABLE 5§
A SuMMARY OF THE Sparial PETrRoLEUM REFINING MATRIX

(Rows and columns are listed by code number. Abbreviations: E, East; G, Gulf;
M, Midwest; W, West. Unit is one million bbls./yr. for all erudes, intermediate mate-
rials, end items, exogenous inputs. Units for transportation items are shown below.)

Rows

Code Number Deseription
000 Spatial product mix
101-139 - Rows 1-39 of Table 1 for the East
201_239 o 113 113 13 o 1 i Midwest'
301_339 o 113 {6 L1 Hoa 143 Gulf
401_439 3 il i 13 [T 11 [1] West
001 Empty clean tankers, E  (numbers per year)
002 [} [43 10 , G ti fl (13
003 % 7 T W “ I ]
004 (13 dirt)? 113 R E it o [
005 1] L3 1] , G i " 1
006 it [1} £ . W 13 111 i
007 Empty clean tank cars, E w oo
008 111 it £ , M 113 (13 (13
009 i K i y G [1] " (13
010 i 0@ 113 s W i (4 13
011 il dirty [13 , E 113 (13 11
012 44 i [1} , M 111 i (13
013 £} (13 1 , G [ i (13
014 [ % 113 , W £ 113 I
015 Empty barges, E “ “oow
016 il [ , M il it 13
017 i “" , G 111 {3 it
018 Intraregional crude transportation (ICT), E  (units per yr.)
019 Intraregional products transportation (IPT), E ¢ ¢
020 ICT, M oowu
021 IPT, M “ooww
022 ICT, G oomou
023 IPT, G o aow
024 ICT, W (e e u
025 IPT, W : L L
026 Tankers (number)
027 Tank cars e
028 Barges “
029 Crude pipeline capacity between E and M (million bbls./yr.}
030 Same between E and G “ W
081 Same between G and M “ “oou
032 Same between G and W “ weooou
033 Products pipeline capacity between E and M “ oeooow
034 Same between E and G 4 oo
035 Same between G and M 4 ou
036 Same between G and W “ woou
037 Venezuelan crude “« oo
038 Venezuelan residual fuel oil ‘ “ oo
039 Empty dirty tankers in Venezuela (numbers per yr.)

116



A SPATIAL MODEL OF U. 8. PETROLEUM REFINING 117

TABLE 5 (continued)
A SUMMARY OF THE SpaTisL Perroneunsr RerininG Matrix

CoLumNs

(When it is convenient to do so the digit 1 identifies E, 2 identifies M, 3 identifies G,
4 identifies W, 5 identifies tank cars, 6 identifies tankers,
7 identifies barges, 8 identifies pipeline.)

(1

Activity
Deseription

(2)

Column Code

. (3)

Rows with Nonzere Coefficients
(The coefficient generally follows
the row number and is in paren-
theses; omitted coefficients can be
found in Tables 1 or 3)

- Refining activities: col-
umns 1-81 of Table 1
for region j

(1=1.23 4

Cleaning of tank cars
InE
In M
In G
In' W

00;01-00;81
(1=1,2314)

Within the group
00;01-00481, the fol-

lowing columns have

additional nonzero

coefficients, not shown

in Table 1:
00101

00102
00103
00105
00106

00107

00108
00109
00110

00111

00112 .
00113
00114
00115
00116
00117
00701703, 00;05-717
(7 =234

01500
02500
03500
04500

701739

018(—1),019( —.994)

’
(2] ot

019(.046)

“(.045)

“(,015)

H.001)

“(.220)

“(.005)

“YOL117)

¢

*117)

£ (.098)

0 {.098)

8] (.09)

“ (.05)

same as for preceding group except
2(7 ~ 1) s added to row number

007,011,027
008,012,027
009,013,027
010,014,027
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TABLE 5 (continued)
A SvmMmary oF THE SpATIAL PETROLEUM REFINING MATRIX

(1) (2 (3)
Conversion (“dirtying”)
of tank cars
InE 11500 007(—1),011(1)
InM 12500 008(—1),012(1)
In G 13500 009{—1),013(1)
Inw 14500 010(—1),014(1)
Cleaning of tankers
In E 01600 001(1),004( ~1),026
In G 02600 002(1),005{—1),026
InW 04600 003(1),006(—1),026
Conversion (‘'dirtying”)
of tankers
InE 11600 001(—1),004(1)
InG 12600 002(—1),005(1)
Inw 14600 003(—1),006(1)
Shipping clean emply
tank cars ‘
EtoM 05120 007(—1),008(1),027,113
Ete G 05130 007(—1),009(1),027,113
EtoW 05140 007(-1),010(1),027,113
Mto E 05210 007(1),008(—1),027,213
Mto G 05230 008(—1),009(1),027,213
MtoW 05240 008(—1),010(1),027,213
GtoE 05310 007(1),009(—1),027,313
GtoM 05320 008(1),009(—1),027,313
GtoW 05340 009(—1),010(1),027,313
Wi E 05410 007(1),010(—1),027,413
WitoM 05420 008(1},010(—1),027,413
Wt G 05430 009(1),010(—1),027,413
Shipping empty dirty same as above twelve  same as for preceding twelve
tank cars codes except last digit columns except 4 is added to the
(12 activities) is1 first two row numbers
Skipping emply clean
tankers
Eto G 06131 002(1),004{—1),026,139
Eto W 06141 003(1},004(—1),026,139
Gtoe E (6310 001(1),002(—1),026,339
GtoW 06340 002(~1),003(1),026,339
Wt E 06410 001(1),003(—1),026,439
Wto G 06430 002(1),003(—1),026,439

Shipping empiy dirty
lankers and cleaning

en roule
Etoe G 06131 002(1),004(—1),026,139
EtoW 06141 003(1),004(—1),026,139

Gto E 06311 601(1),005(—1),026,339
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TABLE 5 (continued)
A SuMMARY OF THE SpamiaL PerroLeuM REFINING MATRIX

(1) (2) (3)
GtoW 06341 003(1),005(—1),026,339
Wto E 06411 001(1),006( —1),026,439
Wit G 06431 002(1),006(—1),026,439
Shipping empty
barges
Eto M 07120 015(—1),016(1),028,113
Eto G 07130 015(—1),017(1},028,113
M to E 07210 015(1),016(—1),028,213
Mto G 07230 016(—1),017(1),028,213
GitoE 07310 015(1),017(—1),028,313
Gto M 07320 016(1),017(—1),028,313

Interregional Com-
modity Shipment

Shippingcrudgand
black producis by
tank cer
Eto M
Eto G
EfoW
Mto E
Mto G
MtoW
GtoE
GtoM
GtoW
WioE
Wito M

W to G

2nd and 3rd digits of
code identify row of
Table 1 which corre-
sponds to commodity
shipped

the pair of digits 7j
takes the values 01, 02,
03,13, 14, 15, 16, 22, 39
14725

14735

1ij45

2715

21335

29345

3:j15

31525

3ij45

44§15

44325

41535

007(—1),008(1),027,14{ — .000209),
243(.000209),113

007(—1),010(1),027,14j(—.000209),
447(.000209),113

007 (—1},010(1),027,145( —.000209),
44j(.000209),113

007 (1),008( —1),027,147{.000209),
245(—.000209),213

008(—-1),009(1),027,2i7(— .000209),
317(.000209),213

008(—1),009(1),027,24( — .000209),
415(.000209),213

007(1),009(~1),027,147(.000209),
3ij(—.000209),313

008(1),009( —1),027,2¢§(.000209),
3ij(-.000209),313

009(—1),010(1),027,345( —.000209),
445(.000209},313 .

007(1),010{—1),027,11j{.000209),
415(—.000209),413

008(1},010(~—1),027,2i5(.000209),
41j{ —.000209),413

009(1),010( —1),027,347(.000209),
41j(~ .000209),414

In addition, Note 1 (end of table}

applies for C = .000209.
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_ TABLE 5 (continued)
A SUMMARY OF THE SpPATIAL PETROLEUM REFINING MATRIX

2)

(3)

Shipping white
products by tank car

Shipping crude and
black products by
tanker

Ete G

Eto W

GtoE

GtoW

Wit E

Wito G

Shipping white
products by tanker

Shipping by barge
EtoM
Eto G
MtoE
Mto G

Gto B

same eight column
codes as before except
that ¢j now takes the
values 09, 10, 11, 12,
17, 18, 19, 20, 21, 23,
24, 25, 26, 27, 28, 34,
35, 36, 37, 38, 39

the pair 17 takes the
first set of values given
above

1436

1ij26
3416
3j46
44516

44536

same column codes
except that ij now
takes the second set of
values given above

ij takes both sets of
values

1i727

1¢537

2517

2137

8717

same as for preceding group except
that 4 is subtracted from the first
two row numbers, Note 1 now
applies for all 7j except ij = 27, 28
and for €' = 000209,

004(—1),005(1),026,14j( — .016750),
3ij(.016750),139

004(—1),006(1),026,113{ — .016750),
415(.016750),139

004(1),005(—1),026,145(.016750),
34j(—.016750),339

005( —1),006(1),026,3:j( — .016750),
4147(.016750),339

004(1),006(-1},026,137(.016750),
415( - .016750),439

005(1),006(—1),026,3%7(.016750),
41j(— .016750),439

In addition, Note 1 applies for

all if oceurring in this group, for

C = .016750, and for k = 1, 3. 4.

Note 2 applies for the same ¢

and k and for 77 = 01, 02, 03.

Note 3 applies for the same C

and k and for ¢j = 14, 15, 22,

same a8 for the preceding group

except that now Note 1 applies

for all 7j oceurring except 27, 28.

Note 3 applies also. Note 2 does

not apply.

015(—1),016(1),028, 15j( — .009570),
24(.009570),113

015(—1),017(1),028, 145( —~ .009570),
34j(.009570),113

015(1),016(— 1),028, 147(.009570),
24j( —.009570),213

016(— 1),017(1),028,2i7( — .009470),
34j(.009570),213

015(1),017(— 1),028,1§(.008570),
34j(— .009570),313
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TABLE 5 {continued)
A SuMMaRrY OF THE Spamial PerROLEUM REFINING MATRIX

2

(3)

Gto M-

Shipping crude and
black products by
pipeline

E to M

Eto G

MtoE

MtoG

Gto E

GtoM

Gto W

Wito G

Shipping white
products by pipeline

Importing Crude from
Venezuela with Trans-
shipment within U, S.
and Distillation at
Terminal Region
Importing one tanker-
load to E and leaving
crude there

[mporting to E and
transshipping to M by
tank car

34§27

4ij takes the first set of
values except if = 16
i3 omitted

14728

14338

24518

24538

34518

3ij28

3ij48

41738

same column-codes
except that i now
takes the second set
of values

81100

81205

016(1),017(—1),028,24j(.009570),
345(—.009570),313

In addition, Notes 1-3 apply for

klorm) = 1, 2, 3 and for

¢ = .009570.

029(—1),14( — 1),245(1)
030(—1),14(—1),245(1)
029(--1),14j(1),245(— 1)
031(—1),24j(—1),3%5(1)

030( —1},145(1),3¢5( — 1)
031(-1),245(1),3ij(—1)
032(—1),34j(—1),445(1)
032(—1),355(1),445( — 1)

In addition, Notes 1-3 apply for
C=1.

same as for the preceding group
except that 3 is now added to the
first row number. Notes 1-3
again apply.

004(1),018(.016750),026,
037(— 016750),038,039(— 1),
104(— .016750),109,110,111,112,
113,114

004( — 1),007( —.016750/.000209),
011(.016750/.000209),026,
037(— .016750),038,039( —1),113,
204( — .016750),209,210,211,212,
213,214

The remaining seventeen activities in this group
are analogous and are omitted here,

Importing Venezuelan
Residual Fuel Onl
Importing one tanker-
load to E and leaving
it there

Importing one tanker-
load to E and trans-

91100

91205

004(1),026,038( —.016750 minus
amount required to fuel tanker),
039(—1),139(.016750)

004(1),011(—.017560/.00209),
012(.—17560,/.000209},
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TABLE 5 (continued)
A SUuMMARY OF THE SpaTiaL PerROLEUM REFINING MATRIX

(1) (2) (3)
shipping to M by tank 038{ --.016750 minus amount
car required to fuel tanker),

039(—1),113,239(.016750)
The remaining seventeen activities in this group
are analogous and are omitted here,
Making Available Intra-
regional Crude and
Producis Transporiation
(16 activities)

“*Normal” 90070 and 90051 See Figure 4
“Replacement’ 90150 and 901;1
(1=1,234)
Disposal Activities
Disposal activity for 9abed abe(—1)
row abe {The triple abe goes In addition, if be = 9-22 or 34-39

over all row numbers.) and a = 1-4, then there is the
coefficient 1 in row 19ifa = 1, 21
ifa=2 23ifa =3, 25ifa=4.

Notes 1-3 (see Section 4.3 of Part III)

Note 1: For ij = 9-26 and 34-39, and for the first column-code digit %, there is the
coefficient € in row 019 if k = 1, row 021 if k = 2, row 023 if £ = 3, row 025
ifk =4.

Note 2: For ij = 01,02, 03 and for the fourth column-code digit m, there is the coeffi-
cient —C in row 018 if m = 1, row 020 if m = 2, row 022 if m = 3, row 024
ifm = 4.

Note 3: For ij = 9-26 and 34-39 and for the jourth column-code digit m, there is the
coefficient —C in row (19if m = 1,021 if m = 2,023 if m = 3,025if m = 4.

APPENDIX 1 AGGREGATION IN LINEAR PROGRAMMING MODELS

Sinee a large part of the effort reported here consisted in aggregating a large
matrix of petroleum refining technology in order to obtain a smaller one, it
seems appropriate to survey briefly the general question of aggregation in
linear programming models and to determine in particular whether any a
priori argument can be made in favor of the aggregation procedures used in
the present study.!

'We must distinguish between the study of aggregation in linear programming and the
study of computational methods for special classes of linear programming problems so as
to take advantage of the problems’ special structure. The first has to do with reducing
the size of a problem (ie., of its matrix). The second has to do with fast methods for
solving a problem of given size and special structure. Doubtless the two topics will turn
out to be closely related in many cases. A survey of results in the second topic has been
given by Dantzig (1959)—see reference list at end of appendix.
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1. Aggregation in Input-Output Models. An extensive literature deals with
aggregation in input-output models.® Given a matrix of input-cutput co-
efficients its aggregation has an unambiguous meaning: the combining of sev-
eral rows (eolumns}, corresponding to several industries, into one row (col-
umn), corresponding to an industry group, The combined row {columnn) is a
linear combination of the component rows (columns); in particular the linear
combination may be a simple sum. “Good” aggregation also has a fairly un-
ambiguous meaning. It is aggregation such that the aggregated model yields
an answer close to the original model’s answer to the question: What are the
industry-group outputs needed to meet given final demands? With one major
exception,® the literature deals essentially with two main problems:

a. Dertving conditions for “acceptable” or “admissible” aggregation into in-
dustry groups. The aggregated matrix is “acceptable” if for any list of un-
aggregated final demands the unaggregated matrix implies unaggregated in-
dustry outputs which, when aggregated into the given industry groups, equal
the respective industry-group outputs implied by the aggregated matrix for
the aggregated list of final demands. The conditions which the aggregated
rows and columns of each industry group must satisfy in order that the aggre-
gation be acceptable are extremély strong.

b. Measuring and minimizing the error due to aggregation. By the error
due to aggregation, for a given aggregated matrix and given final demands, is
generally meant some function of those diserepancies which would vanish under
acceptable aggregation, namely the differences between the industry-group
outputs implied by the original matrix and the industry-group outputs implied
by the aggregated matrix. The difficulty is that to measure the error due to a
given aggregation and to find that aggregation which minimizges the error out
of all those that reduce the size of the original matrix by a given amount re-
quire, in general, no less work than using the unaggregated matrix in the first
place.

One possibility would be to find a nontrivial, relatively easily caleulable
bound to the error. Little effort has gone in this direction. A second possi-
bility is to make the aggregation error a random variable by making the final
industry-group demands random variables.* It is then possible, under reason-
able assumptions on the random variables, to find expressions for the expected
aggregation error (or the expected error for a particular industry group) whose
eomputation does not require inversion of the original matrix.

2. Aggregation in Three Linear Programming Problems. Good aggregation
in linear programming models is a more ambiguous matter than good aggrega-

*See, for example, Ara (1959), Hatanaka (1952), Fei (1956), Fisher (1958), Malinvaud
(1955), Theil (1957).

*Fei (1956), who is concerned with methods of making inferences about the original
matrix given only the aggregated matrix.

*Theil (1957) also adds random disturbances to the equations giving each industry’s
output as a function of its inputs.
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tion in input-output models {which are, of course, linear programming models
of a very special kind). We eonsider three linear programming problems:

(i} The most general problem. Find an z*=0 for which Az* = ¢ and
c’'r* = max c'z.

x>0,
Az =4q.

(A 15 a matrix of order m by n + m, ¢ and x of order m 4 n by 1, g of order m
by 1; the m last components of x are the levels of m slack activities and the
last m columns of A are slack vectors.)

(1i) A problem in which the amount of a “product mix” is lo be mazimized.
Determine IT {4, ag, ¢, ¥} = MaxX Twmipnys

x>0,
ag Y
(A) T (Q)
where y = 0is a sealar such that there exists an z > 0 for which (3;) T = (z),
ag 2 0 {@g = @01, - . ., @onymy2) 18 3 TOW vector and z a column veetor,
both of dimension n + m + 2; g is a column vector of dimension m; and
A = (ai;).is an m by n + m + 2 matrix.

The components of ag may be thought of as the amounts of one final com-
modity—commodity zero—emerging from the activities. The last column
{column n + m + 2) of the matrix defines a mix of the remaining final com-
modities, and the activity level 2m 4 2 is the amount of the mix produced by
the other activities. Columns»n + 1 ton + m and eolumn n + m + 1 define
slack activities for commaodities t to m and zero, respectively. In addition to
commodity zero there are m further ecommodities, corresponding to rows
1, . . ., m; a commodity is either final, intermediate, or primary.- For a
final commodity 1,12 1,a;;20,j=1,...,n¢;=0,n<j<n+4m+l,
and j#=n 4+ % Ginpi = —1; @ ngmas <0; ¢; = 0. For commodity zero,
a; 20,7=1,...,0a;=0,n<j=n+m- 2;a0,ntmp1 = —1. For
an intermediate commodity 1, a;; may be >, <, or =0,7 =0, . . ., n, butif

a:; {Z} 0 then there must be a j* ¢ j, 1 < j* < n, for which a;; [:} 0;

a; =0 n<jE=nt+m+4+2 and jEn+4; aginpa= —1; ¢;=0. Fora
primary commodily d0;; =0, j=1,. .., n,a;=0, n<j=n+m+2
and 7 ¥ n + 48500 = —1;¢; < 0.

(iii) Special forms of (#). This problem is the same as (ii) with commodi-
ties 1 to k primary commodities (there may be other primary commodities in
addition) and:

(iia)fori =1, . .. ,ka;=90,whenj=1 ..., n+m3+ 2andj 4
J# n+14; ay = —1; for any primary commodity ¢, ¢ > &, a;; =0, j = 1,
k.

A ’
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(3iib) conditions (iiia}, and in addition, there is a primary commodity k& + 1;
@iy, <k0, J=1, ...,k @yg;=0for >k and j#n+k+1;

Qet1 > Z gi-

i=1

Primary commodity 1, 1 <t < k, enters (with nonzero coefficient} into only
one activity (other than a slack activity}, and that activity—activity 7 uses
no other primary commodity; at unit level activity 7 requires one unit of com-
modity i, In case (iitb} each of the first &k activities also uses a second pri-
mary commodity, commodity &+ 1, which enters no other activities. Its
availability, moreover, is an effeetive constraint: there is not enough of it to
permit operation of the first k activities at levels which use up all of commaodi-
ties 1 to k. The principal aggregation performed in the present study was a
reduction of a problem of form (ilib}.?

Aggregation in the above problems consists in replacing the matrix 4 by a
smaller one A* and performing corresponding reductions in g, a, and the
variable z. The goodness of a given aggregation A*, for any of the above
problems, is the closeness of the answers ohtained when using A* to the
answers obtained when using A.

3. “Acceptable” Aggregetion. Can one define acceptability, in a manner
analagous to the definition used in the input-cutput discussion, for preblems
{i} to (ii1)? The analogy would have to involve aggregation of the answers
obtained in the unaggregated problem (industry outputs in the input-output
case} mm order to compare them with the lower-dimensional answers obtained
in the aggregated problems (indusiry-group outputs in the input-output case).
Since the answers in the unaggrepated problems (i1) and (iii) are already
one-dimensional, an analogy seems to fail there. In problem (i) acceptability
could be defined if A* had fewer columns than A, each of them a linear eom-
bination of columns in 4. In an acceptable agpregation a given activity level
in the aggregated problem’s solution equals a linear combination of the ae-
tivity levels in the unagpregated problem’s solution, where the corresponding
column of A equals the same linear combination of the columns of A. This
would be a strong condition on A% and it is arguable whether it would be an
interesting one to strive for.

4. Computing Costs and the Reduction of Rows at the Expense of Columns.
With any general-purpose linear-programming computing code based on the
simplex method, the number of rows (which determines the size of the inverse
to be carried) weighs far more heavily in the computing time required for
solution than does the number of columns. For this reason it is of some im-
portance that for any matrix A the rows corresponding to intermediate com-
modities ean be suppressed at the expense of additional columns. The follow-
ing has been shown:”

Consider A and x of problem (i). There exists a matrix A* with no inter-
mediate commadity rows suech that given any =0 and any vector v for

®See Part IT of the main body of the paper.
‘*Koopmans (1951), pp. 57-59.



126 STUDIES IN PROCESS ANALYSIS

which Ax = v, there exists a vector 2=0 such that A"z = v*®, where v* is
obtained from v by deleting the components corresponding to intermediate
commodity rows of A. A® has generally more (perhaps enormously more)
columns than A (and the activity-level vector z correspondingly more com-
ponents than the vector x). It seems, moreover, that no genera! procedure
has yet been worked out for finding A* given 4, although for many special
forms of A it is elear how intermediate commodities ean be suppressed.’

The suppression could, in prineiple, be used to save rows in obtaining
answers to problems (ii) and (iii} if no commodity is both final and inter-
mediate (for then the payoff 2—the amount of product mix—is not a function
of the outputs of intermediate commodities). To use suppression in problem
(i} would require some way of getting back from the maximizing vector
z (A®*z2 = v*) to a vector ¥ such that A®F = v for some vector v to which v*
bears the relation indicated above. Again a general procedure appears un-
known but in special cases it is clear how the required T can be found.

5. Adding Rows Together: Ranking Some Alternative Aggregations in Prob-
lem (ii). A simple method of shrinking the size of a linear programming prob-
lem is to add together some of the rows of the matrix 4 and the corresponding
components of the vector g. This seems a natural method especially if the
commedities corresponding to the rows added are measured in comparable
units—in dollar amounts (for fixed prices} or in the same physical units (e.g.,
barrels per day). It is then clear that, for problem (i), a solution z to the
original problem is slways feasible in the aggregated problem (as is any vector
x which is feasible in the original problem).

It follows, for problem (ii), that the maximum feasible payoff after aggre-
gation is not less than the maximum feasible payoff before aggregation—that
n* (A* a,, q¢*, y) =11 (4, q,, q, y) where A* and ¢* are obtained from 4 and
g by row addition (with row zerc left intact). Hence of any two such aggre-
gations, A*, g" and A**, ¢**, the first gives an answer closer to the unaggre-
gated problem’s answer if and only if

H*(A*x o, q*) y) < n**(A**r G, q**: y)

To compute either of the two sides of this inequality requires less effort than
to solve the original (unaggregated) problem—how much less depends on how
much the number of rows has shrunk. If the shrinkage is great enough it will
be possible, with less effort than solving the original problem, to choose the
best among a large number of alternative aggregations exhibiting the same
shrinkage. Perhaps a computing routine could be developed which searches a
given collection of proposed aggregations more efficiently than would a series
of pairwise comparisons, each of which requires a fresh computation of some
new maximum feasible payoff and sometimes duplicates work performed in
another comparison,

"Thus, suppose an intermediate commadity enters (with nonzero coefficient) into only
two activities in A—one which produces it (and nothing else) and another which uses it
(and nothing else) to produce several final commodities. The two columns are replaced

in A* by a single column which is their sum with the intermediate-commodity row de-
leted. More complex variations of this principle are easily written down.
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If one wishes to vary one of the parameters of problem (ii}—say y or a co-
ordinate of g—then parametric programming would permit a continuous coni-
parison of two proposed row-addition aggregations, with respeet to maximum
feasible payoff, as the parameter is varied. This would yield the ranges of the
parameter over which a given one of the two aggregations is preferred.

Note that for problem (ii) it is of no importance that the activity-level vec-
tor which achieves I1* in the aggregated problem may be infeasible in the un-
aggregated problem. It is maximum feasible payoff alone which matters--
we are concerned solely with finding a scelar II* elose to the unaggregated
problem’s maximum feasible payoff 1.

6. Using Knowledge about the Capacities Ezhausted. It may sometimes be
known that a particular capacity (primary commodity availability) ¢; is
exhausted for a set of activity levels solving problem (i) or yielding the required
maximum feasible payoff in problem (ii), i.e., that z,,; = 0, where row 1 corre-
sponds to some primary commodity. In problem (i) the number of columns

can then be diminished by one but not the number of rows. For we can
n n

write 2 aijt; = ¢ and hence, for example, z;, = (1-a;;) (g; — 2 ai;z;) (pro-
i=1 i=2

vided a;; = 0). This expression can then be substituted into the equations

Az = g and the expression ¢’z. But at the same time the constraint z; = 0

must be preserved and row 7 ean now be put to this use. Thus the new form

of problem (i) is:

Find an Z*=0 for which A4*Z* = ¢* and e%Z* = max ¢%z* (z*=0,
A*r* = g) where ¢*, and z* have n 4+ m — 1 components, A* has n — 1 col-
umns, and the first n — 1 elements in row i of A* are (ag,/0;, a7,/0, - . .,
a;,/a-,) while the next m elements are all zero except for the (n 4-1-— 1)th,
which is 1. The other rows of A* are obtained from A by performing the in-
dicated substitution, and so is ¢* from ¢; g* is obtained from ¢ by substituting
@z/q- for g;. The same reduction is possible for problem (ii) if it is known
that it is possible to exhaust a certain capacity while achieving the maximum
feasible payoff II.

Consider now the special case of problem (iia). Each of a number of pri-
mary commodities (commodities 7 to &) enters only one activity which uses no
other primary commodity. Suppose it is known that the maximum feasible
payoff I may be achieved by a set of activity levels for which the primary
commodity I, 1=1=k, is exhausted. Then we can simply impose the con-
straint x; = —q;, so that row i can be deleted from A, g, and z. The value
#; = —g; is then substituted into any equations in which x; occurs (with non-
zero coefficient). The matrix A¥, with one less row and one less column than
A, results. The maximum feasible payoff is the same for the reduced prob-
lem as for the original one.

Note that if the activity 7, 1 =1=k, involves no (nonzero) amounts of
any intermediate commodity then no advance knowledge as to the exhaustion
of primary commedity 7 is needed. We can always impose the constraint
#; = —qy, for by disposing of any “unneeded” amounts of 7, or of commodities
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produced from %, we can always attain the required maximum feasible payoff

TI. More generally, consider any subset of the activities 1 to k. If, when

each of them is operated at the level that uses up all of the primary com- -
modity of which it is sole user, the subset of activities together have no net

requirement for any intermediate commodity, then it does not affect the maxi-

mum feasible payoff if we impose the constraint that they be operated at these

levels,

7. Combining Columns as well as Rows tn Problems (iii). Consider shrinking
the size of problem (iiia) by adding together some of the primary commodity
rows 1 to k, say rows 1 to ¥’ £ k. This “liberalizes” the problem and may
make the maximum feasible payoff larger than that of the unaggregated
problem. Can one make a further change to compensate for the liberalization,
ie., to pull the maximum feasible payoff down again? One such further
change consists in reducing the number of columns. But & simple arbitrary
deletion of columns, while a change that goes in the required direction, is
certainly very risky. More satisfactory is the approach of combining the
columns 1 to k’, the activities that use the primary commodities being pooled
by the summing of rows. A method of combining these columns which
immediately suggests itself is to take their weighted average, the weights
being the availabilities of the primary commodities 1 to ¥’. The new matrix

*
(?;*) has then k' — 1 fewer rows and fewer columns than (‘3’), while the
vectors ¢¥, x*, corresponding to g and z, have ¥’ — 1 fewer components. The

*
first column of (?4",,) is obtained from the weighted average just described

and has the coefficient —1 in row 1 (the row which corresponds to the
El

new combined commodity, whose availability is — Zq,- , the coefficient
v " i=1

z Qr_1,5 (q,-/ Z g_,-) imrowr,r=2,...,m—k" -+ 1, and the coefficient

FE) | i=1

¥ ¥
2 ao; (q,-/E q,-) in row 0. Colummns 2 to n — k" + 1 of (‘2’:) are the
' i=1

-

same as columns %' +-1 to n of (

-

o
A

' *
deleted; columnsn — ¥’ + 2ton +m — k' + 3 of (if*) (the slack activities

for all commodities including commeodity zero, plus the product-mix activity)
Qo

A

), except that rows 2 to &’ have been

are the same as columnsn + ¥ ton + m + 2 of except that rows 2 to &’

have been deleted.

The new aggregated problem is certainly more ‘“‘stringent’’—cannot hz ve a
higher maximum feasible payoff—than the old aggregated problem (obtained
from the original one by summing of rows only). But does it svercompensate
for the liberalizing effect of summing rows, i.e., can it be that the maximum
feasible payoff is now smaller than the original problem’s II? There is one



A BPATIAL MODEL OF U. 8. PETROLEUM REFINING 129

rather obvious sufficient condition for overcompensation to be impossible.

k!
This is that — z @;;9; 2 0if 7 is an intermediate commodity, the condition
i=1
discussed at the end of Section 6 of this appendix. For then in the original
problem the constraints ; = —¢;, ¢ = 1, , &'y can be imposed without

affecting the maximum feasible payoff. The net commodity amounts which
then emerge from the first &’ activities in the original problem are exactly
duplicated in the aggregated problem if the level of the first (the combined)

aectivity is held at — E gi- To perform the aggregation described and to
=1

hold the combined activity at this level is simply equivalent to holding the
activities 1 to k' at levels ¢; to ¢/, respectively, in the original problem, and
eliminating & — 1 of the k' variables z; to zi as well as k' — 1 equations—all
of which does not affect the maximum feasible payoff. Thus the aggregation
described not only does not overcompensate with respect to the sumlmng of
rows only, it does not liberalize the original problem either; it is error-free
aggregation.

In general, however, the condition on intermediate-commodity require-
ments is not met and overcompensation cannot be ruled out if the aggregation
described is performed in problem (iiia).

In problem (iiib) the activities t to & share an additional primary com-
modity, commodity & + 1, whose availability is an effective constraint. Sup-
pose the aggregation described is performed in problem (iiib), combining rows
and columns 1 to &’ < k. Even if the above condition on intermediate-
commodity requirements is met, overcompensation is now possible. - Consider,
for the first &’ activities of the original matrix, any levelsk'a‘:l, .. ., E which

are feasible. Suppose £, = —g¢i, so that —azy .01 + E ks, Z Qeyr BS
I=2

well as Z; < —q;, 7 =1, .. ., k¥'. Consider a single intermediate or final
kl

commodity {2 > k, ¢; = 0) for which a; > 0 and 2 a;Z; = 0. At the
i=1
levels 7, . . ., & the amount of commodity 7 emerging from the first &’

activities is h; = —qla,l + Z a;; ;. In the aggregated problem the new

j=2

combined activity requires, at unit level, — ( 2 By, ,q,) / z g: of com-

i=1
'

modity & + 1 and produces (i aiij) / (Z q.-) of commodity 7. No more

of commodity 7 can emerge from the comblned actwu;y than emerges when

that activity is operated at the level ( Trt+1 z q,) / ( Z i1, ,q,) the level

at which all of eommodity & + 1 would be used up. Therefore an upper
bound to the amount of commodity 7 emerging from the combined activity is
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0= (—qk+1 S': a;,-q,-) / (i a;,+1,,-q,-). Now the condition h; > © can be
written "~ =

k’
2a [(9k+191) / ( El ak+1.591‘) - 91]
= & %4 &
> - (9k+1 E 9’£)/(2 ak+1.;‘9;‘) - Z 5Ly
i=h =1 i=2

"
The inequality holds if —gpy; < — z @r+1,;¢; and if a5 is large enough.
i=1
If, in other words, (1) the availability of commodity & + 1 is an effective
constraint on the k' activities which are being combined; (2) one of them,
activity 1, yields at unit level a sufficiently great amount of an intermediate
or final ecommodity i; and (3} it is feasible to operate the activity at the level
T, = gy, requiring all of the primary commodity it alone uses, than any
feasible activity levels in the unaggregated problem, with T, = —q,, yield
more of commeodity I than the maximum attainable amount of that com-
modity in the aggregated problem, If the commodity 7 is sufficiently im-
portant in the payoff {the product mix)® then the maximum feasible payoff is
larger in the unaggregated than in the aggregated problem. Moreover, the
greater the availahility of the primary commodity used solely in the activity
which produces much of 7 (the greater —gq,}, the greater is the reduction in

maximum feasible payoff.

Thus in problem (iiib) we cannot state in general whether aggregating in
the manner deseribed liberalizes the problem or makes it more stringent.
The counter-example suggests, however, that we would be particularly fear-
ful of a major reduction in maximum feasible payoff if one of the activities
being eombined were far superior to the others with respect to its production
of an important commeodity (and could feasibly be operated at a high level),
since the aggregation *“dilutes’ the superiority of such an activity.

8. Selecling the Rows and Columns to Be Combined. While the aggregation
procedure just deseribed seems no less reasonable a priori than any other for
problem (iii), and seems preferable to the summing of rows only, the question
as to which rows and columns to include in each combined group remains.
A crude but intuitively appealing principle is that the columns eombined
be stmilar. This might mean, for example, that if one computes for each of
the first & columns in problem (iii) a certain linear function of its coeflicients
(using the same linear function for each columa}, and ranks the columns aceord-
ing to the value of this linear function, then one group of columns (and corre-
sponding rows) to be combined consists of the k; highest ranking calumns,

another group of the ks next ranking columns, and so on (Z k. =k, r=1,
T

*Or if a commodity whose production requires commodity 7 as an input is sufficiently
important.
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2, . . .). (A simple such linear function is the sum of the column coefficients.)
A complicated proposition may be conjectured: If for any linear function of
column coefficients, columns 1 to k are divided into r groups of %/r columns
each, according to the principle just described, and if for each group weighted-
average column aggregation and summing of the corresponding rows is per-
formed, then the aggregation error® is always less than the expected aggrega-
tion error if the r groups of the same size were filled with columns chosen at
random. The intuitive grounds for this conjecture are essentially that the
nonnegative activity levels achieving maximum feasible payoff in the unaggre-
gated problem correspond to activities (columns of 4) which are somehow
similar—at any rate they all show zero profit at the shadow prices dual to
these activity levels—while the remaining columns are also somehow similar.
Grouping columns at random is likely to break up these two groups more
thap grouping according to the ranking described.

9. Concluding Remarks. A general form of the aggregation problem in
linear programming is to find, given a computing cost C, a reduced version of
problem (i} that costs no more than C to solve and has an aggregation error
(the difference in payoffs or some other function of the differences in maxi-
mizing aetivity levels) no larger than any other reduced version of the prob-
lem costing no more than C to solve. It is clear that there is no general
criterion that can be used to find such a best aggregation and is itself compu-
tationally less costly to apply than is solving the original problem.® ‘The
approaches adopted in studying aggregation in input-output models do not
seem helpful for most other forms of the linear programming problem. One
must be resigned to the individual study of many special linear programming
problems and of the special aggregation procedures which are intuitively ap-
pealing in each. In the special problem (iitb) considered here, the suggested
aggregation procedure seems defensible, subject to the cautionary note at the
end of Section 7, for no alternative is clearly better. But fortunately the case
for its use in obtaining a small petroleum refining matrix rests not on this
defense, but on actual comparisons of maximum feasible payoffs in the un-
aggregated and aggregated problems.
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ApPENDIX II EsTiMATING THE COEFFICIENTS OF THE INTRAREGIONAL
TRANSPORTATION SUBMATRIX

In accordance with assumption 7 of Section 4.1 (Part III of the body of this
chapter) the procedure used begins by obtaining for each region estimates of
the minimal fleets of tankers, barges, and tank ears that eould have performed
the iniraregional movements of crude and of products, by tanker, barge, and
tank car, which actually occurred wn the year 1952, (The year 1952 is used
to approximate the year 1952-53.)

1. Intraregional Tanker Movements. The primary source of data on these
movements is the publication Water-Borne and Lakewise Commerce of the
U. 8., Calendar Year 1952, compiled by the Board of Engineers for Rivers
and Harbors of the U. 8. Army Corps of Engineers. This gives the number of
barrels of crude and of petroleumn products shipped by tanker from East ports
to East ports, from Gulf ports to Gulf ports, and from West (Pacific) ports to
West ports in 1952. Intra-Gulf tanker shipments of both crude and products
are negligible (though barge shipments are not) and were ignored. To esti-
mate the minimum number of tankers (T-2 tankers, which are the standard
unit in terms of which the size of tanker fleets is expressed, and which have a
capacity of 16,765 deadweight tons) required to achieve these movements in
the East and West, the following assumptions were made:

{a) It was assumed (fairly realistically) that the East coastwise tanker
movements of products (of which the 250-nautical-mile movement from
Bayonne, New Jersey—a refinery port—to Boston—a distribution center port
—is typical) could be approximated by 250-nautical-mile northbound move-
ments from refinery ports to distribution eenter ports. Efficient routing of
empty tankers can then be achieved by “shuttling,” i.e., a tanker, having un-
loaded at a distribution center port, always returns empty to the refinery port
from which it came.* Using the tanker speeds and turn-around times given
in Table 2, we may then estimate the smallest tanker fleet that ean perform
such 250-nautical-mile movements (with shuttling}, when the total number of
barrels of produets to be moved in a year is the 1952 intra-East total,

Intra-East tanker movements of crude were negligible in 1952 and were
ignored.

(b) For the West coastwise movements (of both produets and erude), simi-
lar assumptions were made; but here data are available on the total 1952

*It is easy to show that for a “straight” (or “nonindented”) coastline (in which the
water distances from a given port always inerease as one considers ports further and fur-
ther along the coastline in a given direction) such shuttling always constitutes an optimal
routing of empty vessels provided the required flows of cargo are all in the same direction.
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movements along the California eoast, along the Pacific coast north of Cali-
fornia (these are negligible), and between the two parts of the coast. Crude
movements by tanker were virtually all between California ports. It appears
that about two-thirds of the erude moved by tanker was delivered in the San
Franciseco area and one-third in Los Angeles. Movements from Port San
Luis (San Luis Obispo) to Richmond are assumed to approximate the move-
ments ending in the San Francisco area. Movements from Ventura to Los
Angeles are assumed to. approximate the movements ending at Los Angeles.
Efficient routing of empty tankers is then achieved if tankers unloading at
Richmond always return empty to Port San Luis and tankers unloading at
Los Angeles always return empty to Ventura.

Products movements between California ports are assumed to approximate
Los Angeles-to-8an Franeisco movements; products movements from Califor-
nia to ports on the Pacific coast north of California are assumed to approxi-
mate San Francisco-to-Seattle movements. Again, “shuttling” achieves an
efficient routing of empty tankers.

Using the assumed speeds and turn-around times, the minimal intra-West
crude and products 1952 tanker fleets were estimated.

2. Intraregional Tank Car Movements. Here the primary sources are In-
terstate Commerce Commission publications: (a) the quarterly reports en-
titled Distribution of Petroleum Products by Petroleum Administration Dis-
tricts. One Percent Sample of Waybills for All Carload Traffic Terminated
by Class I Steam Railways; and (b) the annual reports entitled Carload Way-
bill Statistics, State-to-State Distribution of Manufactures and Miscellaneous
and Forwarder Traffic. One Percent Sample of Terminations (for petro-
leum products), and Carload Waybill Statistics, State-to-State Distribution of
Products of Mines. One Percent Sample of Terminations (for crude oil).
The relevant data in (a) are, for each Petroleum Administration District, esti-
mates® of the total quarterly amounts of crude oil and of petroleum products
shipped by tank car, originating at some point in the District, and terminating
at some other point in the District. (Districts 4 and 5 comprise our West
region; Distriet 3 plus Oklahoma, our Gulf region; District 2 less Ohio, Okla-~
homa, and Detroit, Michigan, our Midwest region; and District 1 plus Ohio
and Detroit, our East region.) The relevani data in (b) are, for each of our
regions {estimates of}? the annual amounts (in tons) and the annual number
of ton-miles involved in tank car movements of crude and of petroleum prod-
ucts originating at some point in a state within the region and terminating at
another point in a state (sometimes the same state) within the same region.

From these data one may estimate for each region the distance moved hy
the average ton (or barrel) of crude and of petroleum products shipped intra-
regionally by tank car and the total number of barrels of erude and of prod-
uects so shipped in 1952, It was assumed that the 1952 tank-car movements
in each region could be approximated by movements having the estimated
average length and {a much more heroic assumption) that the optimal routing

* After multiplying the given “one percent sample” figures by 1.
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of the tank cars engaged in these movements, after they are emptied, can be
approximated by “shuttling”—i.e., each empty tank car returns along a route
of this same average length,

Using times required for “typical” fast-freight shipment of the relevant
length in each region, and using the turn-around times given in Table 1 helow,
it was then possible to estimate roughly for each region the smallest tank-car
fleet that could accomplish the 1952 intraregional crude movements and the
smallest fleet that could accomplish the 1952 intraregional products move-
ments.

3. Intraregional Barge Movements. Here the primary sources of data are:
a publication of the Board of Engineers for Rivers and Harbors of the U. 8.
Army Corps of Engineers entitled, Water-Borne Commerce Statistics. Do-
mestic Inland Movements of Petrolewm and Petroleum Products: Shipping
Area by Receiving Area, Calendar Year 1952; and the Great Lakes portion
of the publication mentioned above, entitled Water-Borne Commerce of the
U. 8., Domestic Deep Sea and Lakewtse Traffic, Calendar Year 1952. The
relevant data in these sources for each region are the total amounts of crude
and products shipped by barge from port to port within each region in 1952
(including Great Lakes barge movements within the East and within the
Midwest).

It is assumed that the barge fleet in the West region (which travels on the
Columbia River system and engages in some movements within Pacific Coast
bays) is not transportable to other regions and that the fleet is adequate for
the intra-West barge movements required in all interesting applications of
the model. Intra-West barge movements, then, need not be considered.

In estimating the minimal fleets of barges that can achieve the 1952 intra-
regional movements in the Gulf, East, and Midwest, the following were the
assumptions made and results (from another study) used:

{a) In the Gulf, barge movements of products were assumed to be such that
(i) shuttling provided an efficient routing of empty barges, and (ii) the aver-
age round trip of a products-carrying barge took 1114 days. These assump-
tions are taken from the analysis of barge requirements after 1950 contained
in the study Transportation of il prepared by the Petroleum Administration
for Defense. The same study provided a direct estimate of the minimal barge
capacity required for 1952 intra-Gulf barge movements of crude (this esti-
mate was based in turn on an estimate of 1952 water-borne Gulf refinery re-
ceipts of crude, an estimate which turned out to be correct).

(b) Within the Midwest, there are barge movements along rivers and be-
tween Great Lakes ports. The PAD study provides an estimate of the mini-
mal number of barges needed for all Great Lakes movements of products in
1952 (Great Lakes movements of crude are negligible). The total Lakes
movements seem to be either between points in our Midwest region or between
points in our East region, with only small movements between East and Mid-
west. The minimal Lakes barge fleet, as estimated in the PAD study, was
accordingly assumed sllocable between East and Midwest in the same propor-
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tlon as lakeside refinery capacity in East and Midwest (about one-third East
and two-thirds Midwest). The PAD study concludes that the intra-Midwest
river barge movements (of both crude and products) are such that, as in the
Gulf, average round-trip time is 1114 days and shuttling provides an efficient
routing of empty barges. Thus it was possible to obtain an estimate of the
total minimal barge fleet for crude and the total minimal barge fleet for prod-
ucts for the Midwest. -

{c) The Great Lakes component of the minimal barge fleet required for the
1952 intra-East products movements is taken as half of the Midwest Great
Lakes products fleet described above. Estimates of the minimal barge fleets
required for 1952 movements of erude and of products inside Atlantie harbor
areas and along the Hudson River and New York State Barge Canal (these
comprise the intra-East movements not on the Great Lakes) are taken directly
from the PAD study.

4. The Intraregional Transportation Activities of the Model. We now have
estimates of the minimal fleet of tank cars, tankers, and barges required for
the 1952 intraregional crude and products movements in each region. The
next step is to divide each component (e.g., number of tankers) of the intra-
regional crude transportatlon fleet of each region ¢ hy the quantity @, = crude
distilled in region ¢. Each component of the intraregional products transpor-
tation fleet of each region 1 is divided by @, = total volume of end items pro-
duced, less end items exported plus end items imported, plus intermediate
materials imported. To estimate @, for 1952-53 requires the addition of many
separate estimates (from the Minerals Yearbook and from the other sources
cited above); Q, is obtainable, after some adjustment, from the -Minerals
Yearbook.

We obtain:

1= FEast Midwest Gulf West
Estimated 1952-53 value of Q, 2182 2151 10083 4432
“ “ R, 1007.3 6176 3359 4496

Dividing each component of the eight intraregional transportation fleets by
the appropriate @, or @, yields the first eight columns of the intraregional
transportation submatrix of the model. The entry in the tanker row for the
aetivity “Providing intraregional products transportation, East,” for example,
is an estimate of the number of tankers required for intra-East products move-
ments per million barrels (a year) of Q.,. Each column also ¢ontains esti-
mates of the fuel required for intraregional erude or products transportation
(per million ‘barrels a year of the appropriate quantity Q, or Q). The fuel
inputs are based on estimates of the average per-mile fuel consumption of a
tank car (i.e, the average diesel train-mile consumption divided by the num-
ber of cars in the average train, as obtained from ICC data), of a tanker, and
of a barge (i.e., the average per-mile consumption of a tow of barges divided
by the average number of barges in a tow, as obtained from the PAD study);
and on estimates of the miles involved in the 1952 movements (with the as-
sumed optimal routing of empty vehicles}.



CHAPTER 6

CHEMICAL PROCESSES, PLANT LOCATION, AND
ECONOMIES OF SCALE

Thomas Vietorisz and Alan 8. Manne!

This chapter represents an example of process analysis applied to the chemi-
cals industry. It deals with the choice of plant location in a system of inter-
related chemical products, each of which is characterized by economies of
scale. Our specific illustration has to do with the location of synthetic ferti-
lizer plants within the Latin American reigonal market. As background to
this specifie problem, we will first review some of the general characteristics
of process analysis in the chemicals industry, then some aspects of locational
analysis, and then indicate some of the more erucial simplifieations utilized in
the synthetic fertilizer study.

This particular model can be formulated as ome of mixed integer pro-
gramming. In the absence of better numerical techniques, it was solved by
brute-force numerical methods of complete enumeration. A similar approach
is clearly inapplieable to problems of & more realistic and wider scope. How-
ever, because of the general shape of the cost distribution obtained in this ex-
ample, we have become fairly optimistic on the possibility of attacking even
the more complex cases through the use of statistical sampling.

Process ANaLysis oF CHEMICAL TRANSFORMATIONS

The roots of this model lie in three earlier locational studies of the chemi-
cals industry: one by Isard and Schooler (1955), one by Isard, Schooler, and
Vietorisz (1959), and one by Vietorisz and Szabo (1959). In this earlier work
—after a considerable review of the chemical engineering literature—it was
concluded that most of the inputs and outputs bear the simplest possible re-
lation to scale, i.e., that of proportionality. The chief exceptions to strict
proportionality consist of capital and labor inputs. These latter are generally
believed to vary with the scale of the process as follows:

capital or labor input = Sz (1)

where B represents a constant of proportionality, x the scale of the process,
and « an exponent that lies between zero and one.?

*This is in every sense a joint paper. Vietorisz’s name appears out of alphabetical se-
quence in order to emphasize that he performed most of the empirical work reported here,
and that Manne concentrated on the computational aspects.

*In the case of direct operating labor inputs, the elasticity exponent a« is typically re-
ported within the range of 0 to 4. For capital investment costs, the range lies between
5 and 9.

136
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The usual indicator of process scale consists of the rate of output of the prin-
cipal produect (e.g., pounds per year of ammonia production), or the rate of
input of the prineipal raw material (e.g., barrels per day of naphtha charged
to a reforming unit}). Beoth “minimum” and “maximum’ process scales are
specified—primarily to indicate that no empirical evidence on plant costs is
avallable outside this range. Even within this range of plant scales, there is
a good deal of unpredictability of capital and labor inputs, e.g., because of
differences in equipment design, because of inconsistencies in the definition of
direct and indirect labor, and because of failure to define which auxiliary
processes—if any—have been ineluded within an unbalanced addition to exist-
ing capacity.

Aside from the economies of scale implied by equation (1), it may be worth
noting one other departure from strict proportionality to scale—the effect of
seriality or length of production runs in batch-type processes. Just as in the
case of the metalworking industries, there are significant setup and cleanup
operations involved in the production of pharmaceuticals, dyes, and other fine
organic chemicals. This means that a doubling of the run length leads to less
than a doubling of the required equipment-hours. Fortunately from the
analytical viewpoint, this setup time phenomenon is not as common in the
chemical industries as in metalworking. It appears reasonable to ignore the
run length problem in the case of most of the heavy chemicals, and that sim-
plification will be adopted throughout the remainder of this study.

Except, then, for capital and labor inputs, the chemicals industry may be
approximated tolerably well within an activity analysis framework. Activity
analysis allows for two common possibilities within this sector: process al-
ternatives and alse joint products. Process alternatives result from the use
of different initial raw materials (e.g, refinery gas versus natural gas for the
production of ammonial, and also from the use of different operating condi-
tions (e.g., variations in temperature, pressure, and catalysts). Because of
the highly automated nature of the chemicals industry, there are only limited
possibilities for process substitution as between direct labor and capital inputs.
However, a certain amount of such substitution is apparently possible in the
ancillary operations such as materials handling and equipinent maintenance.

A typical process deseription is given in Table 1 for the case of ammonia
and nitrogenous fertilizer production. The table is divided into two parts—
one dealing with the inputs and outputs that are proportional to scale, and
the other dealing with the principal nonpreportional inputs, capital invest-
ment and direet operating labor. Inputs are denoted by negative signs, and
outputs by positive quantities. Thus, activity (1) deals with the production
of ammonia from refinery gas. For every 10 million pounds of annual am-
monia output, Table 1 indicates that there are inputs of 31.5 billion kilo-
calories of refinery gas, 1.26 billion kilocalories of industrial fuel, ete. Plant
scales are listed as ranging from 66 to 800, with a typiecal size or “reference
scale” being 614 million pounds per vear of the principal produet, ammonia.
The direct operating labor and initial investment inputs for this typical plant
are estimated to be 134.3 thousand man-hours per year and 33.39 million dol-



Process DEBCRIPTION FOR AMMONIA-FERTILIZER PrODUCTION®

TABLE 1

1y 2 3) | 4) 5 (6) (7
Ammonia Ammonia Ammonia
from from from
Refinery Natural Coke Oven  Nitric Ammonium Sulfuric Ammonium
Gas Gas Gas Acad Nitrate Acid Sulfate
Proportional Inputs and Outputs®
1. Ammonia, MM lbs./yr.c +10.0 +10.0 +10.0 -2.9 —2.4 —2.6
2. Nitric acid, MM Ibs./yr. +10.0 —-7.6
3. Ammonium nitrate, MM lbs./yr. +10.0
4. Sulfuric acid, MM Ibs. /yr. -+10.0 -7.6
5. Ammonium sulfate, MM lbs./yr. +10.0
6. Sulfur, MM lbs.l/&'r. . —3.44
7. Refinery gas, MMM keal./yr, —-31.5
8. Natural gas, MMM keal./yr. —47.1
9. Coke oven gas, MMM keal. /yr. —69.6
g 10. Fuel, MMM keal./yr. -1.26 -0.05
11, Steam, MM lbs./yr. —45.0 —36.7 -6.5 4-9.0 -2.0
12, Power, MM kwh./yr. —-5.5 —4.8 -0.5 —-1.2 —0.20 -0.025 —-0.,14
Labor and Capital Investment Inputs
1. Reference scale, MM lbs./yr. of principal
product 614 614 614 100 400 490 400
2. Direct operating labor, M mhr,/yr, —134.3 —134.3 —97.9 —-29.6 —54.6 —-19.0 —91.6
3. Labor exponent, « 0.4 0.4 0.2 0.2 0.27 0.2 0.2
4, Initial capital investment MM$ —~33.39 —33.39 —29.25 —3.05 —1.56 —2,52 —-0.76
5. Capital exponent, o 0.81 0.81 0.78 0.63 0.68 0.63 0.65
6. “Minimum” secale 66 66 66 10 50 14 50
7. “Maximum’’ scale 800 800 700 100 400 490 440

* For illustrative purposes only. The numerical information may not be up to date.

Sources: Isard, Schooler, and Vietorisz (1959), Vietorisz and Szabo (1959), and Vietorisz (1961).
¥ Cooling and process water and catalyst inpufs have been omitted.

¢ M, thousand
MM, millions
MMM, billions
lbs., pounds

keal., kilocalories

¥r., year
mhr., man-hours

kwh., kilowatt-hours
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lars respectively. The labor and capital exponents a in relation (1) are
indicated as .4 and .81 respectively.

Previous LocaTioNarl Stubies Invervine EcoNOMIES oF ScALE

The model to be developed below represents an example of the division of
markets between several spatially separated points of production.* Whenever
the cost function is convex with respect to the decision variables, the de-
termination of market boundaries is a comparatively simple matter, and has
been discussed by a number of students of classical location theory.® How-
ever, the case in which we are interested is one in which there are economies
of seale in produetion—hence nonconvex cost functions. Under these circuni-
stances, there is one principal factor which tends to discourage the concentra-
tion of all production in a single low-cost manufacturing point: the resulting
increase in transport costs. Our model is intended to provide some guidance
as to the optimal economic balance between transport and manufacturing
costs,

There are three earlier locational studies that represent distinct stages in
the evolution of nonconvex locational models for the chemieal industry. The
first study—that by Isard and Schooler (1955)—analyzes locational cost dif-
ferences for some three dozen petrochemical processes or sequences of proec-
esses. The location of each process is analyzed by itself—independently of
the influence of other locational decisions pertaining to the same region or to
closely related processes. A model based upon locational differences repre-
sents the simplest possible formulation of the problem of geographical choice.
Only two alternative locations are considered at one time, and the productive
process is assumed to be identical with regard to scale and structure at both
places. Under these assumptions, it is possible to obtain a comparison of the
net benefits without reference to the absolute costs of individual inputs or out-
puts. Net benefits are calculated by multiplying the physical amount of each
input or output by the difference between its local prices at the two locations.
This method has two powerful advantages over more complex techniques of
analysis. First, geographic price differentials tend to be easier to determine
and remain more stable than absolute price levels. And second, no techno-
logical parameters need to be estimated for items associated with near-zero
price differentials, The nonconvex labor and eapital input functions do not
create a difficulty in this model, since the scale of produciion is a constant.

The second study—Isard, Schooler, and Vietorisz (1959)—maintains the
method of locational cost-benefit differentials as the foundation of the anal-
ysis, even though a set of se¢ondary corrections are adopted to deal with major
disparities between the structure or the scale of production at the competing
locations. The model comprises about six dozen activities—not only petro-

?The mirror image of this case would be one in which the sources of raw material (e.g.,
timber or sugar cane) were geographically dispersed, and in which there were economies
of scale in processing the raw material at a small number of points (e.g., lumber mills or

sugar refineries),
*For a detailed discussion of this literature, see Isard (1956), Chapter 2.
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chemicals produetion, but also petroleum refining and synthetic fiber produc-
tion. The important advance here consists of the simultaneous consideration
of complexes of interrelated activities. This permits the analysis of economies
of scale which result from the simultaneous demand of several processes for a
given intermediate material. This also permits consideration of the transport
cost savings obtained when suecessive links of a processing chain are operated
jointly at a single loeation. Nonconvexity prevented the application of stand-
ard linear programming techniques in this case, However, the data are or-
ganized and presented as in Table 1 above-—i.e,, with the use of activity vec-
tors, but distinguishing between proportional and nonproportional inputs.
The quantitative investigation consisted of the detailed exploration of more
than thirty programs, selected on the basis of process combinations which ap-
peared attractive a priori, but without making an analytical attempt to arrive
at an optimal program.

The third study—Vietorisz and Szabo (1959)—abandoned completely the
locational cost difference method, and dealt with ahsolute costs and price
levels at individual geographical points. This then permitted the analysis of
five alternative production sites, twelve market areas, and over sixty produe-
tion activities. Due to the nonconvexity of the labor and capital input func-
tions, fermal optimizing was again avoided, and a number of alternative pro-
grams which appeared attractive a priori were computed in detail.

In organizing the data for the purpose of preliminary identification of at-
tractive programs, an important aid proved to be the breakdown of the tech-
nology matrix into several complexes of activities, e.g., a sodium-chlorine
complex, an acetylene group, and a synthesis gas group. (Table 1, for ex-
ample, represents a portion of the activities ineluded within the synthesis gas
complex.} In defining these complexes, the intention iz to ereate a level of
aggregation intermediate between the individual activity and the overall pro-
gram. An attempt is made to group together activities in such a way that
each complex may be analyzed as a more or less self-contained unit, therehy
using these as building blocks for the construction of an overall industry pro-
gram. Such an effort can never be entirely successful within the chemicals
industry, since there will inevitably remain a few strong links between eom-
plexes. Nevertheless, this concept has proved to be a useful one in practice,
and has made it possible to subdivide the larger problem in terms of a man-
ageable number of individual ansalyses.

In selecting alternative programs for detailed computation, it was generally
assumned that the production of intermediates was integrated with that of
final produets. This is a reasonable enough supposition whenever the inter-
mediate is heavier or in general, costlier to ship than the final product into
which it is fabricated. There are cases, however, in which the reverse is true.
For example, Table 1 indicates that if activities (4) and (5) are combined
into an integrated nitric acid plus nitration process, it takes only 4.6 million
pounds of ammonia in order to produce 10.0 million pounds of ammonium
nitrate. In this instance, it might well be economical to produce the inter-
mediate, ammonia, at just a few points, and to eonvert it into nitric acid and
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then into nitrate fertilizer at a larger number of locations. The earlier work
did not deal satisfactorily with this possibility of split locations, and appeared
to deserve further study.

In the particular cases studied by Vietorisz and Szabo (1959), their work
was greatly facilitated by a fortuitous relationship hetween the parameters
characterizing the economies of scale, the transport costs, and the levels of de-
mand. In most cases, it turned out that the economies of scale were domi-
nant, and that it was preferable to serve all markets from a single large plant,
rather than to split up the markets between two or more smaller units. Thus,
the issue is reduced to selection of the best single location from among no more
than five alternatives. The complex we have selected for study below—the
synthetic fertilizers—was one of the few instances in which it was not im-
mediately obvious that a single large integrated plant is best, and it was here
that a more powerful method of analysis seemed needed.

In summary, these earlier studies may be viewed as attempts at pro-
gramming of a nonconvex type. In the absence of formal optimizing meth-
ods, hand computations were employed to develop a series of alternative cases
which appeared attractive on a priori grounds. The synthetic fertilizer com-
plex was one of the few cases in which there were serious doubts that this pro-
cedure would yield a near-optimal result.

A SiMpLIFIED Two-SiTE EXAMPLE

In order to aid the reader’s intuitive understanding of the plant location
problem, we shall construct an elementary two-site example before proceeding
to the more general case of several sites and nonintegrated production. Sup-
pose that two sites are available, A and B. The demand for their production
is uniformly distributed along a straight line between these two points. In
this numerical example, we shall suppose that the two sites are 1,000 miles
apart, and that there is a constant demand for one ton of product per day
over each mile of the territory that lies between these two points. If produc-
tion at site A is denoted by z, then production at site B will be 1,000 — x.
And if it costs $.01 for each ton-mile’s worth of transportation, the total daily
transport costs will be as follows:

ton-miles to ton-miles to
$.01 | deliver produc- | + $.01 | deliver produe-
tion from site A tion from site B
T 1,000 —z
=.01fzdz +.01/ zdz
Jo 1]
z? (1,000 — z)*
_.01[2] +_m[ : ]
. $2
transport costs (§ per day} = — — 10z + 5,000. (2)

100
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Under these conditions, the value of r which minimizes transport costs
will be 500 tons per day. That is, the market boundary lies equidistant
between the two sources of production. How will this boundary be shifted
if the two plants do not have equal production costs? Suppose that the
variable costs of manufacture are $4.00 per ton at location A, and $6.00 at B.
Variable manufacturing costs are then:

$4[tons produced at A] + $6{tons produced at B] 3)
= 4z] + 6[1,000 — z[;
variable manufacturing costs ($ per day) = 6,000 — 2z.

Adding together the transport and variable manufacturing costs in equa-
tions (2) and (3), we find that the combined operating costs vary as follows
with the deeision variable z:

combined transport plus variable z? 12 u
=m0 . 4
manufacturing costs (§ per day) 100 z + 11,000 (4)

Again, it is a simple matter to apply calculus methods, equate the deriva-
tive of (4) to zero, and to observe that the optimal production level at plant
A increases to 600 tons per day, and that the market boundary now lies 600
miles away from this plant. (See point C on Figure 1.}

12,000 T T T T

combined transport

plus variable  _ z2 _ _
manufacturing — 100 12x +11,000

costs

10,000

8,000 |-

6,000 f=.__  variable manufacturing _.
—_ = 6,000 2x
—— costs ’
———

—

Costs, dollars per day

2
2,000 (- transport = S5 — 10z + 5,000 -
0 | | 1 |
0 200 400 600 800 1000

x = production at A (fons per.day}) —»

1000 800 600 400 200 0
L ; 1 1 1 I

-— 1000 — x = production at B (tons per day)

FIGURE 1. Transport and variable manufacturing costs in a two-site case, no fixed costs.
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20,000 — ] : , ,_
1\
18,000 |- -
)
)
=
5 16000 |- c -
g Fixed costs Eo
5 - for plant A
o =
« 14,000 |~ $6,000 Fixed costs |
& for plant B
(5] -~ -
% = $2,000
12,000 - -
10,000 ] ] 1 i ]
0 200 400 £00 B0O 1000 1200

x= production at A (tons per day)

FIGURE 2. Transport, variable, and fixed manufacturing costs in a two-site tase.

So far, so good. But what if there are economies of scale in manufacturing?
Suppose, for example, that it takes a fixed cost of $6,000 per day to get plant
A into operation and a fixed cost of only $2,000 for plant B.* These costs are
taken to be independent of the size of A and B, and are avoidable only hy
installing zero capacity at these points. Now in order to find the minimum
system costs, it is not sufficient to search for a local optimum along cost rela-
tion (4). Figure 2 indicates that there are three distinct local optima to be
explored in this case: C, D, and E. As in Figure 1, point C refers to the cost
minimum for the case in which both plants are constructed and fixed costs
totaling $8,000 are ineurred. Point I} here refers to the case in which there is
gero production at site A, and the entire output is concentrated at B. This
means the elimination of $6,000 of fixed costs for plant A, Similarly, at point
E, no plant is built at location B, and $2,000 worth of fixed costs are avoided
there, In general—with n possible sites and with the requirement that at
least one plant be constructed—there will be 2* — 1 local optima that need to
be examined. This is no mean task, especially when one considers the possi-
bility that a nonobvious solution, e.g., no plant at A as in Figure 2, may be
the optimal one.

KEY ASSUMPTIONS OF THE ProGRaAMMING MODEL

Our model is phrased in the following general way: Given a fixed demand
for synthetic ammonia fertilizers within individual countries, what combina-
fEven though marginal costs remain constant at positive levels of output, this is never-

theless a true case of economies of scale. Average costs exceed marginal costs over the
entire output range.
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tion of production plus imports would satisfy these requirements at a mini-
mum cost to the Latin American region as a whole? This global cost criterion
pays no attention to the distribution of gains among individual countries
within the region, and should not be regarded as a prediction of what will oc-
cur. The purpose of this model is to trace an ideal without pretending that
such an arrangement would necessarily be politically achievable. Neverthe-
less, the knowledge of such an ideal is believed to be an important piece of
background information in reaching practical decisions related to the develop-
ment of a regional common market,

This exploratory model is completely static. Demands are projected as of
the year 1965, and no attempt is made at intertemporal optimization. Con-
clusions drawn from the present study are intended to aid in attacking the
more ambitious problem: What is the optimal sequence of additions to ca-
pacity? For an intertemporal formulation that ignores locational aspeets,
see Manne (1961); but it is evidently more meaningful to combine the loca-
tional and the intertemporal considerations within a single model. This is an
obvious next step in the analysis of optimal plant size.

In the original study—and in the present one also—five alternative produc-
tion sites are considered. The combined markets of the twenty Latin Ameri-
can republics are represented by twelve distinet market points. The individ-
ual production sites and market combinations are not identified by name here.
The empirical bases of the original study are under revision, and the results
of these computations are accordingly to be construed as illustrative in
nature,

The process data shown in Table 1 formed the basic information cut of
which the static cost minimization model was constructed. First, in order to
use these data, we linearized the economies-of-scale relationship. Instead of
& constant-elasticity labor or capital input relation of the form

capital or labor input = gz= (§3)]
this was approximated with a piecewise linear function of the form:

=0

Ifn:{>0

. . =1
] capital or labor input { -t cx} (5)

In this linear approximation, the constants ¢ and ¢ were chosen so that
function (5) would exactly coincide with (1) at the plant scale previously
indicated as the “maximum” for which empirical evidence is available. The
linear approximation of (5) is intended to be close to the nonlinear function
(1) over the entire range between the “minimum scale” and the “maximum
scale.” The two functions also coincide at the origin, but diverge sharply at
low scales near the origin (see Figure 3).

In order to keep the model in the simplest possible form, the linear approxi-
mation (5) has been adopted over the entire range of process scales, and has
even been extrapolated into the region beyond the previcusly recorded maxi-



CHEMICAL PROCESSES, PLANT LOCATION, AND ECONOMIES OF SCALE 145

Capital or
labor input
-
a+cx "
-
4 Y
S i Bx
T 1
— |
-—
- |
- i
= 1
1
— |
’/ 1
! I
| 1
' 1
1 1
Tmin Zmax

Process scale, x

FIGURE 3. Linear approximation to capital and labor inputs.

mum-size plant. In view of the possibility that the marginal inputs of labor
and of capital may either increase or decrease beyond this “maximum” plant
size, the linear input function (5) is by no means a desirable one. It is em-
ployed here only in the absence of any better information. Total 1965 fer-
tilizer demands for ammonia in the Latin American region are some 50%
above the “maximum” plant size; and for sulfuric acid, ammonium nitrate,
ammonium sulfate, and nitric acid, the fertilizer demand is respectively three,
four, four, and twelve times their “maximum” size. Thus, if we have over-
stated the extent of economies of scale through the cost function (5), it is
likely that we have understated the number of plants that ought to be built so
as to serve the region at minimum total cost.

After linearizing the capital and labor input relationships, the next step was
to condense the seven activities of Table 1 into just two stages of production:
first, ammonia production and then fertilizer production. In the case of am-
monia production, Table 1 specifies three alternative processes based respec-
tively on refinery gas, natural gas, and coke oven gas. Here only one of the
three alternative activities is utilized—the one based on natural gas. This
raw material is available at each of the five potential preduction sites, and
generally represents a favorable alternative.

In the secondary stage—fertilizer production—the simplification consists of
supposing that the twe principal products—ammeonium nitrate and ammonium
sulfate—are produced in sll plants and demanded in all markets in the some-
what arbitrary fixed proportions of 60:40 in terms of nifrogen. Once these
proportions are set, the input mix of nitrie acid and sulfurie acid becomes
determined; and this in turn fixes the indirect requirements of ammonia for
producing nitric acid. The product of the second stage is measured in terms
of ammonia-equivalent units, i.e., as that quantity of a 60-40 nitrate-sulfate
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fertilizer product mix which is made from 1 million pounds of ammonia.®
With this convenient normalization, we can translate each unit of demand for
the final product directly into a unit of demand for the intermediate material,
ammonia. This composite product mix excludes two forms of fertilizer that
were believed to be of minor importance within the Latin American market:
anhydrous ammonia and urea. Anhydrous ammonia demand is rapidly
growing, but its handling and application are complex in comparison with the
solid fertilizers.

Cost ESTIMATING PROCEDURE

Having simplified the original production sequence, the next step was to
eonvert into common units of process costs.” All costs have been calculated
as annual rates over the life of the plant, not as discounted cash flows. The
loeal prices assigned to capital and labor reflect not only the prevailing capital
costs and wage rates, but also an allowance for accounting overhead cost items
which have not been included separately. The estimating factors for the latter
[items have been taken to be approximately the same as in the United States.
For example, indirect production cost is estimated at 556% of direct labor plus
2.3% per year of fixed investment. The estimating percentages are given in
the literature as percentage ranges. A single percentage figure was obtained
for each item by taking a reasonable average fizure based on these ranges, and
this average was then used for all processes.?

It should be noted that the above procedure is subject to criticisms on
several counts: First, it disregards the variation of estimating percentages as
between individual processes. Second, it transfers value ratios incorporating
U. 8. price relationships to Latin America. And third, it disregards the possi-
bility of adapting the technology of the ancillary operations (materials hand-
ling, maintenance, ete.) to the factor-price relationship prevailing in the less
industrialized countries. Despite these shortcomings, the above-mentioned
procedure was adopted. The necessary information for a more refined esti-
mate was unavailable. :

For all activities, the percentages reflecting an allowance for the total of
indireet accounting items are the following: 85% on direct operating labor and
23% on fixed capital, excluding interest but ineluding 15% for depreciation.
Thus, if the local price of labor at location ¢ were L, per man-hour, the annual
direct man-hour requirements were multiplied by 1.85L,. And if the appro-

*One million pounds of ammonia-equivalent product mix represents 1.365 million pounds
of ammonium nitrate plus 1430 million pounds of ammenium sulfate. The nitrogen con-
tent of this unit is 750 million pounds. Ammonium nitrate and ammonium sulfate con-
tain 33% and 21% nitrogen, respectively.

*In addition to labor, eapital, and raw materials, input costs had to be determined for
steam and power. These latter were estimated at their opportunity costs. In particular,
the price of power was estimated on the basis of initial investment and operating costs of
a 50,000 kilowatt thermal plant, serving a complex of industries with a continuous pattern
of operations and a resulting high (909) power factor.

* See Isard, Schooler, and Vietorisz (1959), p. 59.
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priate return on capital at location 7 was r,, the initial investment was multi-
plied by (r;i 4+ 23). The capital return varied as follows: for plant sites 1,
4, and 3, 15%; for plant site 3, 12%; and for plant site 2, 10% per year.

The manufacturing cost estimates are summarized in Table 2. Annual costs
are shown separately for the primary stage, ammonia produection, and for the

TABLE 2
Fixkp axp VariaBLE MaNuracturinG Costs (Unir: THoUSANDS oF
Dovrrars PER YEAR)

Location Number

1 2 3 4 5
Variable Costs per Unit of Annual
Capacity Qutput
Ammonia (unit: 1.000 million pounds
of ammonia) 20.4 20.2 21.2 35.3 33.9
Ammonium nitrate (unit: 1.363 million
pounds of ammonium nitrate) - 11.7 10.8 1.2 13.9 13.7
Ammonium sulfate (unit: 1.430 million
pounds of ammeonium suifate) 9.5 8.0 6.3 9.3 8.7
Fertilizer production, excluding costs of
ammonia (unit: 1.000 million pounds
of ammonia-equivalent product mix,
i.e. 1.365 of nitrate plus 1.430 of
sulfate) "21.2 18.8 . 17.5 23.2 22 4
Fixed Costs for Plant Installation
Ammonia production 1,760 1,656 1,626 1,784 1,782
Ammonium nitrate fertilizer 458 500 425 477 476
Ammonium sulfate fertilizer 352 451 329 379 376

Fertilizer production 810 951 754 856 852

secondary stage, the production of both nitrate and sulfate fertilizers. In line
with the piecewise linear approximation to labor and capital inputs discussed
previously, these costs include a variable component proportional to the output
capacity and a fixed component independent of the size of plant.* The reader
should keep in mind that these cost estimates are inherently subject to a wide
margin of error, and that no great aceuracy is ¢laimed for them.

The final component in cost estimation consisted of the transport rates.

*In ealeculating these costs, no allowance has been made for the value of working eapital
tied up within the system. Since working capital requiremenis are generally estimated
a3 a percentage of final sales, and since these final sales are a fixed element of the model,
total working capital requirements will be constant, regardless of the geographical pattern
of production.
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These were derived on the basis of the cost of two-year charters and operating
expenses of cargo ships, allowing for partial utilization on return voyages.
The resulting rates are considerably below the conference tariffs quoted for
chemical products, but it should be remembered that the quoted rates on
chemicals reflect very small-scale movements,

The transport rate on ammonia is taken as double the rate on ordinary
solid chemicals; that of ammonium nitrate is taken as 20% over the latter,
due to the existence of an explosion hazard. On these assumptions, it works
out that the transport rate for the solid fertilizer (expressed in ammonia-
equivalent units} is 1.534 times the transport rate per million pounds of the
ammonia intermediate.

The potential manufacturing sites are not necessarily located at the same
point as the center for fertilizer distribution within a market area. Thus, it
would cost $11.0 thousands to ship an ammonia-equivalent fertilizer unit from
plant site 1 to the market center in its own country; and only $10.3 thousands
to ship it from that plant site to the market center in country 4.

Import prices of ammonia and of the fertilizer products are based upon
world market quotations, and are taken to be independent of the Latin Ameri-
can demand.

ALGEBRAIC FORMULATION

There are four sets of decision variables here. Those variables known as z,
and y,, may take on any nonnegative values, but w, and z; are restricted to
integer values of either zero or one:

z;, = units of ammonia (i.e., millions of pounds per year) produced
at location 7 and shipped to fertilizer production location j.

¥, = Dumber of ammonia-equivalent units of fertilizer (i.e, 1.365
million pounds of nitrate plus 1.430 of sulfate) produced at fer-
tilizer produetion location j and shipped to market k.

w, = fraction of fixed charge incurred for an ammonia plant at

i (w; = 0orl).
z; = fraction of fixed charge incurred for a fertilizer plant at j (z; = 0
or 1},

Associated with these decision variables, there are four sets of cost coeffi-
cients:

a, = fixed annual charge for the construction and operation of an
ammonia plant at i,
b, = fixed annual charge for the construction and operation of a fer-
tilizer plant at ;.
¢;; = variable annual construction and operation cost per unit of an-
nual ammonia production at i, plus the cost of transportation
from < to ;.10
*In the case of imports from the world market, these are regarded as coming from
production source 0. Hence, the coefficients c,; and dy, refer, respectively, to the cost

per unit of ammonia imported into loeation j, and the cost per unit of fertilizer imported
into market k.
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d, = variable annual construction and operation cost per ammonia-
equivalent unit of annual fertilizer production at j, plus the cost
of transportation from j to market center k, excluding costs of
ammonta to avoid double counting,

The annual rate of 1965 requirements for market & is denoted by R;, and
18 measured in terms of ammonia-equivalent units. With these definitions,
the programming problem may be phrased as follows:

Minimize: ) ago; + ) bjz; + > Y e+ ), ). dsy ©6)
13 7 + 3 ik
subject to:
Yo = Yy (all; | (7)
7 13
Y vir = Re (all &), 8)
E)
=1 >0 :
If Wy {: 0}1 _then z Tii [; 0] (ﬂ].l 3). (9)
J
Iz |~ . then Y gy ’?- 0 (all ). (10)
= 0 ¥ b 0
k
Zi; Yiw = O; (1)
and
Wi, & = Oorl. (12)

Expression (6) defines the eosts that are to be minimized: the sum of fixed
and variable costs of production, plus transportation charges, plus import costs.
Note that the alternative of importation is recognized through the availability
of source 0, and that there are zero fixed charges associated with the utiliza-
tion of that source.

There is one material balance condition of type (7) for each of the possible
fertilizer production sites j. The left-hand side measures the sum of ammonia
inputs received from all possible primary locations and the right-hand side
refers to the distribution of fertilizer product to all possible markets k. Since
production is measured in terms of ammonia-equivalents, these two sides are
necessarily equal.

Conditions (8) refer to the delivery requirements at each of the markets k.
Demands must be satisfied out of fertilizer production at one or another of the
sources j.

Conditions (9) and (10) are of an either-or type. If, for example, w, is set
at unity, the full fixed charge of a, is incurred at location i, and the production
of ammonia may be set at positive levels there. Otherwise, there are zero
fixed costs and zero production.
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is employed to denote the import source, we shall adopt
w, = 2, == 1. This means that no fixed charges need to
to utilize imports as a source of supply of either ammonia

Table 3 contains the numerical values of the cost coeflicients and market

TABLE 3

Cost CoerFICIENTS AND MARKET REQUIREMENTS

Cost Coefficients (units:

thousands of dollars)

Plant Location Ammonia Plant Fertilizer Piant,
iorj Fixed Costs, a; Fixed Costs, b;

0 0 0

1 1,760 810

2 1,856 951

3 1,626 754

4 1,784 856

5 1,782 852

Variable Ammonia Costs, ¢;;

Fertilizer Plants, j

0 1 2 3 4 5
0 0 56.0 47 .4 47.6 54.4 51.0
1 20.4 33.6 34.5 26.9 29.5
Ammonia Plants, i{3 33.4 20.2 26.7 31.3 28.1
3 35.3 27.7 21.2 35.0 32.2
4 41.8 46.4 49.1 36.3 42.1
5 43.0 41.8 44.9 40.7 33.9

Variable Fertilizer Costs, d;:
Markets, k

1 2 3 4 5 6 7 8 9 10 11 12
0 86.1 76.4 76.8 87.0 83.6 90.3 75.4 76.4 81.2 96.4 82.4 86.4
. 1 32.2 440 458 31.5 34.1 420 43.4 40.3 37.8 42.9 36.6 30.8
Fe“-‘hz‘*f_ 2 36,6 24.4 20.2 37.6 34.2 41.0 26,1 24.2 209 48.9 31.9 37.6
Plants, j )3 37.0 279 23.1 41.3 38.4 40.9 24.7 26.8 20.6 52.8 32.6 41.3
4 38.5 41.9 48.0 23.2 32.2 48.5 44.6 44.1 43.1 34.5 42.4 28.9
5 44.0 35.3 41.1 33.2 29.8 54.1 37.7 37.1 42.8 44.6 44.4 32.6

Market Requirements, B, {unit: millions of pounds per year of ammonia-equivalent fertilizer

product)

Markets, &

1 2

3 4 5 6 i 8 9 10 11 12

9.2 59.9

95.8 185.3 344.1 66.1 168.6 50.0 34,0 11.1 109.5 47.0
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requirements utilized in our caleulations. These coefficients were put together
on the basis of the process yields, cost estimates, etc. described in previous
sections.

ENUMERATIVE SoLuTioN

It is an elementary exercise to reformulate conditions (6) through (12) in
terms of an integer programming model. However, in view of a number of
disappointing results with the Gomory (1958) cutting plane technique, it was
decided to try another approach, complete enumeration of the local optima.
Only a small fraction of the number of variables in this particular case are of
& zero-one variety: the ten unknowns w; and z;. This means that there are
only 210 = 1,024 local optima to be examined here. Once a particular pattern
of zeros and ones is assigned to the ten zero-one variables, the remaining un-
knowns z;; and y; are related to each other via a “transshipment” problem—
one of the easiest of all linear programming structures. See Orden (1956).

The computational approach may be summarized as follows: Enumerate
all possible combinations of the zero-one variables, finding a local optimum
to each of the resulting 1,024 transshipment problems ' Variable costs,

(E Z ciiZi; + Z zd,y,y,k) are calculated for each local optimum and added

to the fixed costs (Z aaw; + Zb,z,) associated with that particular combina-

tion of zero-one vanables. The combinations are then ranked in ascending
order of total costs, thereby determining not only a minimum-cost solution,
but also a cumulative distribution of all local optima. See Figure 4.
According to Figure 4, the optimal combination is one that will cost $64.9
millions per year. This solution is based upon utilizing a single integrated
plant at location 2 to supply the entire Latin American market. But Figure
4 also indicates that there are many near-optimal solutions. For example,
there are altogether 32 combinations (3.1% of the 1,024 combinations) with
costs estimated to lie within the range of $64.9 to $66.9 millions. Considering
the low precision of the initial data, it would be unwise to insist that the

10 A special-purpose computing algorithm was written by Donald Hester and Fred Brown
for the IBM 650 computer. This algorithm took full advantage of the fact that there were
no constraints in the problem that arose from ezisting plant capacity limitations; i.e., there

were no upper bounds upon zz,-; or upon Zy,-k. Each local optimum could therefore be
F &
produced on the initial iteration of the transshipment problem. This meant that despite
the comparatively slow speed of the IBM 650, it was possible to enumerate all 1,024 local
eptima within the eomparatively short interval of four hours.
In retrospect, we realized that we had failed to take advantage of one special feature
that would have virtually halved the computing tinme for this problem: It never pays to

construct a greater number of ammonia plants than fertilizer plants. That is, z wy < 2 2.
I J
In an enumerative solution, one ought to take full advantage of such a priori restrictions.
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FIGURE 4. Cumulative cost distribution, 1,024 zero-one combinations,

optimum is really unique. Rather, there is a large number of alternative
solutions that will do almost equally well.
Heller (1960) had reported some Monte Carlo experiments in whieh the
sample distribution of schedule times in a job-shop sequencing problem ap-
- peared to be distributed in an approximately Gaussian fashion. These experi-
ments led him to suggest that until such a time as an economical algorithm is
found for obtaining an exact optimal solution to the scheduling problem, it
would be wise to proceed by sampling. “Decision theory affords us & sys-
tematic procedure by which we can answer the question: How many samples
should we take before the probable cost of taking another sample will be more
than the probable gain in finding a better schedule?” [Heller (1960), p. 179.]
Our results lend further credibility to Heller's suggestion concerning statisti-
cal sampling. Unlike his experiments, this one does not result in a symmetri-
cal frequency distribution of costs. Qur median is $73.0 miilions—much closer
to the minimum-cost rather than to the maximum-cost combination, If this
skewness is typical of other plant location problems, sampling techniques
should indeed be even more efficient than in the Gaussian case studied by
Heller. Further experiments are in progress—using random numbers for costs
and requirements in the plant location model—and will be reported on some
future occasion. The preliminary results of these experiments are generally
consistent with the hypothesis of skewness.
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How large a sample is needed in order to be reasonably confident that one
will obtain a near-optimal result? Fortunately, there is a distribution-free
statement that can be made about sample size. Let n represent the size of
sample needed in order to ensure with probability « that there will be at least
a proportion B of the population of all possible cost outcomes whose costs
exceed the smallest observation in the sample. Then it can be shown that:1!

_ log {1 - a).
"= log 8

For example, in order to be 99% sure that the smallest member of a sample
will have a cost within the lowest half of one percentile of the population, we
would have @ = 990 and 2 = 995. Then the sample size n would have to be
only 921 cases—regardless of the shape of the cost distribution, the total num-
ber of loeations involved, etc. Needless to say, expression (13) represents a
very crude criterion for choosing the best sample size. What is more relevant
1s an estimate of how many dollars could be saved by choosing a particular
sample size—not an estimate of the fraction of the population with costs below
those of the lowest member of the sample.

(13)

SoME ALTERNATIVE SOLUTIONS

It is an important advantage of an enumerative method that it permits us to
examine many nonoptimal solutions, as well as the optimal one itself. From
among these nonoptimal solutions, a selected group is presented in Figure 5.
From this figure, what is clear is that the plant location problem does not just
consist of picking the right number of plants. True, a single integrated plant
in location 2 represents the optimal solution. However, this is closely followed
by two two-plant combinations: locations 1 and 3 or, alternatively, locations
1 and 2. By contrast, a single integrated plant in either location 4 or 5 would
come close to being the worst of all possible solutions.

It is sometimes suggested that problems of this type can be approximated by
neglecting the fixed costs, minimizing the variable costs alone, and then setting
the gzero-one variables at levels of unity wherever needed in order to ensure
satisfying conditions (9) and (10). This approximation would not have
worked too badly in this particular instance. Total costs would come to $68.3
millions annually, around $3.4 millions away from the minimum. Note that
this solution does not call for integrated plants at all points. The fertilizer
plant at 4 would be supplied with ammonia raw material produced at location
1.

The bar labeled “Noneooperative” in Figure 5 is not one that corresponds to
any of the 1,024 local optima that were enumerated. Instead, it corresponds
to the results of pursuing a narrowly nationalistic policy on the part of the five
potential major producing areas. In each of these five cases, it is supposed
that the local market demand is the only one being considered. Imports from

T, N. Srinivasan called our attention to this eriterion for sample size. A similar
expression may be found in Bowker and Lieberman (1959), p. 232.
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No plants

Noncooperative; integrated plants at 3, 4,5

Single integrated plant at 4

Single integrated plant at 5

Single integrated plant at 1

Minimum variable costs; integrated plants
at 1, 2, 3; fertilizer plant at 4

Single integrated plant at 3

Integrated plants at 1 and 2

Integrated plants at 1 and 3

Single integrated plant at 2
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FIGURE 5. Some alternative solutions.
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the outside world are taken to be the only alternative to domestic production.
Then if the domestic demand is large enough so that the savings on imports
pay for the fixed costs, a plant is constructed locally.** In all other cases, the
area remains dependent on imports from the world market. This type of
noncooperative solution evidently represents a cost improvement over complete
reliance upon imports.’* However, it is an extremely costly way to satisfy the
market demand. Total costs here would come to $89.4 millions—38% higher
than in the theoretically optimal solution. If this example is at all representa-
tive, there are substantial gains to be had from economic integration within
Latin America,

Exransron oF MARKET Size

As the Latin American market grows in size, it is clear that the solution
involving a single integrated plant will no longer remain optimal. Instead,
the problem consists of determining an optimal sequence of locations and of
plant capacities. Our computing resources did not permit us to attack this
more ambitious problem. However, they did allow us to answer the following
question: Suppose that all demands were multiplied by a uniform factor 8 so
that the requirements for market &k amounted to 8R,, what then would be the
optimal size and location of plants—neglecting the problem of the time path
over which these units were constructed?

In analyzing this comparative statics version of the problem, we were aided
by one feature of restrictions (7} and (8). Consider any particular plant
combination, i.e., set of values assigned to the zero-one variables w, and z,.
Then if the original local optimum is attained at aetivity levels of z,,* and
Y, with the altered requirements the new local optimum is reached at br, *
and 8y * This feature of homogeneity made it possible to trace out the solu-
tion ranges shown in Table 4. These ranges were generated from the same
computing run that produced the 1,024 locally optimal solutions previously
described, i.e., for the case of 4 = 1.00.

As @ is varied parametrically, six alternative plant combinations become
optimal. For example, the single integrated plant in area 2 remains optimal
for all values of # in the interval between .08 and 1.31. At the latter point,
it becomes desirable to construct a fertilizer plant in area 4. At 6 = 1.83, it
becomes optimal to construct an ammonia plant in location 1 in order to supply
the fertilizer plant in 4. After this, it pays to build a fertilizer plant in 1,
and finally an integrated plant in area 3. For all levels of § above 425, the

2 Area k builds an integrated plant of size R, if, and only if:

ax + b + (ere + d)Be < doeRi-

*The noncooperative solution calls for integrated plants to be built in locations 3, 4,
and 5. Note that areas 4 and 5 have large internal markets, but that their production
costs are high.

Through a side calculation, it can be shown that it would not pay for any country to
supply its own requirements with a nonintegrated fertilizer plant, importing the inter-
mediate material, ammonis, from the world market.
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optimal combination is the one that minimizes variable costs. Minimization
of variable costs must always be the asymptotic solution as 4 increases
indefinitely.

The sensitivity analysis of Table 4 suggests—but does not conclusively
Justify one rule of thumb that might be used to facilitate similar calculations.
If a zero-one variable is not forced to operate at a unit level in the minimum
variable cost solution, then nothing iz lost by setting it at a zero level. Armed
with a collection of similar rules of thumb—or rather, precepts for sample

TABLE 4
Errecrs oF Marker Si1Ze PARAMETER, #
Fixed Costs
Optimal Values of for Zero-One =1,
Zero-One Variables Variables  Variable Costs

Limits of @ Z Gy 2 Z Ci5Tig
i

within Which

i i
the Optimal + zb_.,-z,- + 2 z dixy ik
Zero-One F] ik
Variables (unit: millions (unit: millions
Remain of dollars of dollars
Unchanged Wy We W3 We Wy 21 29 23 24 25 per year) per year)
0
00C00O0O0 00000 0 97.03
.08
} 01000 01000 2.61 62.32
1.31
} 01000 01010 3.46 61.67
1.83
} 11000 01010 5.22 60.71
3.24
11000 11010 6.03 60.46
4.25
w} 11100 11110 8.41 59.90

stratification—it does not seem unduly optimistic to expect that the inter-
temporal optimization problem, the optimal time path of plant construetion,
could be attacked by sampling methods within the near future.

STRATIFIED SAMPLING |

Omne bit of evidence in favor of stratified random sampling will be recorded
here. Prior to the date at which our computer solution was reached, six mem-
bers of the Cowles Foundation at Yale University participated in the follow-
ing experiment. They were all provided with the data shown in Table 3, and
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were each asked to deposit a small sum of money along with their guess as to
the optimal plant combination. An anonymous donor contributed a further
sum of money in order to bring this pool up to a grand total of $1.60.

None of the contestants guessed the optimal solution, but two of them sub-
mitted combinations that implied costs of $66.0 millions per year, only $1.1
millions above the minimum-cost solution. These two contestants each worked
several hours, and had committed several arithmetic errors in their overall
evaluation. By contrast, the most costly combination was submitted by
someone who had flipped a coin ten times in order to construct his pattern of
zeros and ones for the variables w; and z;. There are two morals to be drawn
here: (1) Virtue—i.e., hard work—is sometimes rewarded. And (2), human
beings have a knack for picking out plausible patterns of zeros and ones—even
though they do not always do a good job at detailed arithmetical evaluation.
Stratified sampling may provide the right kind of man-machine combination
that is needed to attack integer programming problems of this class,

A Concuuping Note

The reader is cautioned not to attach too much significance to the specific
numerieal outeome of this experiment. It is quite possible that the selection
of a single integrated plant has resulted from one or more of the jollowing
kinds of bias on our part: an underestimate of demand: an underestimate of
fransport eosts; an overestimate of natural gas costs in countries 4 and 5. Or
perhaps the linear extrapolation rule (5) errs in failing to take account of
diseconomies within extremely large plants. In order to guard against this
latter possibility, it might well be preferable to decide in favor of one of the
split-location solutions, e.g., two smaller plants in locations 1 and 3. But
regardless of whether it is best to build one large plant or several smaller ones,
our calculations point to one clear-cut conclusion: that there are significant
gains to be had through regional cooperation, rather than through develop-
ment of this branch of the chemicals industry on a country-by-country basis.
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CHAPTER 7

SPATIAL PROGRAMMING MODELS TO SPECITY
SURPLUS GRAIN PRODUCING AREAS
Earl 0. Heady and Alvin ', Egbert

This chapter reports the use of activity analysis to estimate optimal spatial
patterns of grain production for U. 8. agriculture. It is only the first phase
of a larger and on-going analysis dealing with the interregional structure of
the farm industry. The analysis reported covers programming of only wheat
and feed prains. Subsequent analysis is being exteaded to include eotton.
soybeans, and selected other erops and various classes of livestock and live-
stock eommodities. Results become inereasingly realistic and useful as more
commadities are added, as coefficients are upgraded with time, and as models
are devised to include other pertinent restraints. The overall study was
initiated in 1955 as soon as data from the 1954 farm eensus became available.
Hence, 1953 is used as the “point of time departure” for the analysis. Produc-
tion is programmed against certain restraints defined hy the year 1953 since
it was the last cropping season in whieh government produetion controls were
not in wide use and reflects some possible maximum restraints in management
and physical resource supplies or possibilities. The on-going phascs of the
analysis will bring the programming framework up te date in terms of technical
cocfiicients, production functions, and demand restraints. Furthermore, the
analysis 15 being projected into the future as a mcans of specifying regional
production patterns and suggested agricultural policies relating to prospeets
in food demand and agricultural production possibilities. The latter step is
being followed heeause the technieal coefficients of agrieulture are not static
but change with time as research investments in one time period give rise to
new production funetions used in subsequent time periods and a deeline in
input. for a given output.! As an illustration of this trend, farm output in the
United States has increased by about 1109 in the last 40 years, while total
inputs have inercased only by 15%.. Also the makeup of the input mix is
changing greatly, with some specific categories of resources declining rapidly
and others increasing at an equally rapid rate. Henee, we hope to be able to
project new technology of one time period into coefficients of later periods,
given the time path in adoption of new technology used by agriculture in

*For further detail on data used and regions covered see Heady and Egbert (1859}
and Egbert and Heady (1961).
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aggregate. Our later analyses should become of inereasing value for projec-
tions relating to national planning and policy. However, the production
patterns explained in this summary for the initial phase of the study remain
generally “stable” in our preliminary analysis of more complete models for
agriculture. Addition of new commodity activities by regions and use of
technical coefficients predicted for current and future time change the pro-
grammed spatial allocation of wheat and feed grains hardly at all in terms of
major regions. We do, however, find some slight changes under technology
ineluding high fertilization rates; for example, some corn acreage is specified
in the Southeast. Yet the change is small and our programmed results would
generally specify the same aggregate modification of agriculture’s spatial
pattern; the changes specified by subsegquent models and phases of our study
being relatively minor intraregional modifications of the results summarized
in this chapter.

PURPOSE OF ANALYSIS

This study was initiatéd for purposes which we hope to prove quite practical
over the long run. The solutions generated are expected to have use in de-
veloping and implementing public policy and educational programs in agrieul-
ture. Our early data are, in fact, already finding use in these directions. The
American public currently has been spending about $200 million per year in
education to direct change in agriculture and around $2 billion to compensate
agriculture for costs which are judged to fall on it because of economic change
and to redirect structure of the industry to that more consistent with modern
production possibilities and food demand under regime of high per ecapita
income. The great difficulty in both of these programs has been, however,
lack of sufficient knowledge of what the regional pattern of production should
be, or would be under a use of resources more in conformity with eurrent
patterns in demand and production possibilities. In these attempts, surpluses
of wheat have come to be over twice as great as annual food requirements
and feed grain stocks have come to equal half of annual requirements. Educa-
tional programs within individual states have had an inadequate basis for
guiding farm producers into or out of the industry and publie price and produe-
tion policy has lacked empirical foundation for guiding interregional adjust-
ment to modern needs of factor and commodity markets. Aside from the war
and period immediately following, U. 8. field erop production has been under
production policy restraint for 30 years. Even during the period of major
free markets within that time, the wartime demand pattern was considerably
different from that of the present and differential changes have taken place in
technology and eommodity supply functions among regions. Governmenta!
production controls have held the spatial pattern of grain and cotton produe-
tion quite closely to the mold of the past, even though changes in technology
and factor prices exert pressure to bring realignment of total supply among
regions. Public policy in recent years has expressed some increased flexibility,
however; with some indication of allowing adjustment of the industry in dif-
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ferential regional pattern. Yet little has been, or still is, known about the
extent of these adjustments if they were allowed to take place in a manner
consistent with consumer demand and regional supply functions for commodi-
ties and resources. Which regions would shift out of produetion? Which
would remain in, but simply lessen resource input to allow more extensive
production of the same erop mix? How would population of various regions
vary in extent of migration with decline of local farm industry? What
treasury costs would be involved in bringing about these regional adjustments
in supply of basic commodities? These are some of the more practical ques-
tions which we wished to answer from our programming solutions. The results
reported here appear useful in this sense, but data forthcoming from subsequent
phases will be even more so.

The general purpose of this study is to use linear programming models to
specify how grain production should be allocated over the nation. The objec-
tive functions used as criteria for this allocation are those of minimizing costs
or “maximizing profit” if production not only meets the land restraints of each
region, but also meets two discrete national demand restraints for wheat and
feed grains.

The results presented in this ehapter refer only to grain produetion under
the model restraints outlined later. They are simply preliminary results
generated as a step in our more complete and detailed analysis, While the
results presented refer to a particular point in time, subsequent models not
only will refer to later time periods and inelude livestock produetion, but also
will explore the impact of stepping up the rate of technical change in all
produeing regions. While these steps relate to the overall purpose of the
study, we look upon the results presented in this chapter as also relating to
these more specific objectives:

1. To formulate several programming models with special characteristics
for analyzing particular facets of the grain surplus problem.

2. To obtain empirical solutions to the analytical models that will indicate
comparative regional efficiencies of resouree use in production of wheat and
feed grains.

3. To use the empirical solutions to suggest optimum spatial production and
land use patterns for wheat and feed grains.

4. To analyze weaknesses in the basic assumptions of the analyses and
suggest ways of improving similar investigations.

5. To describe the problems encountered in collecting and processing data
for the study, and to suggest means of acquiring improved data.

6. With the experience of this investigation as a basis, to suggest studies
that would seem to be more adequate for analyzing regional resource—effi-
clency problems,

The results prescnted are tentative due to the complexity of the analysis
problem and data deficiencies. They should be viewed as first approxima-
tions and the basis for further research. Extended analyses in progress are
designed to erase many of the limitations evident in this phase. Due to the
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nature of the analysis problem, a particular methodology and its implications
for solutions to surplus problems are emphasized in this report.

AvrErRNATIVE EMPIRICAL TECHNIQUES

Several major techniques are available for an analysis of the type reported
here including linear programming, input-output, and time-series regression
models. We selected process analysis over the other two because neither
input-output nor regression models based on time-series data have any great
meaning in an industry such as agriculture, where the coefficients have been
changing rapidly and the mix of inputs and outputs are under obvious modi-
fication. While input-output and time-series regression or general equilibrium
models allow generation of many coefficients, the coefficients are of more
relevance as an academic exercise than in appraising struetural change in
agriculture. Agriculture has been passing through an era of extreme struc-
tural change and the coefficients and the factor and product mixes relating to
a previous period or point in time have little value in determining how the
interregional pattern will or should change.

We have made several input-output analyses of agriculture. The models
used have included regional and industrial sectors important to agriculture.?
But as indicated elsewhere, we look upon these as mainly of interest in provid-
ing a description of the structure of agriculture at a given historic point in
time. Our studies show a great dependence of agriculture on nonfarm industry
sectors, but trivial dependence of industry on agriculture. These types of
facts are interesting, but tell us little about the internal structural changes of
agriculture. In line with our previous comments, we believe that economic
growth and extended food demand will not cause the product of agriculture to
be drawn from regional sectors in the manner of the fixed-mix restraint imposed
by input-output models.

Regressional models based on time series data also are mainly useful for
projecting supply for a given structure of the industry and for extremely
short-term forecasts. They have extreme limitations in predictions or analysis
of potential interregional adaptations of agriculture in the framework of the
purposes of our study. Predictions from time series regression models are
obviously tied to past structure. Qur purpose is to break from the constraints
of the past when government policies obviated interregional changes which
would have been forthcoming in response to new price and technical coefficients.
The extreme limitations of regression models based on time series observations
in prediction of supply and interregional or spatial adjustment of agriculture
have been detailed elsewhere.3

Linear programming was selected as the method for analyzing potential
interregional or spatial adjustments of agriculture in order to overcome the

*8ee: Heady and Schnittker (1958}, pp. 745-755; Heady and Carter (1960}, pp. 978-991 :
Carter and Heady (1958); Schnittker and Heady (1958); and Peterson and Heady (1956).

*Bee the chapters by Heady, Learn, Staniforth, Diessten, Jensen, and others in Heady
et al. (1961).
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specified limitations of input-output and regression models. Much work is
- still shead before hoth data accumulation and relevant linear programming
models allow us to attain the complete objectives of our study and to over-
come empirical lhmitations of the type suggested above. Hence, until we have
completed further steps in the study, our results arc preliminary and might
themselves be looked upon somewhat as academic exercise. Still we have
found our preliminary data and model to have considerable utility in examin-
g certain policy questions.

Dara AsSEMBLY

As in other mathematic programming of problems in “real world” context,
the major professional input of the study was collecting and processing of data
to forms required by the several models used. These data requirements are
quite burdensome for an industry such as agrieniture and for the detail of the
models employved.  They arc much greater than for a single industrial firm or
commodity, sinee they involve assembly of teeliniques and inputs used by
different strata of farm firms in each region and weighting these to obtain
regional coefficients* The estimation of a single coefficient such as mean
monetary or cash cost per unit of crop in a region requires fist that estimates
be obtained for various kinds and sizes of power units and machines, fertilizer
types and amounts, tractor fuel, machine repair, insecticides and seeds used,
and a large nuinber of other individual inputs. Data on outputs are somewhat
more readily available but also present difficulties in developing the data base
for application of the programming models.

A great deal of effort went into accumulation of the xelcvant technical
coefficients and yields. Most of three vears was required to assemble hasic
cocflicients.  An attempt was made to provide as much accuraey and detail as
possible in accumulating and measuring these cocfficients. The task was large
because eocfficients and vields differ among regions and because the 104 regions
uscd do not all eorrespond to the area basis on which eertain erop and resource
use statistics are reported.  Statisties for some regions had to be assembled
on the basis of county data. Research studies and the aid of agricultural
ceonomists in all states were used In huilding up the rost and technical cocffi-
cients for the various regions falling over the nation.

ALTERNATIVE ProcRaMMING MODEL:

The overail objective of this study, then. is to determine the optimal alloea-
don of wheat and feed grain production among regions, given the ends of

PFor son s exampics of firm upplications of linecar programming in agriculture and the
detail of data used, see: Heady et al. (1961): Love and Heady (1961): Heady et al.
{1958) ; Dean and Heady (1958); Heady and Gilson (1956) ; Mackie, Headyv, and Howell
i1958); Heady, Dean, and Egbert (1958): Smith and Heady (1960); and Heady and
Candler (1958,
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eliminating annual additions to surplus stock of grains and of adjusting agri-
culture in directions consistent with the competitive positions of various
-producing regions. While this phase of the study is partly methodological
in nature, the results specify surplus grain producing regions in the United
States, given the production restraints employed: An acreage of land “usable”
for grain production in each region and quantities of wheat and feed grain to
meet that required nationally for human and livestock consumption at a point
in time. Given these restraints and the product prices and production costs
of 1954, the optimal regional location of production is specified to include
those areas that produce national grain requirements with objective function
specifying either (q) minimum cost or (b) maximum profit, depending on the
assumptions of the particular model. One hundred and four unigue major
grain producing regions were delineated for the analysis. These regions
account for around 90% of United States’ feed grain and wheat production.
The small quantity of production in areas omitted is assumed to be inde-
pendent of the system.

Five models were used and are designated as A, B, C, D, and E. The
maximum regional acreage restraints are common to all five models. Food
wheat, feed wheat, and a feed grain rotation represent the regional production
activities in models A, B, C, and E. In model D the regional activities include
food wheat, feed wheat, corn, oats, barley, and grain sorghums. Other dif-
ferences between the models are: Models A, B, C, and D all have an objective
function of minimum total produetion eost while model E has an objective
funetion of maximum profit; annual land rents are included in the activity
costs for model B, but not A, C, DD, and E; and wheat and feed grain activities
have separate regional production restraints for model C only. The structure
and objectives of the five models are described below. Change is made from
model to model in an attempt to add more realism to the analysis or to investi-
gate a particular facet of the grain production and surplus problem. For each
of the homogeneous grain produeing regions, exeept where otherwise specified
{model DY), three types of grain producing activities are considered: food
wheat, feed wheat, and a feed grain rotation. The quantity of grain produced
by these three activities is limited by maximum acreage available in each
region. Production costs of each activity include labor, power, machinery,
seed, chemicals, and certain miscellaneous items. One central market is
assumed for wheat and feed grain with cost of transporting grains from the
producing regions being zero for three models,

MoDEL A. The objective function for this model is

minf(¥) =C,¥1+ - +C¥i+ -+ - Cu¥n (1)

where (; is a subvector of per unit costs, containing » ¢lements to represent
costs of producing feed grains and wheat in the ith region; and Y, is a sub-
vector of crop outputs, with n elements representing production levels of the
n crops. In this case, ¢i, the unit cost of producing the jth crap in the ith
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region, includes only the labor, power, machine, seed, fertilizer, and related
inputs for each grain. In other words, land rent is not included as s cost.
Neither are farm overhead or fixed costs included. We have m = 104 regions
and n = 3 activities for model A and we now minimize equation (1} subjeet
to restraints:

puyn + Pzt + puayiz < 8
Paryer + Doalyas + Pesyez = S

; . )
paya t poyie + piasyis 2§ )

Pmil¥m1l + Pm2lm2 + Pmalms < Sn

where ¥,,, ¥,.,, and y,, refer respectively to outputs of food wheat, feed wheat,
and feed grains (corn, barley, oats, and grain sorghuras as one activity) in the
ith region and p,,, P and p,. stand for the per unit Jand inputs for these
activities in the ith region; while s, is the acreage restriction in this same
region. The total programming matrices for all models except C include 104
inequalities such as those in {2). The restrictions, or 5,, are set equal to the
largest acreages devoted to feed grains and wheat in the previous year. In
addition to these 104 inequalities to represent acreage restraints, there are two
discrete demand restrictions:

tntynt o cya+ o F e =dy (3)
Vietyatyetynt - pntyadt o Ymet Ums=dr (&)

Cocfficients in (3), a national demand restriction for food wheat, are 1, since
no distinction is made bewween types and classes of wheat (a detail to be
corrected in further analysiv). In i4) a national “demand’ restriction for feed
grains, the coefficient of all y,, arc 1 because units of output are in terms of a
feed equivalent cxpressed in corn. The feed grain demand restriction is
measurcd in this same unit, with total units representing the 1954 level of
fecd grain disappearance adjusted for normal livestock production. For re-
quirements restrictions in both (3t and (4), we use an equality to indicate
that annual production must exactly equal annual requirements; with require-
ments at the 1954 level adjusted for normal livestock production, exports,
population, and feod uses.

In this model, feed grains other than wheat are combined into a single
activity, with acreage in each region proportionate to the acreapges in the
period 1950-53. This procedure takes into account the fact that crops such
as corn and small grains are grown in fixed rotational proportions in regions
such as the Corn Belt.
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MopiEL B. This model is exactly the same as A, except that iand rent is
included in the ¢, ;» the per unit cost of produeing the jth erop in the ith region.
The modification represented by B was used because only grain crops are used
as competitive alternatives in programnming. Inclusion of land rent as a cost
in model B gives some rccognition to alternative crops. However, since graing
are the major crops in the regions programmed, market rents are probably
largely based on feed grains and wheat. For this reason, we believe the esti-
mates arising under models A and E to be more appropriate than those of B.
(We have computed the shadow prices or “rents” under each model, but do not
present them here.) Neither model A nor model B takes into account trans-
portation costs to regions of demand, or the magnitude of demand in each
region.

MoDEL ¢. The assumption stated earlier, that an acre of land could he
used for either wheat or a feed grain rotation, is relaxed for model C where
grain acreage in each region is divided into two components: a maximum for
wheat and a maximum for feed grain. The number of land restraints in
model C thus is 208, instead of the 104 in models A and B. All other variables
(costs, demand requirements, ete.) are the same as for model A,

MODEL D. Agronomists pose the possibility of establishing meadow crops for
rotation without use of a nurse crop such as oats. Feed produced from oats is
much less than from corn. Hence, if oats could be eliminated from the cus-
tomary rotation, a large increase in potential feed supply would be possible.
Model D was designed to investigate impact of this innovation on optimum
allocation of grain production among regions. For this model, there are n = 6
grain activities: food wheat, feed wheat, corn, oats, barley, and sorghum.”
Costs and acreage and consumption restraints are the same as in model A with
the objective being minimal national cost and land restrictions of s = 104.

MODEL E. This model is the same ag A in terms of nature and number of
activities and restrietions and the structure of production costs. However, it
attempts to give some recognition to costs of transportation to regions of
demand and also to give parfial recognition to demand requirements in dif-
ferent regions. If transport costs between regions of production and regions
of demand (as well as demand magnitudes in each region) were available, the
pattern of production which minimizes costs, including transport costs, to meet
the “fixed” demand of each region could be determined. We have such a
madel in the computational stage. However, for purposes here, we use a
substitute. Instead of minimizing costs as in (1}, we now maximize profit; ¥,

* Implicit in the models described so far is that wheat land will be either continuously
cropped, or grown in rotation with cultivated summer-fallow or erops such as peas, flax, and
grasses (if other crops are normally grown in rotation with wheat in specific areas). Other
crops in rotation with wheat are possible since their acreages ure not part of the restraints.
For the same reason, other crops can be part of the feed grain rotation acre.
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is as before but €, is now a vector of net prices for the ith region. Here we
assume that net prices in each region account for transportation costs to eon-
suming regions. In effect, we assume that prices in each region are equal to
those in a central market (or a series of interrelated markets) less the cost of
transportation from the region. Using historic price differentials between
these regions to reflect these fransport costs as they would be expressed in a
purely competitive market, we have used an equation similar to (1) to indicate
the pattern of feed grain and wheat production which maximizes profit. This
1s equivalent to a minimum-cost solution under the above assumptions and
assuming that the geographic markets absorb programmed quantities at the
implied prices. In an interregional competition sense, we assume that crops
not included in ¥, are “lower” alternatives than those which are ineluded.
However, we do select a spatial pattern of feed grain and food wheat produc-
tion which considers the comparative advantage among regions for the grain
crops included. This is true for the particular objective function of all three
models.

BASIC ASSUMPTIONS AND LIMITATIONS OF ALL MOBELS. In order to reduce the
analysis of the wheat and feed grain cconomy to a manageable size, certain
simplifying assumptions were necessary. While these assumptions may not
exactly describe within-region cconomic structure, they permit programming
models of sufficient comprehension and detail for the general objectives of this
study. The formal basic assumptions for the structure of the grain economy
are: {a) There are m unique, spatially separated but interdependent produc-
tion regions with many producers of wheat and feed grains. (b) All produeers
in each region have the choice of producing the same products or product
mixes, and product is homogeneous among regions. (¢} All producers in a
region have identical input-output coefficients, and use the same production
techniques. {d) Input-output coefficients are constant (i.e., constant returns:
to scale exist). f{e} An acre of feed grain (or wheat) land substitutes for an
acre of wheat (or feed grain) land at a constant rate within each region. (f)
Total production in each region is limited only by maximum econstraints on
land in grain production. (g) Total grain consumption requirements: are
exogeneous, determined as discrete requirements per annum for human and
livestock populations of the year.

The models used in this study provide refinement over caleulations made
and empirical approaches used in other studies for similar purposes. How-
ever, they do involve limitations of whieh we are aware. A complete model
of general type projected into the future to avoid relevant historic and institu-
tional attachments to production, logically appropriate for the problem, would
imply prediction of all relevant production, cost, demand, and supply functions
for all commodities under consideration and which compete and are jointly
determined in production or consumption. However, data for an analysis
within this framework are not available and alternative approaches must be
used. Some of the major practical limitations of the general model used in
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this study are: (a) Specifieation of production regions is somewhat arbitrary.
Distinet houndaries do not preveil and some difference in soil productivity
exists in even the smallest regions specified. (b) Producers in regions do not
have identical input-output and ecost coefficients. Land also varies some
between farms. (¢) The quality of all the grain produced in the United States
is not the same. Some quality differences are necessary to fulfill specialized
demand (e.g., durum wheat and malting barley). (d) Total production
within each region iz not limited by land alone but can be increased by higher
proportions of other inputs such as fertilizer (a consideration being included in
later phases). (e) The consumption of grain is not independent of prices.
{Due to degree of demand aggregation and the time period of one year,
constant per capita consumption rates may give close approximation of demand
restraints,) While these and other limitations exist in varying degree, the
magnitude of computational burden, if all identifiable variables were con-
" sidered, would exceed that possible with existing computer and research
resources. Buf we look upon this as an aggregative analysis for purposes of
“broad diagnostic designation” of regions to he withdrawn from production.
Other more detailed intraregional analysis ean be used, by those concerned,
te overcoine many of these limitations.

GrAIN-PROGRAMMING REGIONS

Delineation of meaningful grain-producing regions (in terms of the objec-
tives of the study) was in itself a sizable job. At least one of the five grains
under study is produced in all states and in most of the eounties within these
states. In many locations, however, grain production is only a small part of
the total agricultural production and an insignificant part of the total grain
economy. In many of these areas of sparse production, grain is either a
complementary enterprise or has a special locational advantage. Thus, grain
would be produced in certain areas with & wide range of prices. Also, for these
sparse grain areas, data are very scarce. For these reasons, only major grain-
producing areas of the United States were used for programming analysis,

Areas in which wheat and feed grain were harvested from 25% or more of
the total eropland in 1954 were defined as major grain-producing areas for
purposes of programming. To some extent, this demarcating percentage is
arbitrary. But the major grain-producing areas thus defined represented 90%
of the total wheat and feed-grain acreages in 1953. Furthermore, in 1954, the
percentages of wheat, corn, oats, barley, and sorghum produced in these major
grain areas were estimated to be 93.1, 93.4, 86.9, 72.7, and 91.0, respectively,
of total production. Thus, the defined major grain-producing areas are the
source of most of the wheat and feed grain produced in the United States and
are also the areas that are most significant in the grain-surplus picture.

The programming regions are based primarily on state economic areas, To
demsarcate programming regions that were relatively homogeneous for grain
production and to keep the computational work at a minimum, the following
procedure was used: First, four classes of economic areas were defined:
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1. Areas with grain production uniformnly distributed, that is, the concentra-
tion of grain acreage within each county was approximately the same for all
counties in the economic area.

a. Areas with total harvested acreage of wheat and feed grains combined
equal to or greater than 25% of total eropland.

b. Areas with total harvested acreage of wheat and feed grains combined
less than 256% of total cropland,

2. Areas with grain production not uniformly distributed.

2. Arcas with total harvested acreage of wheat and feed grains combined
equal to or greater than 259% of total cropland.

b. Areas with total harvested acreage of wheat and feed grains combined
less than 25% of total cropland.

By using dot maps showing the geographic distributions and concentrations
of the harvested acreages of wheat and feed grains in 1954, state economic
areas were placed in either group 1 or group 2. Group 1 was divided into
classes la and 1b by computing the required percentages, a and b above, from
state economic area acreages. County acreages were used to divide group 2
into classes 22 and 2b. Thus classes 1a and 1b are state economic areas and
classes 21 and 2b are counties.

Finally, classes 1a and 2a were aggregated to form the 104 programming
regions. Criteria used to guide aggregation were as follows: state economic
areas and counties within each region were required to be contiguous and to
have similar grain yields, similar proportions of the five grains shown, and
similar numbers of combines, cornpickers, and tractors per 1,000 acres of
cropland. On the basis of these criteria, two or more state economic areas
often could not be aggregated. Hence, some programming regions consist of
only one state economic area. In other instances, it was possible only to
aggregate one economic area and a group of counties. A few regions are made
up of counties only,

The 104 programming regions shown in Figure 1 provided the basic units for
making estimates of acreage, yield, and cost. But when the necessary data
were not available for these regions for estimating input coefficients, state data
were adjusted by other related data to compensate for within-state differences.
In a few instances, state data were used without adjustment when a logical
means of adjustment was not apparent.

The concept of “normal” is basie to the methods used in estimating the
maximum regional grain acreages and regional yields. The word “normal” is
used here to mean expected or average. The objective for yields was to obtain
estimates that would reflect accurately the average quantity of inputs used per
acre for pi'oduction of wheat and feed grains in 1954. The general objective
for all estimates was the obtaining of daia that would reflect the relative
competitive positions of the regions in production of wheat and feed grains.

REGIONAL ACREAGES. (rain acreages of 1953 were used as estimates of the
maximum regional restraints. In this year, more grain was planted than in
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any vear of history. Acreage control programs were not in effect and the
large 1953 grain acreages perhaps represent maximum area adapted to these
crops under peacetime economie conditions. Thus, later figures on production
adjustment suggest the quantity of land that might need to be withdrawn,
relative to the 1953 base acreage, if production of feed grains and wheat were
balanced with annual use. Acreages planted to grain and summer-fallowed
are the components of the regional acreage restraints [see discussion of equa-
tion (5)}]. Acreages planted to grain were not easily estimated for many
regions because: (a) estimates of planted acres were not available, or (b)
when planted acre estimates are available, they include plants for hay, pasture,
silage, cover crops, ete. These difficultics exist mainly for small grains. The
total number of acres harvested for the various uses of corn are estimated by
Federal-state agencies. Only for small grains are estimates of the acres
harvested for grain only not made. A diffcrent method was used to estimate
acreages of corn and small grains due to the nature of the data available.
The acreages of corn planted for grain were estimated by the following
forraula:

estimated acres acres of corn estimated acres

of corn planted | _ | planted for all |} of corn planted

for grain in purposes in for silage in

the 7th region the 7th region the ith region
=123 ...104).

The acres of wheat, oats, barley, and grain sorghums planted for grain were
estimated by the following relationship:

. acres of the gth grain harvested
estimated acres of the gth [for grain in the #th region

grain planted for grain in | = [ ]

. . 1 — average abandonment rate of
the 7th . ] .
© sbh reglon the gth grain in the 7th region

(¢=1,3425).

The number of cultivated summer-fallow acres was included as a component
of the regional acreage restrainis because fallowed acrcages are a necessary
land input in semiarid wheat arcas. Machinery and labor costs associated
with fallowed land are a necessary part of the total per acre cost of production.
Also, historic yields are based on production resulting from the use of culti-
vated summer fallow in rotation. Thus, the inclusion of cultivated summer
fallow places estimates of acreage, yield, and cost in their proper relationship.

Estimates of cultivated summer-fallow aereages were obtained from the
census and from unpublished data of the Crop Estimates Division, Agricultural
Marketing Service. It was assumed that fallowed acreages did not change
significantly from 1953 to 1954. '

The 1953 crop acreages by regions, used to develop total acreage restraints,
are presented in Table 1, '
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TABLE 1
Fstinatep Acneaces oF Laxp Usep For PropucrioN oF WHEAT
anp Feep Grains, BY Recions, 1953°

Region Wheat Corn Oats Barley Sorghum
1,000 1,000 1,000 1,000 1,000
acres ACres acres acres acres

1 316.4 110.4 1681.8 14.0 -

2 858.2 1,018.0 430.1 173.8 -

3 89 .2 320.3 11.9 23.3 -

4 103.2 157.5 15.7 21.3 -

5 59.2 118.8 18,1 12.3 -

6 12.8 526.3 18.0 3.8 -

7 7.4 196.7 44 .9 6.4 -

8 136.7 123.2 95.7 14.9 -

9 41.8 1,223.0 98.8 7.1 -
10 8.0 247 .4 34.5 .2 -
11 1.0 241.6 18.0 .1 -
12 114.5 2,455.9 527.9 5.6 -

13 90.2 192.2 140 .4 10.8 -
14 12.2 80.1 13.4 1.6 -
15 - 517.3 24 3 - -
16 4 83.8 6.9 - .3
17 .9 608.2 21.9 - 6.2
18 18.1 1,120.3 72.5 - 19.1
19 2.7 1,132.9 89.7 ~ 2.7
20 107.9 741 .4 66.7 52.5 -
21 161.7 647.9 38.7 3.9 .6
22 184 .4 789.7 40.5 54.6 -
23 25.5 227.0 6.2 2.0 -
24 48.6 242.5 18.1 20.2 -
25 189.6 359.5 20.5 4.4 -
26 134.5 208.1 64.6 4.3 -
27 382.2 415.1 262.5 7.4 -

28 1,698.6 2,421.1 795.0 20.6 -

29 205.8 467.8 71.0 12.8 -
30 408.6 1,320.9 68.6 13.8 -
31 939.1 2,909.6 905.8 5.6 -
32 220.3 510.2 263.9 1.9 -
33 537.7 682.9 418.5 9.7 -
34 893.6 691.1 - 692.4 39.6 -
35 14.9 201.6 766.0 11.3 -
36 41 .4 817.2 1,370.3 68.2 -

37 185.6 4,900.9 2,654.6 13.3 -

38 677.8 3,176.3 0R86.4 .8 -

39 305.9 769.4 - 52.5 5.2 -
40 461.1 450.6 02.9 8.3 -
41 252.3 333.7 99.2 7.7 -
42 442 .6 500.1 492.5 77.0 22.3
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TABLE 1 (continued)
EsTiMATED AcREAGES oF Laxp Usep For ProbucTion oF WHEAT
AND Feep Grains, sy Rearons, 1053

Region Wheat, Corn Oats Barley Sorghum
1,000 1,000 1,000 1,000 1,000
acres acres acres aeres acres

43 1,171.2 2,858.7 759.5 3.4 6.9
44 122.2 2,834.3 1,304 .4 2.1 -
45 21.0 6,800.8 4,002.5 54.9 -

46 27.1 2,455.0 1,613.2 1.9 -

47 62.2 1,120.2 1,483.0 45.7 -
48 96.1 1,290.4 088.8 185.5 -

49 103.2 339.4 767.4 93.7

50 2,707.0 192.8 836.2 1,090.9 -

51 6,035.1 119.6 721.6 1,022.1 -
52 2,427.6 20.4 161.1 181.5 -
53 4,033.3 293.3 453.5 236.2 -

54 481.9 159.2 271.9 162.8 -

55 1,558 .7 237.8 237.0 67.7 -
56 2,277 .4 747.3 038.2 192.5 -

a7 216.5 449.9 £28.9 108.9 -
58 246.8 410.4 303.2 52.9 -
59 143.6 1,835.1 1,593.0 52.6 -

60 263.2 2,335.9 1,258 .4 15.4 1.3
61 253.5 81.1 62.6 4.1 .1
62 3,647 .4 233.8 109.9 266,1 24.9
83 431 .1 1,157.2 271.0 52.5 18.2
64 1,358.2 - 939.4 80.7 13.9 117.0
65 1,596.1 2,426.8 647.0 9.8 38.1
66 398.1 584.6 208.4 1.9 26.9
67 202.9 208.4 175.4 10.3 101.2
68 484.9 96.0 127.4 7.4 42.9
69 615.5 173.1 178.7 8.2 143.5
70 1,076.3 532.2 79.3 - 4.6 100.0
71 1,063.1 97.4 112.8 1.8 96.2
72 2,347.6 36.4 181.7 7.5 182.8
73 6,565.5 99.7 106.7 78.0 814.3
74 4,473.6 8.0 14.1 26.1 592.4
75 155.0 76.2 154.1 4.0 31.5
76 2,568.2 12.2 94 .8 17.4 46.4
v 2,485.9 6.7 27.1 8.4 383.8
78 277.9 78.4 102.3 5.8 39.1
79 1,763.5 23.7 109.2 11.9 116.8
80 1,820.1 5.0 9.4 28.7 1,017.3
81 1,342 4 12.4 182.7 18.6 398.7
82 75.4 4.4 1.7 3.7 1,090.5
83 277.5 - 14.9 65.9 5.4 5.7
84 48.4 2.8 11.5 .5 34.5
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TABLE 1 (continued)
Esrimatep AcrescEs OF Laxp Usep ror PropucTioNn oF WHEAT
AxD Feep Grains, Y Recions, 1953°

Region Wheat Corn Oats Barley Sorghum
1,000 1,000 1,000 1,000 1.000
acres acres acres aeres acres

85 36.6 206.2 - - 106.1
86 22.7 43.3 26.4 2.2 13.8
87 1.2 289.2 - - 35.6
88 5.2 201.9 - - 312.3
59 6,005.1 103.6 147.5 146.8 -
%0 3,485.9 1.2 75.4 270.3 -
g1 505.2 22.9 44.8 38.9 -
92 629.1 1.2 25.2 36.5 -
93 685.8 30.2 71.8 42.2 -
94 3,884 .4 155.6 40.0 95.7 118.0
95 492.0 32.9 10.8 21.5 52.1
96 505.2 1.8 2.7 9.3 421
97 412.6 4.5 4 1.7 124.9
98 1,538.3 L& 40.0 171.1 -
99 489.1 1.2 4.7 23.8 -
100 4,334.2 .8 89.1 260.7 -
101 2,756.1 27 13.0 13.2 -
102 506.0 9.5 16.4 12.1 -
102 103.4 12.0 35.6 388.8 13.9
104 157.6 28.5 11.8 779.8 37.6
Total 94,716.0 67,084.5 34,163.6 7.272.0 6.378.7

@ Acreages include cultivated summer fallow.

Acreage restramifs.  The acreage restrainte—the maximum munber of acres
of land that can be uzed for all grain production in cach region—are the sums
of the individual grain acreages given in Table 1, The demand restraints for
the progranuned areas, that is, the quantities of food wheat and feed grain that
must be produeced within the system, are 677.5 million bushels of food wheat
and 3,548.9 million bushels of feed grain. The acreage and production re-
straints used in programming are those in Table 2,

REGioNaL YIELDs

Normal regional yields, as defined previously, were estimated in two steps.
First, the 1945-54 average yields were computed. These yields were then ad-
justed by a factor represeniing the average increase in vield between the mid-
point of the period 1945-54 and the year 1954. Regression trends were com-
puted from data for the period 1837-54 to accomplish this end.
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TABLE 2
AcREAGE REstrarnTs, 8Y Realons, and Toran PRODUCTION REsTmain -
For Arp MobeLs Byt O
Region Acreage Hegion  Aereage Region  Aereage Region  Aercage

1,000 1,000 1,000 1,000

aeres neres neres acres

i 603 27 1,067 33 5,016 75 2,025
2 2,480 25 1.935 54 1076 N 2881
3 415 26 757 55 2,11 st 1,995
4 208 3u 1,902 56 1,155 b4 L1746
5 208 3 4,760~ 57 1,404 X 369
6 a6t 32 906 3% 1013 54 9=
7 325 33 1,649 59 3,624 55 439
8 370 34 2,317 60 3,874 56 108
) 1,421 35 994 61 441 L7l 326
10 290 36 2,297 62 4,282 Nk 610
11 261 ki YES! 63 1,990 89 6,493
12 3,100 3R 1,841 64 2,509 40 3,833
13 434 39 £,133 65 4,718 N 611
14 107 44 1,013 66 1,220 9 692
15 542 H 693 67 785 93 830
16 81 42 1.535 i) To% ) 3.293
17 727 13 1,705 ] 1,118 95 309
18 1,230 43 4,263 70 1,792 i 361
19 1,228 15 11,579 71 1,301 Y7 54
20 969 14 4,107 R 2,736 93 1.750
21 853 ] 2,711 3 7.664 e YR
22 1,069 48 2,561 it 5,114 106 4,685
23 261 44 1.304 5 421 101 2,785
24 329 30 1,827 i 2.739 102 544
25 574 51 ¥.80% 7 2,012 103 554
26 412 52 2,790 78 a4 104 1,015

Production Restraints
Wheat
Feed grain

JB809 thousand bushels

N

When annual datas were svailable, 1854 averape vields were comiputed by

this method.

The sourees of tie datu ave those listed for acveages.

When

annual data were not available for the period 1945-54. harvested viclds per
aere were estimafed from state duta and ecnsus economic avea and county
data. These yields per harvested acre were then adjusted by a factor repro-
senting the average percentage of the total acreage harvested, with togal
acreage cqualing harvested aereage plus abandonment plus fallow.

The estimated yield for each grain by regions is shown in Table 3. These

are net ylelds—per acre seed requirements were subtracted,
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TABLE 3
EsTiMatep Ner YiELDs PER ACRE FOR WHEAT anNDp FEED GRAINS,
s8Y Recions, 1954°

Region Wheat Corn Oats Barley Sorghum
Bushels Bushels Bushels Bushels Bushels
i 26.9 45.6 39.0 30.0 -
2 21.3 50.0 36.4 37.3 -
3 18.1 45.9 29.2 26.2 -
4 18.4 49 .8 32.2 27.2 -
) 21.2 39.6 35.2 30.7 -
6 16.2 36.6 27.4 21.9 -
7 19.3 20.4 32.0 29.9 -
8 18.3 31.2 32.2 30.6 -
9 17.7 29.2 29.9 24.1 -
10 17.8 21.3 28.2 21.6 -
11 16.5 18.6 23.1 17.0 -
12 16.6 16.2 27.2 23.6 -
13 16.5 18.9 27.2 23.6 -
14 16.1 18.6 24.0 21.0 -
15 - 15.0 21.2 - -
16 22.8 20.9 21.7 - 19.0
17 20.4 15.4 22.1 - 14.8
18 19.6 21.5 29.5 - 17.1
19 15.7 19.8 20.9 - 15.0
20 14.9 27.6 25.8 14.9 -
21 18.0 256.6 24.4 18.6 18.2
22 17.1 36.4 27.0 19.0 -
23 16.6 32.6 27.7 19.6 -
24 15.8 36.3 28.6 24.4 -
25 17.4 50.8 27.7 24.5 -
26 23.0 51.3 37.1 29.8 -
27 26.0 50.4 40.9 32.8 -
28 24.1 56.6 39.5 29.1 -
29 19.0 44 .4 30.0 24.6 -
30 19.1 39.8 28.5 26.5 -
31 24.3 55.6 38.0 25.5 -
32 27.0 56.0 39.8 26.2 -
33 26.6 43.4 37.1 28.7 -
34 27.6 43.3 37.2 32.0 -
35 20.6 44.6 37.9 33.0 -
36 27.3 58.6 53.6 38.4 -
37 25.2 59.9 41.2 30.6 -~
38 27.1 57.0 36.6 26.6 -
39 18.8 36.1 23.7 25.0 -
40 19.4 35.2 25.2 25.5 -
41 21.3 36.0 23.9 25.9 17.0
42 19.7 28.2 24.5 23.3 16.1
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TABLE 3 (continued)
Estimatep NeT Yieuds per Acke ForR WHEAT AND FEEp Grarns,
BY REcrons, 1954°

Region Wheat Corn Oats Barley Sorghum
Bushels Bushels Bushels Bushels Bushels
43 22.7 42.8 271 27.8 22.3
44 15.5 46.1 28.1 22.4 -
45 14.7 50.1 31.2 17.8 -
46 17.6 51.4 37.1 27.5 -
47 17.0 47.6 38.2 26.9 -
48 13.6 39.5 32.6 23.6 -
49 14.6 40.3 33.2 27.8 -
50 9.2 26.4 30.0 25.0 -
51 8.0 20.2 24.6 18.7 -
52 7.0 17.8 24 .4 17.6 -
53 7.5 17.8 25.5 18.5 -
54 7.9 221 25.8 18.9 -
55 8.1 19.0 22.4 16.7 -
56 9.0 22.2 25.5 17.0 -
57 8.6 29.9 30.0 20.1 -
58 8.5 21.6 24,2 16.4 -
59 9.6 36.5 29.5 : 18.8 -
60 16.2 38.9 22.8 16.8 21.4
61 12.8 24.4 23.7 19.3 16.7
62 10.90 26.4 24 .4 21.8 15.3
63 10.6 32.2 17.8 12.7 21.5
64 11.2 25.2 19.2 14.3 21.4
65 17.5 37.0 22,7 16.3 30.5
066 17.8 31.5 17.4 17.6 25.5
67 17.9 25.5 18.7 19.2 19.8
63 17.1 22.1 20.9 18.1 17.5
69 17.4 24.0 19.9 18.5 18.4
70 10.8 22,1 13.7 11.7 19.8
71 13.3 22.2 18.8 14.3 19.9
72 13.8 21.0 19.7 13.3 18.6
73 9.4 20.4 16.0 12.8 18.6
74 7.3 16.1 15.6 10.3 17.0
75 12.0 18.4 13.5 12.7 12.5
76 13.0 16.5 17.3 11.6 14.8
77 6.6 11.2 10.1 7.3 12.9
78 10.4 19.5 15.7 9.8 13.1
79 10.3 18.0 5.4 10.1 14.7
80 6.1 21.2 16.6 12.2 27.5
81 7.5 13.7 17.9 12.1 10.0
82 5.0 14.5 15.9 13.2 15.0
83 8.3 13.7 16.0 12. 4 9.1
84 4.5 11.3 14.2 9.1 12.7
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TABLE 3 (continued)
EstiMatep NET YiELos PER Acre ror WHEAT anND FeEp Grains,
BY Reuiows, 1954°

Region Wheat Corn Oats Barley Sorghum
Bushels Bushels Bushels Bushels Bushels
85 5.8 17.7 - - 19.0
86 4.2 14.9 16.6 9.9 16.1
87 4.5 17.6 - - 15.9
88 4.5 17.1 - - 23.6
80 8.0 14.6 28.0 29.6 -
90 8.9 16.4 29 4 27.0 -
91 6.5 13.0 23.9 16.4 -
92 10.6 25.4 40.6 30.2 -
93 8.7 24.2 22.8 22.5 ~
94 7.0 16.3 15.8 12.7 5.8
95 5.2 42.8 17.9 14.8 16.5
96 2.5 16.7 11.9 10.1 8.6
97 1.6 10.0 19.7 10.6 10.8
98 12.9 45.2 39.4 30.6 -
99 9.9 38.1 49.4 47.2 -
100 16.9 64.5 40.0 31.0 -
101 12.6 52.5 37.6 30.7 -
102 11.6 TL.7 51.5 33.1 -
103 12.5 36.1 18.2 23.2 33.5
104 9.8 25.4 17.0 27.1 36.4

* Estimated yield less seed.

Propuction CosTs

The methods used in estimating per acre costs of grain production are de-
seribed in this section, The basic items making up per acre cost are land,
labor, machinery and power, seed, chemicals, and miscellaneous inputs. A
charge for annual land services was considered for model B only. Indirect or
overhead costs, such as management, purchasing, selling, housing, and so on,
were not estimated because a satisfactory method and data for estimation
were lacking. Some detailed unit cost studies have used 10% oi the direct
cost as an estimate of the indirect cost, but use of thizs method would not
change the relative values of the activity costs. Ience, the ineiusion of a
proportional indireet cost would not affect the programming solutions in this
study.

COMPOSITE ACRE. Uniform and complete data on average production costs
for wheat and feed grains in each programming region are lacking. Hence,
these costs had to be synthesized. To make realistic estimates of per acre
cost, a ecomposite acre was devised for each region. This composite acre was
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made up of 12 possible elements, each of which represents & unique production
operation. These 12 acre-elements, or types of produection situations, used for
production-cost estimates are:

. Mechanieal, planted and harvested, not irrigated.
Mechanical, planted and harvested, irrigated.
Mechanical, planted but not harvested (abandoned).
Mechanieal, cultivated summer fallow.

Semimechanieal, planted and harvested, not irrigated.
Semimechanieal, planted but not harvested, irrigated.
Semimechanical, planted but not harvested (abandoned).
Semimechanieal, cultivated summer fallow.
Nonmechanical, planted and harvested, not irrigated.

10. Nonmechanical, planted and harvested, irrigated.

11. Nonmechanieal, planted but not harvested (abandoned).
12. Nonmechanical, cultivated sununer fallow.

ol R N

Except for the mechanical items, these acre-elements are self-explanatory.
They are defined as follows: Mechanical—tractor power is used for all tillage
operations and harvesting is done by combine or cornpicker; semimechanical
—tractor power is used for all tillage operations and harvesting is done by
hand (for corn) or with binder and thresher (for small grain); and non-
mechanical--a produetion teehnique in which animal power iz used for all
tillage operations and harvesting is done by hand {as for corn) or with binder
and thresher (as for small grainj. Also, acre-elements 2, 6, and 10 imply that
no abandonment is assumed on irrigated acres.
~ The list of 12 acre-elements is not exhaustive. On the basis of regional
data, however, they seemed to be complete enough to provide reasonable esti-
mates of average production costs, and at the same time to facilitate computa-
tions for planned further investigations.

An example will help to explain the method used in deriving costs for each
made up of 12 possible elements, each of which represents a unique production
by mechanieal techniques, (2) no irrigation, (3} no harvesting from land in
cultivated summer fallow the preceding year, and (4) an average of 1%
abandonment of the planted acres. Attached to each corn acre in region 1,
therefore, were two types of acre-element eosts—mechanica), planted and har-
vested but not irrigated; and mechanical, planted but net harvested. The
weights, which are computed elsewhere on an acreage basis, are 99 for ne-
chanieal, planted and harvested but not irrigated; and .01 for mechanical,
planted but not harvested. Furthermore, given per acre costs of $42.20 for
the mechanical, planted and harvested acre and $34.50 for the mechanical,
planted but not harvested acre, the estimated average per acre production cost
for corn in region 1 is $42.12 (42.20 % .99 + 34.50 X .01).

Estimates of eosts of lahor, machinery, and power provided the greatest con-
ceptual and empirical difficulties. Aggregate estimates of machinery and
labor inputs exist for United States farms, but they are not broken down be-
tween individual farm enterprises. Hence, these costs were derived by esti-
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mating the average physical inputs per acre by type of operation (plowing,
disking, harrowing, and so on) and then weighting physical inputs by the esti-
mated per unit cost of the inputs involved. Because many of the published
data on labor and machinery costs were either incomplete or out of date, sup-
plementary data on these inputs were obtained from 25 different state agricul-
tural experiment stations or colleges. ‘

LAND. The annual value of land for grain production was used only in
model B. The per acre value of land on cash-grain farms was assumed to be
the best available basis for estimating the annual value of land services for
grain production. The sum of the interest rate and tax rate was multiplied
by the per acre value to obtain the annual input value of land. In region 1,
for example, the interest and tax rates were .049 and 0184, respectively, per
dollar of value, and the land value was ${11 per acre.

Lapor. Inputs of physical labor were estimated for each production opera-
tion. The method is illustrated in the tabulation below for wheat production
in region 1, whieh is based on the mechanical, planted and harvested, not irri-
gated acre-element.

Hours Required

Operation per Acre
Plowing 1.46
Disking 1.15
Harrowing .69
Drilling .82
Harvesting 1.54
Hauling 1.03
Total 6.69

The data on labor hours required for harvesting and hauling omit the por-
tion of an “average” acre not harvested.

Data on the number of man-hours of labor required for each production op-
eration were obtained from several publications and from the survey data.
When possible, modal coefficients were used. When a modal production op-
eration was not evident in the data, simple averages or single estimates were
used. The per acre labor cost for each acre-element was obtained by multi-
plying the estimated number of man-hours required per acre by an estimate
of the hourly wage rates on cash-grain farms. The per acre labor costs for
each grain and each region were computed by weighting each acre-element
lahor cost by the proper coefficient.

POWER AND MACHINERY. The method used in estimating the power and
machinery cost was similar to that used in estimating labor. The estimating
problem was more complex, however, because of the multitude of items that
compose machinery costs. Instead of one coefficient—hours per acre—and
one price—wages—coeflicients and prices for each implement required to pro-
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duce each grain in each region were estimated. The tabulation that follows
illustrates the procedure used in estimating this cost for an acre of corn in
region 28 in Ohio. The example is for the mechanical, planted and harvested
but not irrigated acre-element.

Hours of Use Cost Cost for
Required per Implement

Implement Size per Aere X  Hour = per Acre
Tractor 19 hp 10.45 $0.31 $8.46
Plow 2-14" 1.30 i 92
Disk T 1.00 .67 .67
Harrow 10 .50 .22 11
Drag o .35 .26 .09
Cultipactor 10 .40 .60 .24
Planter 2-R .60 .65 .39
Cultivator 2.R 1.50 .80 1.20
Picker I-R 1.80 1.71 3.08
Wagon Std 1.00 .08 .08
Cotal 15.24

The machinery sizes and number of hours required per acre used in estimat-
ing machinery cost were modal values when these values could be determined.
When a modal value was not apparent, simple averages or single observations
were used. Machinery sizes and hours of use required per acre were obtained
from USD.A. data and from survey data. Extensive searching and many
computations were necessary in order to estimate the per hour cost of each
implement. Information was obtained or estimated for this purpose as to
size, price, annual use; total life; interest, tax and insurance rates; grease and
repair rates; and fuel and oil consumption rates. With these basic data, the
items that make up the per hour cost of each implement—depreciation, in-
surance, interest, taxes, fuel, oil, grease, and repairs—could be computed.

seeEp.  The cost of seed was not included as a part of the total per acre pro-
duction cost. Instead, the estimated quantity of seed required per acre was
subtracied from the estimated yield. This method was used because total
demand for seed is a function of the acreage grown in each region. But these
acreages are variables to be determined within the system (that is, the model).
Hence, the simplest way of allowing seed cost and demand for seed to be vari-
ables determined by the system is to deduct the seeding rate from the yield.
To use this method, 1t is necessary that grain seed be planted in the region in
whiech it is produced; and that planted acreages within each region be con-
stants between years. Only state seeding rates were available. Therefore,
adjustments were made in state rates to compensate for variations within the
states.

CHEMICALS. Regional fertilizer costs for each of the five grains were cal-
culated mainly from the U. 8. Census of Agriculture. Specific data for only
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TABLE 4
Estimarep Propucrion Costs PER Acre, Excroping Lano,
For Seecrriep Crors, BY Resrons®

Region Wheat Corn Oats Barley Sorghum
Dollars Dollars Dollars Dollars Dollars

1 20.23 34.76 28.34 28.64 -

2 28.08 33.08 26.40 25.14 -

3 29.86 29.29 28.28 30.61 =

4 28.14 32.36 27.58 27.81 -

5 24.36 30.59 24 31 24 31 -

6 25.25 32.12 26.87 24,92 -

7 32.35 39.01 32.31 32.38 -

8 30.17 - 32.57 29.04 30.16 -

9 28.35 35.48 28.22 28.56 -
10 22.79 30.85 23.62 24.08 -
11 27.24 31.93 24 .53 25.43 -
12 23.87 25.49 23.39 23.49 -
13 22.79 27.56 21.90 . 22,30 -
14 26.46 30.08 24.57 25.91 -
15 - 26.53 25.49 - -
16 23.36 35.09 28 .85 - 27.42
17 23.73 20.61 28 .66 - 29.13
18 23.42 29.17 28.21 - 28.10
19 22.87 28.65 22.02 — 26.20
20 25.84 28.61 24.55 24.40 -
21 . 22.60 24,12 19.89 19.53 -
22 24.25 30.64 23.62 23.53 -
23 26.68 28.35 25.84 26.29 -
24 28.04 30.33 27.07 27.57 -
25 25.93 33.07 27.18 21.65 -
26 29,64 34.72 24.03 2416 -
27 30.28 34.78 26,02 26.49 -
28 25.72 32.85 21.15 21.75 -
29 26.25 30.96 22 .81 20.95 -
30 20.68 20.82 18.82 17.81 -
31 23.70 26.99 20.75 19.12 -
32 20.45 26.45 18.67 17.24 -
33 28.11 29 .57 23.45 2640 -
34 30.45 30.40 29 .62 28.68 -
35 21.85 30.93 24.03 22.33 -
36 21.57 30.34 21.28 22.06 -
37 20.37 23.82 18.85 19.78 -
38 18.52 18.52 14.17 15.77 -
39 20.85 20.14 15.09 16.10 -
40 18.74 22.70 14.40 15.57 -
41 20.06 23.34 17.12 19.85 22.21
42 20.79 23.34 16.91 18.32 21.60

43 19.86 21.78 16.76 23.29 26.01
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) TABLE 4 {continued)
Estimatep PropucrioN CosTs PErR Acre, Excruping Lanp,
ror SpeciFiep Crors, 8y REcions®

Region Wheat Corn Oats Barley Sorghum
Dollars Dollars Dollars Dollars Dollars
44 16.59 21.58 14.08 17.20 -
45 14.74 19.43 -11.40 11.94 -
46 16.90 21.67 12.63 12.45 -
47 17.67 25.08 18.69 18.39 -
48 14.71 19.51 0.65 13.93 -
49 13.40 23.22 14.66 13.59 -
50 8.52 18.70 12,57 11.77 -
31 6.57 17.83 §.53 8.70 -
52 5.84 19.41 8.50 8.75 -
33 7.23 16.26 9.16 9.31 -
54 8.25 16.39 9. 92 10.15 -
55 6.16 11.53 7.75  7.64 -
56 7.23 11.62 8.00 8.05 -
a7 16.23 17.50 12 88 12.83 -
58 7.01 11.53 8.71 9.62 -
59 10.12 16.45 9. 44 12.20 -~
60 11.74 14.40 10.24 11.14 13.31
61 7.20 14.50 11.72 10.70 16.04
62 7.05 20.12 13.50 14.16 15.53
63 10.28 18.68 16.07 14.80 20.75
64 6.44 17 .08 12.20 10.82 16,17
65 12.68 17.57 11.80 10.57 1419
66 17.56 18.01 14.20 12.23 15.71
67 18.91 21.83 14 88 12.84 19.26
68 20.20 22 .47 15.97 16.70 i7.68
69 16.65 19.77 12.82 14.25 18.83
70 9.21 16.23 . 12,54 10.54 16.41
71 11.21 18.53 12.28 10.42 16.82
72 9.49 19.28 10.62 9.19 15.57
73 5.80 11.22 5.85 7.52 10.05
74 3.88 17.20 6.45 6.03 8.54
75 15.40 19.97 16.70 15.29 17.85
76 041 21.89 9.67 8.79 17.16
77 6.08 13.30 7.75 6.65 9.06
78 10.93 19.36 12.03 11.20 17.23
79 7.55 16.89 8.43 7.41 10.65
80 4.90 22 .62 5.58 5.39 13.78
81 5.54 11.35 7.49 6.69 B.04
82 5.13 21.25 6.56 6.06 9.10
83 7.06 12.79 8.54 7.92 8.68
84 5.19 9.52 7.77 7.09 8.55
85 7.15 14.07 - - 13.47
86 4.77 14.47 9.24 8.06 13.48
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TABLE 4 (continued)
Esmimatep Propucmion Costs per AcrE, Excruping Lanp,
ror SeecrFiEp Crors, BY Recions®

Region Wheat Corn Oats Barley Sorghum
Dollars Dollars Dollars Dollars Dollars
87 7.73 16.30 - - 13.66
88 6.30 13.11 ~ - 10.54
39 5.07 32.38 9.24 9.11 -
00 6.83 35.84 18.46 14.10 —
91 6.76 34 .48 13.71 12.56 -
92 8.88 44 92 24 .44 20.90 -
93 8.61 23.57 15.53 16.59 -
04 5.50 12.35 9.60 9.07 10.92
95 7.63 22.71 15.21 15.94 19.98
95 3.61 14.33 10.40 9.21 12.90
97 4.04 16.46 . 15.59 15.21 16.28
98 10.56 3.40 26.60 20.56 -
99 10.36 50.30 31.19 31.31 -
100 10.95 51.48 17.28 16.66 -
101 6.76 57.58 13.18 14.96 -
102 8.85 73.17 27.77 23.09 -
103 10.11 40.25 13.28 14.25 32.90
104 9.21 a1.36 9.32 14.17 16.11

¢ These estimates are based on a composite acre; see previous section in text.

the “more important” crops are recorded in the census. When fertilizer ap-
plications were not tabulated for & grain crop in the census, this cost was esti-
mated with the aid of unpublished data of the Farm Economics Research Di-
vision, AR.8. The per acre cost of lime for each grain was estimated by di-
viding the total cost of lime applied in a region in 1954 by the total eropland.

Data were not available to show expenditures for insecticides, fungicides,
and herbicides for wheat and feed grains by regions. Hence, these costs were
first estimated for each state. The state estimates were then used to estimate
chemieal costs for regions within states. The basic data used for insect, pest,
and chemical weed control expenditures were those compiled by U.B.D.A.
workers.

MISCELLANEOUS. Miscellaneous costs include those involved in the spreading
of manure, fertilizer, and lime, and those of water for acreages produced by
irrigation. No attempt was made to estimate the value of manure applied to
wheat and feed grains. The spreading cost alone was charged to crop enter-
prises. Costs of spreading manure were estimated only for the programming
regions in the Northeast, Appalachian, Corn Belt, and Lake States regions and
the corn-producing areas of the Northern Plains. For some of the fertilizer
applied to grains, the cost of application was accounted for in the method
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used to compute machinery and labor cost. This accounting method was used
for fertilizer applied by attachments on planters, drills, and eultivators. For
fertilizer spread by other methods, an additional application eost, which in-
cluded charges for labor, power, and machinery, was computed. Costs of
lime spreading by custom operators were assumed to have been included in the
lime expenditures reported by farmers. An additional spreading cost was
computed for lime spread by farmers. In areas in which less than .5% of the
grains were produced by irrigation methods, irrigation costs were not esti-
mated,

Estimates of the production costs (exeept land) outlined above are sum-
marized in Table 4, These costs are based on the composite acre described
earlier. These costs are for each individual crop as used in model D, Per
acre or unit costs for other models with an aggregate feed grain activity are
included in Appendix Table A of this chapter.

DemManp RusTRAINTS

Separate demand restraints were considered for food wheat and feed grain
in aggregate for 1954. Hence, the calculations provided later show regional
production patterns designed to meet aggregate demand at the 1954 level.
Techniques of production also represent 1954 as a point in time. The year
1954 was used because more complete production data for it were available.
These demand restraints, which are assumed to be fixed or constant, were
based on the normal per unit requirements of the human or livestock popula-
tions, or both, and the actual net exports in the hase year 1954,

Because it was believed that grain stocks “put an abnormal pressure” on
grain disappearance in 1954, an attempt was made to estimate a normal do-
mestic disappearance for each grain. No attempt was made, however, to esti-
mate normal net exports, because of the many unmeasurable factors in the
world market.

The total (domestic and foreign) estimated demand levels were approxi-
mately 757 million bushels of wheat and 3,887 million eorn-equivalent bushels
of feed grain. Although these estimates were derived by simple techniques,
they seem quite reasonable and do not differ greatly from actual disappear-
ances of wheat and feed grains in 1954. Seed requirements and grain for
forage were not included in the estimates, as seed requirements were sub-
tracted from yields and the study reported is concerned with grain production
alone,

Since not all the land area in the United States was included in the pro-
gramming regions, it was necessary to estimate the normal production of wheat
and feed grains in these nonprogrammed areas in order to determine how
muech of the estimated total demand or requirements would need to be pro-
duced in the programming regions. Production from the nonprogrammed
areas was subtracted from the total demand requirements mentioned above.
This remainder formed the demand restraints that had to be met from produc-
tion in the programmed regions.
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The normal production in the nonprogrammed areas was estimated by a
residual method. TFirst, for each state and each grain, the total planted
acreage in the programming regions within a state was subtracted from the
1953 acreage planted for grain in the state. When these residual acreages
were multiplied by the estimated 1954 normal yields for the state, the total
production in the nonprogrammed areas was obtained. With corn, oats, bar-
ley, and grain sorghums converted to corn-equivalents, these quantities were
80 and 338 million bushels of wheat and feed grain, respectively, Substracting -
these guantites from total requirements gave 677 million and 3,549 million
bushels of wheat and feed grain, respectively, as the demand ot requirement
quantities to be provided from the programmed regions.

Prices Uskep

Model E is based on the criterion of maximum profit. Hence, it was nec-
essary, for this model, to estimate the regional grain prices. Estimating grain
prices consistent with the fundamental concepts underlying model E was not
simple. First, the differences in regional prices should be a measure of the
relevant transportation cost between regions. Second, the regional prices
should represent the relative vahies of each gramm in a competitive market.

Briefly, regional grain prices were estimated as follows: The average wheat-
corn price relative for the period 193241 provided the basis for estimating the
price of wheat® First, the 1945-54 United States average price of corn was
multiplied by the 1932-41 United States wheat-corn price relative. This prod-
uet was then subtracted from the actual United States average price of wheat
for the pertod 1945-54, Next, this difference was subtracted from each aver-
age state wheat price for the period 1945-54. Finally, regional wheat prices
were estimated by adjusting the caleulated state average prices by the priece
gradients indicated on a wheat isoprice map. It was assumed that prices
within each state were a linear function of distance. Regional corn prices
were estimated with the aid of a corn isoprice map, by adjusting 1945-54
average state corn prices in a way similar to that used in adjusting state wheat
prices. Individual prices for oats, barley, and sorghum were not estimated—
these grains are converted to corn-equivalents for programming. Thus, in
essence, the prices used for these three grains were the corn prices weighted by
their respeetive feed values in terms of corn.

The regicnal wheat and corn prices used for programming of medel E are
presented in Appendix Table B.

StrucTURE OoF COEFFICIENT MATRICES AND WEIGHTING METHODS

To illustrate more clearly the nature of the programming medels, the coeffi-
cient matrix for model A is outlined below, followed by a summary of the
weighting methods used to form aggregate coefficients and restraints. In the

*For more recent periods, the market wheat price has been maintained above the
competitive lovel; for example, the price of wheat relative to corn increased from 122 for
the period 193142 to 131 for the period 1945-54.
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tableau below, P,. is a vector of requirements for the jth crop activity for the
ith restraint, while S is the veetor of restraints. Using an acre as the unit of
output, all aetivities have a land input requirement of 1, where they are rele-
vant for the region. Considering a unit of output to he the product of an acre,
the y,. simply represent the per acre yield of the jth crop in the ith region.
The first m = 104 equations are for the land restraints while the last two are
demand restraints. The Y,;; or per acre yields of grain crops are defined
later in respect to method of eomputation. The number of P, is mr =312
for model A {without vectors of identity matrix).

Piuv Prya Pia Por Paa Paz - - - Pij oo - Py Pua Pos S
1 T 1 0 0o ...0 ...0 0 0 =<8
0 0 0 1 1 1 A | .0 ] ] < &2
0 ] 0 Q 0 0 .0 0 Q < 8y
0 0 0 0 0 0 1 0 0 0 §§
i) ] 0 0 0 0 P { B | 1 1. < $m
¥ 0 0 Ha 0 0 A | < e - MHma 0 0 = d[
0 w2 wa 0 y2r pez ... Ymj. .. 0 Ym: Ymz = da

RESTRAINTS AND OUTPUTS. The land restraints based on 1953 acreages are
defined as follows:

5 5
si= ) QA+ Z Fi (=123 ...10% (3)
g=1 g=1

where: s; = acreage restraint in #th region; QA; = planted acreage in the
ith region of the gth grain; F,; = acreage of gth grain planted on summer-
fallow in the 7th region (g = 1 = wheat, g = 2 = corn, g = 3 = oats, ¢ =

4 = barley, and g = 5 = sorghum).

The y;; or per acre yields have been computed on this basis.

QuTi

i = ; 6;
v Hy+ 40+ F;y ©)
QuTuk,
s = ; 7)
y Hoy 4404+ Fy (
' QT K,
i3 = i ¥ 8
vis qu”y,-g+aﬂ,+ﬂ-, )
=
5
9ig = L.
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where y,, = estimated 1954 normal per acre yield of wheat in ith region;
y,, = estimated 1954 normal per acre yield of wheat in corn-equivalent bushels
in ith region; y . = estimated 1954 weighted normal per acre yield of feed
grains in ith region; @, = 1945-54 trend adjustment factor for gth crop in
ith region; Hiv = 1945-54 harvested acreage of gth erop in #th region;
A4, = estimated 1945-54 abandoned acreage (acreage seeded for grain minus
harvested acreage) of gth crop in ith region; F, = estimated 1954 acreage of
gth crop in ith region planted on fallowed land multiplied by the factor 10;
K, = corn-equivalent bushel conversion factor of gth grain; and g, = propor-
tion gth erop acreage is of total corn, oats, barley, and grain sorghums acreage,
1953.

The demand restraints at the national level are the following for food wheat
and feed grains:

dl A’?bl + l':ul - Rw; (9)
de = Nbs + Lbs + E; — R, (1)

where d, = estimated 1954 normal disappearance of wheat; N = U. 8. popula-
tion, January 1955; b, = estimated 1954 normal per capita consumption in
bushels; E, = net exports of wheat, 1954; R,, = residual wheat production in
nonprogrammed areas; d, = estimated 1954 normal disappearance of feed
grain; b, = estimated 1954 normal per capita use of feed grains in direct eon-
sumption; L = number of grain-consuming livestock units, 1954-55 and &, =
equal normal feed production per livestock unit; E; = net cxports of feed
grain, 1954; and B, = residual feed grain in nonprogrammed areas.

AcTIvITY 0sTs.  The activity or per acre costs are defined as follows:

3 4
e = ) Y gt = 1); n
k=11=1
-1 3 4
ca= ) Y ) g (=123 .. .0 (12)
=2 k=11=1
3 4 5 3 4
where Y=t Y Y Y =1, guel =gt and
k=11=1 g=2k=11=1

e;; (j = 1,2) = estimated cost of producing a composite wheat acre for food
or feed in the zth region, 1954 (¢, = ¢:2); ¢;3 = estimated cost of producing
a composite feed grain acre in the ith region, 1954; 5 = estimated per acre
cost of the ith ecrop acre component by the kth production technique for the
gth crop in ¢th region; ¢;¥ = estimated proportion of per acre production
cost of gth crop due to the kth technique on the {th crop acre component in
the ith region; ¢ = estimated proportion of per acre feed grain production
cost due to the gth grain, kth technique on the Ith erop acre component, in
the 7th region: where the ¢'s are the same as above; where k = (1, 2, 3) = pro-
duction techniques with 1 = mechanieal production, 2 = semimechanical
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production, and 3 = nonmechanical production; where [ = (1, 2, 3, 4) = crop
acre components with 1 = planted and harvested acre, not 11r1gated 2 =
planted, but not harvested acre {abandoned), 3 = planted and harvested acre,
trrigated, and 4 = cultivated summer-fallow acre. Also,

ey = wh + ¥ 4+ hE 4 mb (13)

where w = estimated per acre labor cost, v = estimated per acre power and
machinery cost, 4 = estimated per acre chemical cost, and m = estimated
per acre miscellaneous cost.

OTHER MODELS, The structure of the Loeﬂicients and model for B is the
same as described above for A, except the e is redefined. Equation (13)
becomes

'“-—(a+w+r'+h+m) (14)

where a = estimated per acre land rent. All other symbols have the same
meaning as before. The land restraints are partitioned for model C into a
wheat land maximum and a feed grain land maximum. Thus

Sip = QAn 4+ Fyy; (15)
5

sy = Y Qdq + Py (16)
g=2

Consequently, there are two inequalities of the following type for each region:

sie 2 Xij + Xija; =12 ...,104) amn
is 2 Xijye (=123 (18)

where s8;, = wheat restraint in sth region, s;; = feed grain restraint in ith
region, and the other symbols have the same meaning as above. For mode! C,
therefore, the order of the A matrix is 210 X 312. The ¢,/’s and yi;’s are the
same as those in model A. '

The cost and yield coefficients for the wheat activities in model I are the
same as in model A. Since corn, oats, barley, and sorghum are independent
activities in model D, the following equations define the wexghtmg method
used for the y;;'s and ¢;;’s of these activities:

VO Het 4o+ Fe (29345
& & G=g¢+1

=) D gilell (20)
k=11]=1

(19)

where the notation has the same meaning as in equations (10) and (12) and

3

)

k=1

gk =

de*

1
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The order of the coeflicient matrix is 106 X 624 for model D. The only
difference between model E and model A is a change in the objective function,
as explained above.

SUMMARY OF OPTIMAL PROGRAMS

Adaptation of American - agriculture to do away with surplus grain buildup
would necessitate withdrawal of some land from production. Hence, one of
our major interests is in specifying the amount of land needed for crops and
available for withdrawal and shift to other crops. We summarize results in
this direction in Talle 5 where we assume that land not required for grain

TABLE 5

UxiTEp StaTEs AcREAGE (000's) DEVOTED TO Foop WHEAT aNp FrED GRAINS
UNDER SpECIFiED MoDELS

Acres Unused  Average Cost per Bushel

Food Wheat,  Feed Grain, and Available

Model Acress Acres for Shift Food Wheat Feed Grain
A 63,661 114,003 31.951 .73 .54
B 58,357 116,607 34,651 .75 .54
C 57,562 129,089¢ 22 964 81 .57
D 65,712 81,511 62,392 .71 .45
E 67,121 113,639 28,855 .80 .55

¢ Includes acreage necessary for summer fallow (as also true per footnote b for wheat).
¢ Includes acres of wheat designated for livestock feed.

production would be shifted to “lower uses” such as grass and forestry. The
acreage specified for food wheat and feed grains in Table 5 would allow attain-
ment of the “discrete demand restraints” of 757 million bushels of food wheat
and 3,887 millionr bushels of feed grain (in corn equivalent). Three models
—A, B, and E—provide somewhat similar results. Model D, including a new
crop technique not in wide use by farmers, would require a much smaller feed
grain acreage and a higher wheat acreage because the latter erop would be
grown more on land of lower yield and not so well adapted to the new rota-
tional technique for feed grain. We do not believe model D is greatly ap-
plicable at the present time, but it might well be in another decade. Model
C, which is somewhat unrealistic since it does not allow wheat and feed grains
to compete for land, indicates the smallest surplus acreage and the largest
amount of land required for feed grains. Model D has the lowest U, S. average
per unit (bushel) costs for wheat and feed grains. Model C has the largest,
as expected because crops are restrained from shift to greatest eomparative
advantage. Since we believe models A, B, and E to be most realistie at the
present time, and since our space is limited, detailed discussion which follows
will relate only to these three.

The per unit costs indieated in Table 5 are simply as discussed in respect to
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) TABLE 6
Propurcing RecioNs, Acreaces UTiLizep, aND Propucerion, MobeL A SoLuTion

Region Acreage Wheat Feed Grain®
1,000 aeres 1,000 bushels 1,000 bushels
2 92 - 3,600
3 445 - 19,189
4 208 - 13,075
25 a74 - 27,833
26 412 - 17,770
28 4,935 - 233,287
29 757 - 30,303
30 1,902 - 72,903
31 4,700 - 222,016
32 996 - 43,444
36 2,297 30,121 45,623
37 7.754 - 356,616
38 1,841 - 231,170
39 1,133 - 39,025
10 1,013 - 31,522
41 693 - 20,970
43 4,795 - 175,338
14 4,263 - 153,258
45 10,879 - 403,933
46 4107 - 157,062
47 2,711 - 84314
48 2,561 - 73,085
49 1,304 - 30,795
50 - 4,827 - 89,054
al 7.808 - 111,446
52 2,790 - 37,225
53 5,016 37,722 -
51 1,078 - 17,072
55 2101 - 31,183
36 4,155 - 68,643
57 1.404 - 28,884
5% 1,013 - 17,430
59 3,624 - 94,739
60 3,874 - 113,009
61 141 5,667 -
62 4,982 42,692 -
63 1,990 - 53,852
64 2,509 28,104 -
65 4,718 - 148,795
66 1,220 - 31,068
69 1,119 19,469 -
7 1,792 19,394 -

71 1,371 18,213 -
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TABLE 6 (continued)
Provucine Reerons, Acreaces Utinizen, aNp Probpucerion, MopeL A SoLuTioN

Region Acreage Wheat Feed Grain®
1,000 acres 1,000 bushels 1.000 bushels
72 2,736 37,617 -
73 7,664 72,121 -
74 5,114 - 82,640
76 2,739 35,469 -
77 2,912 19,301 -
79 2,025 20,898 -
80 2,881 - 76,304
81 1,955 14,562 -
82 1,176 - 16,450
83 369 3,063 -
84 98 - 1,088
88 610 - 12,359
89 6,493 52,009 -
90 3,833 34,035 -
92 692 7,086 -
94 4,203 29,964 -
98 1,750 22,569 -
100 4,685 79,077 -
101 2,785 35,147 -
102 544 6,316 -
103 554 6,895 -
104 1,015 - 30,643
Total 177,664 877,511 3,648,015

° Expressed in corn-equivalent bushels.

equations (11) through (13). They do not include (except for rent in C)
imputed interested returns on capital employed in production. The per-unit
(bushel) costs under the optimum programs (with cost minimization for A and
B ard profit maximization for E)} are highly similar; greatest variance being
for wheat,

REGIONAL PATTERNS OF WITHDRAWAL AND PRODUCTION. There is an important
degree of similarity among some of the programming models in the production
patterns specified. The total acreages specified to remain in grain production
and the bushel production of wheat and feed grain for each region are specified
in Tables 6 through 10. Where a region is not indicated in these tables, it is
not specified to produce wheat or feed grains, given the objective function of
the partieular model.

To summarize more clearly the geographic production pattern specified by
models A, B, and E, we include Figures 2, 3, and 4 to indicate the regions in
which feed grains and wheat would be located if average annual production
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TABLE 7
Propucine Recions, Ackeages Utinizep, aNp Probucrion, Mober B SonuTtion

Region Acreage Wheat Feed Grain+
1,000 acres 1,000 bushels 1,000 bushels
3 445 - 19,189
4 208 - 13,075
25 574 - 27,833
26 412 - 17,770
28 4,035 - 233,287
29 757 - 30,303
30 1,902 - : 72,903
3 4,760 - 222,916
32 996 - 43 444
35 994 20,494 -
36 2,297 62,619 -
37 7,154 - 356,616
38 4,841 - 231,170
39 1,133 - 39,025
40 1,013 - 31,522
42 390 7,673 -
43 4,795 - 175,339
44 4,263 - 153,258
45 10,879 - 403,933
46 4,107 - 157,062
47 2,711 - 84,314
48 2,561 - 73,085
49 1,304 - 30,795
50 4,827 - 89,054
51 7,898 - 111,446
52 2,790 - 37,225
53 5,016 - 73,438
54 1076 - 17,072
55 2,101 _ 31,183
56 4,155 - 68,643
57 1,404 - 28,884
58 1,m3 - 17,430
59 3,624 - 94,739
60 3,874 ~ 113,009
61. 441 5,667 -
62 4,282 42,692 -
63 - 1,990 - 53,852
64 2,509 28,104 -
65 4,718 - 148,799
66 1,220 - 31,070
69 1,119 19,470 -

70 1,792 19,394 -
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TARBLE 7 (continued)
PropucinG Recions, Acreaces Urinizep, axDp Propverion, Mookl B SoLvmon

Region Acreage Wheat Feed Graine
1,000 acres 1,000 bushels 1,000 hushels
71 1,371 18,212 -
72 2,736 37,617 -
73 7,664 64,187 14,277
74 5,114 - 82,645
76 2,739 35,469 -
79 2,025 20,898 -
80 2,881 - 76,305
Bl 1,955 14,561 -
83 369 3,063 -
88 610 - 12,359
89 6,493 52,008 -
a0 3.833 34,035 -
91 611 3,979 -
92 692 7,086 ‘ -
93 830 7,204 -
94 4,293 29,969 -
98 1,750 22,569 -
100 4,685 79,077 -
101 2,785 35,147 -
102 544 6,316 -
104 1,015 - 30,643
Total T 174,965 677,510 3,548,912

« Expressed in corn-equivalent bushels.

were to equal requirements under the conditions assumed and if the geographie
pattern of produetion were consistent with certain restricted comparative
advantages of various regions. Figure 5 indicates the extent of agreement in
number of times a particular region is specified for a particular use by the
three models. The nonshaded areas include feed grain and wheat production
at the same levels as in the base year. We assume that the small portion of
grains produced in these nonshaded areas (8% of the total United States
tonnage) is grown for complementary and supplementary reasons and would
largely continue even under competitive markets and prices. These regions
were not included in the programming model.

Under the assumptions of model A, regions would be withdrawn from produe-
tion of all grains in southeastern Colorado, eastern New Mexico, northern
Utah, and eastern Wyoming and Montana. Regions scattered among Texas,
Nebraska, Wisconsin, Michigan, Oklahoma, Missouri, Kansas, and New York
also would be withdrawn. In the Southeast, regions representing a large
acreage would be withdrawn from production of grains (see Figure 2). It is
interesting to note that the major wheat and feed grain areas would remain
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TABLE &
Propucing Recions, Acreaces Urinizep, anp REaroNal. WHEAT aND Feep
Graix Propuerion, Mopel C Sovvrion

Region Acreage Food Wheat Feed Wheate Feed Grain®
1,000 acres 1,000 bushels 1,000 bushels 1,000 bushels
1 316 8,505 - - -
2 1,622 - - 63,807
3 355 - - 15,340
4 194 - - 8,643
5 149 - - 5,322
6 548 - - 19,572
16 b 8 - -
21 691 ~ - 17,109
22 885 - - 30,121
23 235 - - 7,526
24 281 - - 9,455
25 384 - - 18,640
26 277 - - 11,962
27 685 - - 26,405
28 4,935 41,044 - 153,000
29 552 - - 22,070
30 1,902 9,543 - 53,792
31 " 4,760 © 29,839 - 178,938
32 996 5,937 - 33,837
a3 1,649 14,324 - 37,542
34 504 - - 15,469
35 15 307 - -
36 2,297 1,128 - 86,326
37 7,754 4,877 - 348,088
38 4,841 18,341 - 198,805
39 827 - - 28,489
40 1,013 8,936 - 17,174
41 693 5,369 - 13,341
42 443 8,705 - -
43 4,795 26,562 - 132,509
44 4,263 1,897 - 148,863
45 10,879 309 - 403,164"
46 4,107 477 - 156,025
47 2,711 1,055 - 82,381
48 2,561 1,301 - 70,343
49 : 1,304 1,501 - 28,357
50 4,827 24770 - 39,109
51 7,898 - 54,075 26,291
52 2,790 17,041 - 4,841
53 5,016 30,330 - 14,391
54 1,076 - 4,275 9,425
55 2,101 12,625 - 8,052
56 4,155 - 23,070 31,024

57 1,188 - - 24,431
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TABLE 8§ (continued)
Propucrne Recions, AcrReEaces UriLizep, aND Recronar WHEeaT anD FEED
Grain Propuerios, Moper C SovuTtion

Region Acreage Food Wheat Feed Wheat= Feed Grain®

1,000 acres 1,000 bushels 1,000 bushels 1,000 bushels

58 1,013 1,610 544 13,185
.59 3,624 1,375 - 90,987
60 3,874 4,259 - 105,335
61 441 3.255 - 3,392
62 4,282 36,364 - 12,472
63 1,990 5,196 - 40,563
64 2,500 - 17,059 27,038
85 4,718 - 31,378 98,460
66 1,220 7,086 - 20,930
67 293 5,241 - -
69 616 10,710 - -
70 1,792 11,645 - 14,316
Tl 1,371 14,118 - 5,112
72 2,736 32,279 - 5,77}
73 7,664 61,781 - 18,602
74 5,114 - 36,728 10,351
76 2,568 33,259 - -
77 2,011 - 18,495 5,134
78 278 2,879 - -
79 2,025 18,200 - 3,036
80 2,881 - 12,413 28,091
81 1,955 10,001 - 5,929
82 1,176 376 - 15,394
83 369 2,300 - 877
84 49 - - 549
85 402 - - 7,215
87 325 - - 5,653
88 605 - - 12,254
89 6,493 48,822 - 6,900
90 3,833 30,955 - 6,890
91 505 - 3,688 -
92 629 6,442 - -
93 686 5,952 - -
94 4,293 - . 30415 4,836
95 117 - - 2,596
8 1,750 19,843 - 4,937
99 519 - 5,420 1,044
100 4,685 - 82,046 8,216
101 2,785 34,782 - 705
102 506 - 6,589 -
103 554 1,287 - 8,357
104 1,015 - 1,732 25,888
Total 186,645 677,508 327,927 3,220,984

¢ Expressed in eorn-equivalent bushels.
* Less than 500 acres.
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TABLE 8
Probucing RegroNs, Acreages UriLizep, axp Propucrion, Moper T Sonvrion
Region Acreage Wheat Corn Barleye Sorghums
1,000 1,000 1,000 1,000 1,000
acres bushels bushels bushels bushels
30 1,902 - 75,600 - -
31 4,760 - 264,562 - -
32 996 - 55,826 - -
36 2,297 21,472 88,528 - -
37 7,754 - 464,324 - -
38 4,841 - 275,705 - -
39 1,133 - 40,905 - -
43 4,795 - 205,113 - -
44 4,263 - 196,652 - -
45 10,879 - 545,036 - -
46 4,107 - 210,991 - -
47 2,711 - 129,180 - -
48 2,561 - 101,049 - -
51 7,898 63,108 - - -
52 2,790 19,589 - - -
55 2,101 17,020 - -~ -
56 4,155 - 02,416 - -
58 1,013 - 21,897 - -
59 3,624 - 132,320 - -
60 3,874 - 150,826 - -
61 441 5,667 - - -
62 4,282 42,692 - - -
64 2,509 28,104 - - -
65 4,718 - 174,700 - -
66 923 - 29,115 - -
70 1,792 19,394 - - -
71 1,371 18,212 - - -
72 2,735 37,617 - - -
73 7,664 72,120 - - -
74 5,114 37,436 - - -
76 2,739 35,469 - - -
79 2,025 20,898 - - -
80 2,881 - - - 78,143
31 1,955 14,561 - = -
83 369 3,063 - - -
88 610 - - - 14,176
89 6,493 - - 151,806 -
90 3,833 34,035 - - -
92 692 7,086 - - -
o4 4,293 290,964 - - -

28 1,750 22,569 - - -
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TABLE 9 (continued)
PropucinG Recrows, Acreaces UTinizep, anp Propuerion, MopeLl D Sovvrion

Region Acreage Wheat Corn Barley® Sorghume
1,000 1,000 1,000 1,000 1,000
acres bushels bushels hushels bushels

100 4,685 78,077 - - -
101 2,785 35,147 - - -
102 544 6,316 - - -
103 554 6,596 - - -
104 1,05 - - - 49,954
Total 147,226 677,512 3,254,745 151,806 142,278

@ Expressed in corn-equivalent bushels,

entirely in production under the eonsztruetion and assumptions of the models.
Southwestern Kansas and western Texas would shift to sorghumns for feed.

Model B (Figure 3) provides a spatial production pattern differing somewhat
from both A and E. The main differcnees under B are: All of Montana would
be devoted to wheat for food, the Oklahoma panhandle and Pennsylvania
would be shifted out of grains, and the region in southwest. Missourl would he
used for food wheat. Also, a large portion of Kansas would be used for both
wheat and feed grain.

Under model C, as compared to model A, large parts of Montana, Washing-
ton, Oregon, Idaho, and Nebraska would be devoted to wheat for feed only.
In parts of Nebraska and Colorado, wheat would be grown for both feed and
food. In the upper plains, North Dakota and South Dakota, along with parts
of Minnesota and Wisconsin, would be devoted to wheat for food. Also,
slightly more feed grain would be produced along the Atlantic seaboard and
the Gulf of Mexico. Under this profit-maximizing model, it iz the relatively
high wheat prices because of location ncar larger milling and eonsuming
centers, and because of prices paid for hard red spring and durum wheats, that
eause wheat for food to he specified in Minnesota and Wisconsin, as well as the
Dakotas. While there is considerable difference in the food wheat and feed
grain patterns specified by models A and E, they largely agree regarding
regions specificd to remain in grain production. Only five regions specified
for production of some grain by model E are not speeified by model A. Con-
versely, only one region specified to remain in grain production by model A is
not spectfied by model E.  Henee, oniy four more of the 104 regions would be
needed to mect feed grain and food wheat requirements in model E than in A.
The five additional regions for fulfilling feed or food requirements under E
include regions in eastern Virginia, northeast Ohio, western Kansas, southern
Alabama and northern Utah. The region specified by mode] A, but not by C.,
Is in northeast South Dakota. Thirty-five entire regions and part of a small
region in western Kentucky would not be required for grain production in
model E. These 36 regions represent the 28.8 million acres which could be



SPATIAL PROGRAMMING TO SPECIFY SURPLUS GRAIN PRODUCING AREAS 201

TABLE 10
ProoucinGg Recions, Acreaces Uritizep, and Probuerion, Mool E SovvTion
Region Acreage Food Wheat Feed Wheat*  Feed Grainse

1,000 acres 1,000 bushels 1,000 bushels 1,000 bushels

2 2,480 - - 97,567
3 445 - - 19,189
4 208 - - 13,075
5 208 - - 7,484
16 91 2,087 - -
23 231 - - 7,402
25 574 - - 27,833
26 411 - - 17,770
27 1,067 - - 41,137
28 4,935 - - 233,287
29 757 - - 30,303
30 1,902 - - 72,903
31 4,760 - - 222,916
32 996 - - 43 444
36 2 297 62,620 - -
37 7,754 - - 356,616
38 4,841 - - 231,170
39 1,133 - - 39,026
40 1,013 - - 31,522
41 693 - - 20,970
43 4,795 - - 175,339
44 4,263 - - 153,258
45 10,879 - - 403,933
46 4,107 - - 157,062
47 2,711 46,006 - -
48 2,561 - - 73,085
49 1,304 18,955 - -
50 4,827 44,185 - -
51 7,808 63,108 ~ -
52 2,790 18,589 - -
53 5,016 87,722 - -
54 1,076 8,509 - -
55 2,101 17,018 - -
56 4,155 37,519 - -
58 1,013 - - 17,430
59 3,624 - - 94,739
60 3,874 - - 113,009
61 441 - 6,351 -
62 4,282 21,340 23,922 -
63 1,990 - - 53,854
64 2,509 28,104 -

65 4,718 - - 148,802
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TABLE 10 (continued)
PropucinG Recrons, Acreaces UriLizep, anp Propuction, Moper E SonuTion

Region Acreage Food Wheat Feed Wheat® Feed Grains®

1,000 acres 1,000 bushels 1,000 bushels 1,000 bushels

66 1,220 - - 31,069
69 1,119 19,470 - -
70 1,792 19,394 - -
71 1,371 18,212 - -
72 2,736 37,617 - -
73 7,664 72,121 - -
74 5,114 - - 82,649
76 2,739 35,470 - -
77 2,012 - - 85,114
79 2,025 20,898 - -
80 2,881 - - 76,302
81 1,955 14,561 - -
82 1,176 - - 16,449
83 369 3,063 - -
84 98 - - 1,088
88 610 - - 12,359
89 6,493 - 58,307 -
90 3,833 - - 76,116
92 692 - 7,944 -
94 4,203 29,967 - -
98 1,750 - 25,300 -
99 519 - - 18,315
100 4,685 - 88,681 -
101 2,785 - 39,405 -
102 544 - 7,083 -
103 554 - 7,732 -
104 1,015 - - 30,643
Total 180,764 677,515 264,725 3,284,179

s Expressed in corn-equivalent bushels.

shifted to nongrain uses, The pattern is the same, except for the six regions
noted above, for model A. (See Figure 4.)

Consistency or lack of consistency in the three models is indicated by Figure
5. The major corn and winter and spring wheat areas are specified to remain
in production of grain in all three models. In & similar manner, all three
models specify withdrawal from grain production of eastern Colorado and New
Mexico, parts of Kansas, Oklahoma, Texas, Michigan, and New York, and
practically all of the Southeast—{rom Arkansas, Tennessee, and southeastern
Virginia to the coasts. Only one model (B) specified grain production in
eastern Wyoming, southeast Montana, western Missouri, and a few other
scattered areas.

All three models are consistent for 88 of the 104 regions in the sense that
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they specify 88 regions (those indicated in Figure 5 as “all agree™) that should
remain in grain production or shift completely out of grains. Hence, disagree-
ment among the three models existed for 16 regions. However, disagreement
between models A and E, the two models deemed most appropriate by the
writers, existed for only six regions,

Since this study was initiated, the American public has put into effect a
national land withdrawal program. In contrast to the purpose of this study,
however, the action program does not attempt to withdraw land where it has
least comparative advantage in wheat and feed grain. It allows this pattern
to develop somewhat, but restrains its extent so that the “population will not
be thinned” too greatly in specific areas and tries to attain some withdrawal
in all producing regions. This land iz withdrawn under the 1956 Conserva-
tion Reserve Act, making payment for land withdrawn from production. We
can say, however, to the extent allowed by policy restrictions, land has been
withdrawn in a manner highly consistent with out eptimal solutions. For
example, largest amounts of land have been put under soil bank (conservation
reserve} in the marginal areas of the Great Plains and the Southeast. We feel
that our results, and especially those that we are now preparing, could provide

firm bases for nationa! poliey formulation.

SIGNIFICANCE AND LimITATIONS 0F RESULTS

In interpreting these results for all models, it must be remembered that
spatial production patierns were computed under the assumption of techniques
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(.e., technical coefficients) equal to the average of each region and that the
coefficients are constant within the delineated regions. Locational variations
from the regional coefficients used would mean that some acreages in our “out-
going” regions should remain in grain production and some acreages in our
“staying in” regions should be withdrawn. And only grain crops are used as
competitive alternatives in programming, although inclusion of land rent as a
cost in model B gives some recognition to alternative crops.

We are aware, perhaps more than anyone else, of the limitations of these
assumption and of our data. We use them because of computational necessity.
The empirical task involved is huge, involving about five man-years of profes-
sional work. Our efforts in gathering together data and in making computa-
tions were sizable indeed. Most of three years ‘was spent in routine
development of coefficients for this phase. Had we not lacked manpower and
computational funds, and had we accepted “crude” coeffieients rather than
being concerned with as much accuracy as currently feasible, we could have
constructed a somewhat more appropriate model in which we included both
grains and nongrain crops and livestock activities and an objective function
of return maximization. .

Downward adjustments in production to meet demand might entail two
types of input changes: (a) Withdrawal of land inputs and complementary
inputs from grain production in extensive regions so that the geographic
pattern of production would be consistent with restricted comparative advan-
tages of various regions, and (b) maintenance of land in production but a
lessening of other inputs—that is, a reduetion of farming intensity—in regions
remaining in grain production. However, we believe (and have some empirical
indications) that this is the major adjustment and that consideration of the
second would alter our results only slightly.

The study reported here was somewhat methodological in nature, to estab-
lish the steps necessary leading to data and models realistic for the uses men-
tioned above. The further steps in models and analysis, while still burden-
some in data requirements, will be somewhat less difficult than the one reported
here. In a sense, we have now made progress in establishing a “data bank”
useful for further steps. Too, improvement in computer programming routines
will increase capacity of computations available, both physically and in terms
of research funds.

MODEL IMPROVEMENT. The new models which we have underway make
several improvements over those summarized here. First, they bring technical
coefficients up to date, allowing a somewhat larger acreage to be specified for
withdrawal because the rate of advance in agricultural technology is more
rapid than the rate of growth in food demand.  Later models also incorporate
cotton and soybeans. Initial work has been started on models which incorpo-
rate livestoek activities, interregional transportation costs, and regional demand
restraints. “We have one model under construction which allows different
technical coefficients within regions. Finally, using data available on techno-
logical trends and growth in population and food demand, projections are being
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made to 1975. We helieve these models will eventually have great utility in
national agricultural policy and educational programs designed to restore
better economic balance to agriculture. Finally, we believe they ean have
use in foreign policy and international economic development goals—in specify-
ing our food production possibilities and how these might be meshed with
world growth in population and food demand. A hope for later analysis, too,
is to incorporate factor demand into our models, so that we can specify regional
requirements or migration needs in labor and eapital.

A step now under way is the use of regional demand restraints and assoclated
transportation costs in establishing the objective functions and restraints of the
programming models, Freight tariffs are available for many origins and
destinations, hut other transportation costs, such as handling and ecommissions,
cannot bhe ascortained easily. Also, total transportation costs apply to a
product that takes many forms—wheat, flour, bread, corn, middlings, cornmeal,
breakfast cereal, and so on—between producer and consumer. But the dif-
ficulties encountered in ascertaining transportation costs should not he more
formidable than those of establishing production coefficients.

Further studies are needed in which known differences in input-output coeffi-
cients within grain regions can be considered. Additional activities and
restraints for lands of different productivities might be used in future analyses.
But these refinements are not feasible with current digital computers and
research budgets.

Future programming needs to be based on models with variable-demand
restraints or equations. Using such models, optimum solutions could be
derived for an infinite number of demand levels. The variable-demand method
has two advantages. It provides a “tailored’” solution to fit most demand
projections—as demand prejections are changed from time to time, a produc-
tion solution is available for each.

Quality is a variable that should be considered in later models. Soft wheat
cannot be substituted for the hard varieties in the manufacture of some wheat
products. It was assumed in the study reported that the regions in the model
‘solutions would provide a variety mix of wheat that would meet the specizal
demands for each varicty. Apparently, this assumption was not eontradicted
by the results.

Many other aggregative problems need to be considered in linear-pro-
gramming analyses of the grain economy. These include the determination of
optimum-producing regions when crop failures are assumed in certain areas,
the determination of the optimum level and location of grain stocks over time
{dynamic programming), and a combination of the two. A model developed
for the last two steps could easily exceed computational facilities if a large
numnber of production regions and years were considered.

Models that use continuous supply and demand functions might be em-
ployed to deseribe the competitive position of various agricultural regions in
the wheat and feed grain economy. Spatial equilibrium models using con-
tinuous supply and demand funetions would seem, however, to be too complex
for a detailed analysis of as many as 100 regions. Without the detail of many
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regions, analysis is general and is of little use in specifying needed adjustments.
Too, these models must rest on regression coefficients from time-series observa-
tions and involve the limitations and “tie to the past” mentioned in an earlier
seetion.

Analyses of the agricultural industry of the type and detail used in the study
reported are desirable from the viewpoint of realism and complete analysis.
Experience with the study, however, revesled the true magnitude of such an
analysis.  But if the regional interdependence of the agricultural industry is
to he known or approximated, a programming type of analysis seems to be the
most: feasible of the several empirical methods presently available. Inclusion
of the steps mentioned is necessary before realism and completencss can be
achieved. For such analyses, however, sizable research funds and much time
would be required.

AUXILIARY INFORMATION. Only summary presentation and interpretation
has been made of the lincar programming results in this chapter. The basic
data and the solutions do lend themselves to by-product uses. One is an
analysis of imputed land rents by regions as reported elsewhere®  Another is
the examination of agrieultural policy to mcet certain pelitical and institu-
tional restraints. In eomputing for the latter problem, we examined the
atiount of land which would nced to be withdrawn from production and the
total public cost, with the treasury paying farmers to withdraw land from
production, if. (a) land could he withdrawn at lowest cost to the publie, with
any amount concentrated in individual regions, (b} land could be withdrawn
in least-cost manner, but with the restraint that no more than 25% could be
withdrawn in anv one region, and (¢) land eould be withdrawn in least-cost
pattern, but with 2 restraint allowing no more than 50% of land in any one
region to be withdrawn. We made this analysis after the government had
put into effect the soil bank program mentioned ahove, paying farmers to leave
land idle in order that output might be reduced with a consequent increase in
grain price.  We exasinined acreage withdrawal under the above three condi-
tions and with two price goals or restraints in respect to farm prices. Our
results showed the total acres necessary to be withdrawn and the public cost
to vary greatly depending on the “political” and price restraints used. Politi-
cal restraints of the type mentioned are very real and have empirical reflection
in govermmnent programe,  For example, local and regional groups did specify
that limits be applied to the amount of land withdrawn from production in
localities under the soil bank program. These limits were imposed becausc
concentration of land withdrawal caused large numbers of farmers to quit
farming and migraie, thus reducing the sales of local merchants,

Political and institutional restraints were not ineluded in the programming
results presented on carlier pages. They cannot be ignored in publie policy.
We do believe, however, that to the extent they can be quantified, such re-
straints can be realistically examined in later models and analyses.

" See Egbert and Heady (1961).
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APPENDIX

The activity costs, per acre yields, and normal prices (for model E) are
included below. Sinee feed grain activities were aggregated into a single
activity for all models but D, the eoefficients in Table A, rather than those in
Table 3 for individual crops, were used in the programming computations for
models A, B, C, and E. The price coefficients in Appendix Table B were used
only for model E.

TABLE A
Activity Costs anp YieLps (Ourtpurs) pEr AcrE, By REcions, MopeEL A
Cost Yield
Feed Food Feed Feed
Region Wheat Grain Wheat, Wheat Grain
Dollars Dollars Bushels Bushels Baushels

1 29.23 30.83 26.9 30.1 29.7
2 28.08 30.45 21.3 23.9 39.3
3 20 86 29.34 18.1 20.3 43.2
4 28.14 31.47 . 18.4 20.6 43.9
b 24 .36 29.31 21.2 23.8 35.7
6 25.25 31.90 16.2 18.2 35.7
7 32.35 37.67 19.3 21.6 26.8
8 30.17 30.97 18.3 20.5 24.5
9 - 28.35 : 34.90 17.7 19.9 28.1
10 22.79 20. 96 17.8 19.9 20.4
11 27.24 31.42 16.5 18.5 18.1
12 23.37 25.12 16.6 18.6 15.7
13 22.79 25.01 16.5 18.5 16.7
14 26.46 29,23 16.1 18.1 17.6
15 - 26.49 - - 14.8
16 23.36 34.59 22.8 25.6 20.2
17 23.73 29 57 20.4 22.9 15.2
18 25.42 29.09 19.6 21.9 21.0
19 22 87 28.22 15.7 17.6 19.0
20 25.84 28.04 14.9 16.7 25.4
21 22.60 23.84 18.0 20.2 24.8
22 24.25 20 .88 17.1 19.2 34.0
23 26.68 28.27 16.6 18.6 32.0
24 28.04 29.93 15.8 17.7 33.7
25 25.93 32.62 17 .4 19.5 48.5
26 29.64 32.07 23.0 25.8 43.2
27 30.28 31.32 26.0 29.1 38.6
28 25.72 29.90 24.1 27.1 47.3
29 26.25 29.66 19.0 21.3. 40.0
30 20.68 20.69 19.1 21.5 38.3
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TABLE A (continued)
Acrtvity Costs aNDp Yiewps (Ourpurs) per Acre, BY REcions, MobEL A

Cost Yield

Feed Food Feed Feed

Region Wheat Grain Wheat Wheat Grain
Dollars Dollars Bushels Bushels Bushels

31 23.70 25.51 24.3 27.3 46.8
32 20.45 23.79 27.0 30.2 43.6
33 28.11 27.24 26.6 29.9 33.8
34 30.45 29.97 27.6 30.9 30.7
35 21.85 25.43 20.6 23.1 24.2
36 21.57 24 .58 27.3 30.6 38.3
37 20.37 22.08 25.2 28.2 46.0
38 1852 17.49 27.1 30.3 47 8
39 20.65 19.80 18.8 21.0 34.4
40 ‘ 18.74 21.20 19.4 21.7 31.1
41 20.06 21.88 21.3 23.9 30,2
42 20.79 20.05 19.7 22.0 20.0
43 19.86 20.73 22.7 25.4 36.6
44 16.59 19.21 15.5 17.4 36.0
45 14.74 16.43 14.7 18.5 37.1
46 16.90 18.07 17.6 19.7 38.2
47 _ 17.67 21.39 17.0 10.0 31.1
48 i4.71 15.14 13.5 15.2 28.5
49 13.40 17.00 14.5 16.3 23.6
50 8.52 12.71 9.2 10.3 18 .4
51 6.57 9.22 8.0 9.0 14.1
52 5.84 9,24 7.0 7.9 13.3
53 7.23 11.31 7.5 8.4 14.6
54 8.25 11.71 7.9 8.9 15.9
55 6.16 9.40 8.1 9.1 14.8
56 7.23 9.44 9.0 10.1 16.5
57 10.23 14.63 8.6 9.7 20.6
58 7.01 10.28 8.5 9.5 17.2
59 10.12 13.18 2.6 10.7 26.1
60 11.74 12.93 16.2 18.1 29 2
61 7.20 12.67 12.8 14.4 18.1
62 7.05 16.35 10.0 11.2 16.6
63 10.28 18.10 10.6 11.9 27.1
64 6.4 16.55 11.2 12.6 23.5
65 12,68 16.31 17.5 19.7 31.5
66 17.56 16.96 17.8 20.0 25.5
67 18.91 18.66 17.9 20.0 18.3
68 20.20 18.52 17.0 19.1 15.6
69 16.65 16.95 17.4 19.5 17.2
70 9.21 15.81 10.8 12.1 20.0



212 _ STUDIES IN PROCESS ANALYSIS

TABLE A (continued)
Acrivity Costa awp Yierps (Qurpurs) PER AcrE, BY Recions, MopeEL A

Cost Yield

Feed Food Feed Feed

Region TWheat Grain Wheat Wheat Grain

Dollars Dollars - Bushels Bushels Busheis

71 11.21 15.66 13.3 4.9 16.6
72 9 .49 13.73 13.8 15.4 14.9
73 5.80 9.86 9.4 10.5 16.9
74 3.88 8.50 7.3 8.2 16.2
75 15.40 17.75 12.0 13.5 10.8
76 9.41 12.49 13.0 14.5 10.8
77 6.08 9.00 6.6 7.4 12.1
78 10.93 15.45 10.4 11.6 12.7
79 7.55 10.13 10.3 11.6 11.6
80 4.90 13.53 6.1 6.8 26.5
81 5.54 7.90 7.4 8.4 9.7
R2 5.13 9.13 5.0 5.6 14.0
83 7.06 9.20 8.3 9.3 9.5
84 5.19 8.41 4.5 5.0 1.1
85 7.15 13.92 5.8 6.5 17.9
86 4.77 12.54 4.2 1.7 12.8
87 7.73 16.00 4.4 5.0 17 .4
88 6.30 11.78 4.4 5.0 20.3
89 5.07 15.27 8.0 9.0 17.6
90 6.83 15.14 8.9 10.0 19.9
91 6.76 17.75 6.5 7.3 12.5
92 8.88 22.77 10.2 11.5 22.4
93 8.61 17.52 8.7 9.7 15.9
94 5.50 10.90 7.0 7.8 11.8
95 7.63 19,57 5.2 5.8 22.2
96 3.61 12.22 2.5 2.8 8.6
97 4.04 16.28 1.6 1.8 16.5
98 10.56 21.67 12.9 14.5 23.4
99 10.36 32.03 9.9 1.1 35.3
100 10.95 16 88 16.% 18.90 23.4
101 6.76 18,14 12.6 14.2 24.4
102 8.6 37.68 11.6 13.0 7.3
103 10.11 15.43 12.4 14.0 1.6
104 9.21 19.83 9.8 11.0 30.2
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TABLE B
Estimatep NormaL Prrces per BusHeL ¥or WHEAT anp Corn, BY Recions, 1954

Region Wheat Corn Region Wheat Comn Region Wheat Corn

Dollars Dollars Dollars Dollars Dollars Dollars
I 1.88 1.66 36 1.85 1.51 7l 1.88 1.50
2 1.86 1.68 37 1.85 1.51 72 1.85 1.51
3 1.91 1.66 38 1.87 1.50 .73 1.85 1.52
4 1.90 1.65 39 1.87 1.51 74 1.84 1.4
5 1.92 1.68 40 1.87 1.51 75 1.85 1.50
6 1.92 1. 60 41 1.86 1.52 76 1.85 1,51
7 1.96 1.68 42 1.85 1.56 77 1.84 1.55
8 1.96 1.68 43 1.83 1.53 78 1.856 1.50
9 1.94 1.62 44 1.88 1.52 79 1.84 1.53
10 1.93 1.62 45 1.88 1.50 S0 1.84 1.54
11 1.94 1.62 46 1.90 1.46 81 1.85 1.48
12 1.93 1.62 47 1.92 1.40 82 1.85 1.48
13 1.93 1.67 48 1.91 1.38 83 1.85 1.48
14 1.92 1.69 49 1.95 1.40 84 1.85 1.50
15 - 1.66 50 1.95 1.38 85 1.86 1.49
16 1.90 1.66 51 1.94 1.36 86 1.86 1.49
17 1.91 1.66 52 1.94 1.48 87 1.87 1.50
18 1.92 1.68 53 1.94 1.46 88 1.87 1.50
19 1.83 1.63 54 1.92 1.36 89 1.79 1.60
20 1.92 1.66 55 1.89 1.45 90 1.74 1.65
21 1.87 1.60 56 1.92 1.40 91 1.79 1.60
22 1.87 1.60 57 1.93 1.87 92 1.74 1.64
23 1.90 1.62 58 1.8% 1.45 93 1.76 1.58
24 1.89 1.61 59 1.92 1.46 94 1.82 1.56
25 1.88 1.55 60 1.87 1.50 95 1.83 1.57
26 1.88 1.60 61 1.76 1.58 96 1.83 1.58
27 1.88 1.58 62 1.79 1.57 97 1.81 1.54
25 1.86 1.51 63 1.86 1.47 98 1.72 1.80
29 1.86 1.35 64 1.86 1.49 99 1.73 1.88
30 1.86 1.94 85 1.87 1.50 100 1.85 1.79
31 1.83 1.49 66 1.88 1.51 101 1.86 1.83
32 1.85 1.5¢ 67 1.87 1.51 102 1.88 1.85
33 L.87 1.52 68 1.86 1.31 103 1.95 1.89
34 L.88 1.54 69 1.86 1.51 104 1.95 1.89
35 1.86 1.52 70 1.86 1.49
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CHAPTER 8

SPATIAL PRICE EQUILIBRIUM AND PROCESS ANALYSIS

IN THE FOOD AND AGRICULTURAL SECTOR
Karl A. For!

Agricultural economists have participated fully in the programming and
computer revolutions of recent years. In 1951 Waugh published an applica-
tion of linear programming to the selection of dairy feeds. Within a year or
two after that economists at several of the land grant universities were con-
ducting programming a:nalyses of individual farms, feed mills, and marketing
firms. Applications of programming and other formal models to major seg-
ments of the nation's agriculture began to appear in 1953.

This last type of research has mushroomed. during the past three years.
Since 19569, major advances have been made in the quantitative analysis of
several aspects of the food and agricultural sector. Smith (1959, 1960) has
greatly extended the least-cost diet model and emphasized its connection with
the classical theory of consumer demand. Holdren (1960) has analyzed the
nature of the demand functions confronting individual supermarkets and
developed a framework which includes these demand functions, the correspond-
ing internal cost curves, and the array of price and nonprice offer variations
that are used by food supermarket operators to attract customers and extend
their trading areas. Day (1960) has completed a highly detailed linear
programming analysis of a small agricultural region. Henderson (1959) and
Heady and Egbert (1959, 1961) have published multiregional programming
studies of field crop préduction. Brandow (1961) has published a synthesized
model of the demand for United States farm products in considerable com-
modity detail.

Thus, important new models have been developed at each end of the food
production and marketing system. They pose for us an obvious question:
What is the most fruitful way of connecting these new formulations of con-
sumer demand and farmer supply to yield & complete model of the sector az a
whole? In a country as large as the United States, such a model must also
deal realistically with spatial factors.

At the national level, we might construct for each commodity a model in-
cluding a consumer demand function, a farmer supply function, and an equa-

*I am indebted to Jarvis M. Babecock and Alan S. Manne for comments on an earlier
draft of thiz chapter.
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tion connecting the farm price with the retail price—rationalized as a supply
function for marketing services. As a second step, we might disaggregate the
consumer demand and farmer supply functions by regions. This is easily
done, and there is no conceptual difference between the regional and the na-
tional functions.

But the supply function for marketing services cannot be neatly subdivided.
Food retailing services can be allocated in proportion to consumption in each
region and ecertain assembling and proeessing activities can be alloeated in
proportion to regional production. . However, the location of other processing
and storage activities will depend upon the properties of the entire inter-
regional system, including the levels and slopes of the demand and supply
funetions in all regions and the complete structure of transportation or transfer
costs for farm products and processed foods. Furthermore, it is clear that
retail and farm prices must differ regionally in accordance with the pattern of
interregional shipments that exists at a given time. And the transportation
costs are essentially interregional in character.

The structure implied in this second step is, of course, that of the spatial
equilibrium model. In its present context, this chapter is intended (1) to
extend the treatment given to transportation and locational problems in the
monograph as a whole, (2) to complement the chapter by Heady and Egbert
—Chapter 7--with a fuller treatment of the transportation and marketing
aspects of food and agriculture, and {3) to suggest ways of integrating spatial
equilibrium analysis with linear programming formulations of agricultural
production.?

SiMPLE SPaTIAL EqQUILIBRIUM MODELS AND INTUITIVE SOLUTIONS

The first empirical application of the spatial equilibrium model (¥Fox, 1953}
was not a direct outgrowth of the linear programming revolution. In connec-
tion with our official duties at the Bureau of Agricultural Economics, some
colleagues and I had been thinking about the possibility of regionalizing the
agricultural outlook work for farm products. The United States Department
of Agriculture for many years had been publishing analyses of the short-run
outlook for priees, production, and consumption of farm produets at the na-
tional level. Behind such analyses lay a considerable body of statistical
demand and supply functions in terms of national aggregates,

However, variations in crop yields sometimes caused prices in individual
regions to change quite differently from the national average price. In the
case of a homogeneous cornmodity, the reason evidently lay in the shifting of
particular regions from surplus to deficit or self-sufficient status. In the case
of a heterogeneous commodity, such as apples, the differential hetween prices
in the states of Washington and New York would vary not only because of
changes in regional surplus and deficit relationships for “all apples” but also

*An article by Egbert and Heady (1961) indicates that they also have been moving
toward & synthesis of the demand and supply aspects of the agricultural sector. See
especially pp. 215-216, on “changes in demand.”
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because the varieties grown in the two states were not perfect substitutes.
Hence, their relative prices at any given location could change sharply from
year to year. Similarly, the differential between the prices of cottonseed meal
at Memphis and soybean meal at Decatur would reflect substitutability as
feeds in addition to changes in the regional demand and supply balances for
“all oilseed meals.”

The usual context of our outlook work involved forecasting price develop-
ments for a few months or a year ahead, taking advance estimates of eonsumer
income and crop production as predetermined variables. Hence, regionalizing
the outlook for a group of commodities interdependent in demand would
logically require a demand function for each commodity in each region and a
set of transfer costs for each commodity between al! possible pairs of regions.

The individual elements that belonged in a regional outlook model were
readily apparent and could be measured or estimated. What was lacking
until about 1951 was a convenient and exaet method of obtaining solutions in
a model with more than two or three regions. Conversations with Baumol in
the summer of 1952 and the appearance of papers by Enke (195]), Baumol
(1952}, and Samuelson (1952} encouraged me to go ahead with a ten-region
model of the livestock-feed economy. This was a one-commodity model with
feed supplies in each region predetermined in addition to all variables (such
as livestock numbers and prices) which influenced the levels of the regional
demand eurves for feed. These demand curves were assumed to be arithmeti-
cally linear.

The resulting model was so responsive to common sense or intuitive ap-
proaches that I did not formulate it in programming terms. Nor did I think
of it as a problem in nonlinear programming. I did not use a simplex tableau,
a transportation model algorithin, or other paraphernalia generally associated
with programming studies,

The intuitive methods used in my earlier work {Fox, 1953; Fox and Taeuber,
1955) would be quite tedious for models involving more than two inter-
dependent commodities and (say} 20 regions. And if spatial equilibrium
analysis is to supplement models such as that of Heady and Egbert, it should
have the capacity to deal with 20 or more interdependent commeodities and
perhaps 100 or more regions, Hence, a more formal statement of the computa-
tions required in large seale applications is indicated.

A One-CommoniTy MopeL witH RecioNab SurPLiks PREDETERMINED

The structure of my 1953 model for feed represents the simplest case of
spatial equilibrium analysis,

*This formulation implies that production and conmsumption in a region takes place at
a sicgle point, However, we might argue that a model containing a demand function and
a supply function for the United States as a whole implies that national production and
consumption takes place at a single point. Obviously, there is a gain in information in
proceeding from a national to even a five- or ten-regior model, and in concept there is
o limit to the number of regions into which the nation might be divided.
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In the ith region the demand function for feed is

Z1i + biaies + ity + Claud; = a1 (1)
The supply “function” is simply

5, = @2y = kog, (2)

and a gross equilibrium requirement for the system as a whole is

¥

Z T2.s = Z 55;-,- (3)

i=1

where r is the number of regions. In these equations, .;, %3, and x¥,; are
respectively price, consumption, and production of feed in the ith region.
The asterisk indicates that z; is a predetermined variable; u}; and u; are
predetermined variables (livestock numbers and livestock prices) affecting the
level of the demand eurve for feed and may be subsumed in a revized constant
term, {a).; — enufy; — er2udy) = ks

I the whole nation is regarded as one self-contained region, neither import-
ing nor exporting, the solution of the model is simply

T = —biazy + k1. : (4)

However, even a two-region case hegins to suggest the nature of a solution of
the spatial equilibrium model. If transportation costs were zero, then T, —
%,,, = 0 and the model would be defined by the following matrix equation:

1 512.1 0 0 0 0 r1a k;.l
0 0 1 0 ¢ 01} To.1 kz.l
0 0 0 1 b0 O T3.1 — k1o (5)
0 0 0 0 0 1]}z ka.g
o —1 1 0 —1 1 To.g 0
1 0 0 -1 o 9 I3.9 O
or in compact form
Bz = k. (8)

But if positive transportation costs are introduced, the sixth row of B and k
is replaced by two linear inequalities,

Tra — Trg 2 —lha (7
and

1y — 212 <oy (8)

where ¢, is the transport cost from Region 1 to Region 2 and t,, is the trans-
port cost from Region 2 to Region 1. The two rates are not necessarily equal.

Obviously, no more than one of these inequalities ean hold with equality in
an equilibrium solution of the model. If Region 1 ships to Region 2, (7)
applies with equality; if Region 2 ships to Region 1, (8) applies with equality.
In either case, the zero in the sixth row of k is replaced by the applicable



SPATIAL PRICE EQUILIBRIUM AND PROCESS ANALYSIS 219

transport cost, —£,, or ¢,,; the left-hand terms of equation (5) are unchanged.
Prices in the two regions differ by whichever of the two transport costs pre-
vails, and the system can be solved for the six variables—price, consumption,
and production in each region.* In matrix form the solution is

z = B, (9)

We can generate new solutions from equation (9) by modifying one or more
elements of the vector k to reflect changes in predetermined variables affecting
demand or supply or changes in the applicable transport cost from the surplus
to the deficit region.

There is, of course, another possibility—each of the two regions may prove
to be self-sufficient for certain combinations of values of the elements of k.
When this happens, z,,, -~ z,, =0 and z,, —z, , = 0; also, neither of the
two price-differential equatmna is satisfied. The system (5) dissolves into two
sets of three equations, each representing an independent supply and demand
equilibrium for one of the regions.

What happens to (5) as the number of regions is inereased? For three
regions, B will contain six demand and supply equations. It will contain a
gross equilibrium row as before. And if transport costs are zero, it will contain
two additional rows, one specifying that the price in Region 1 equals the price
in Region 2 and the other specifying that the price in Region 3 equals the price
in Region 2 (or in Region 1}). Nine equations are available for determining
the nine variables. '

When positive transportation eosts are introduced, however, the price dif-
ferentials are restricted by six inequalities, running from z,,  —z, ,=—¢,
through z,.,—=x,,,=t,,, No more than two of these relations can hold
with equality in an equilibrium solution. If all three regions are linked by
trade, two relations hold with equality and the matrix equation (9) applies to
the resulting nine equation system.

To select the proper price differentials we must solve the familiar transporta-
tion model. Specifically, we minimize

=) 2ty Gi=1,23) (10)
=4 _
subject to
8; 2 0, (11
S[ = Z 81; or — Z &1, (12)
%1 i1
and
8y = Z 82; Or -— 2 82 (13)
=2 in2

where T is the total transportation or transfer cost, s;; is the quantity of feed
shipped from Region 7 to Region j, and {; is the corresponding transportation
cost per unit; §; is the total quantity of feed shipped from (or to} Region 1.

*Regional production is a predetermined variable in equation (5) but would be an
endogenous variable in a model which ineluded price-dependent supply functions.
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Any S; can be either positive or negative, subject to the gross equilibrium
3 &

condition, 2 Tpg = Z 23+ This condition also implies that Sy + 82 +
i=1 i=1

83 = 0. Henece, once S; and S are determined, S; is given immediately by

83 = —={S; + 82).

It is clear, then, that the simplest spatial equilibrium miodel includes within
it (e) o set of demand and supply funetions and (L) & transportation model.
In hiz 1952 article on spatial price equilibrium and linear programuming,
Samuelson showerd that these two components could be handled n an iterative
sequence,

Samuelson’s procedure greatly simplifies some otherwise diffieult ecaleula-
tions. But to deal with large numbers of regions and several interdependent
commodities, some additional shorteuts are needed.

A MobeL rFor Two InverpepENDENT CoOMMODITIES: LIVESTOCK aND Freep

The complications involved in handling two interdependent commodities
mayv be illustrated with the Fox and Tacuber model (1935). Fer the :th
region this model includes the following equations:

Demand for feed
21+ binata + Draa®as + brea®es = @145 (14)
Supply of feed
' ’17;, = Qa.qi; (15)
Demand for lvestock
Teg F besatss = kss = @y — 041-1'1&;"-,' - Caz.iu;;; (16)
Supply of livestock
biri¥ri + bagiTs + Loy = 04 (17}

where x).;, 22, and x¥; are respectively the price, consumption, and produc-
tion of feed and x4, x5, and z.,; the price, consumption, and preduetion of
livestock. The predetermined variables uf; and w¥; are respectively the
number of consumers in the 7th region and their average disposable personal
income,

The ten-region model with which we worked required us to determine the
values of 60 variables {including regional feed produection, which was assumed
predetermined in the 1935 article but could well be treated as endogenous in
other applications), Ecquations (141 through (17) for cach region provide us
with 40 of the nceded cquations.  Two more equations are given by the gross
equilibriti eonditions,

10 10
Z oy = Z .T;, (18)
i=1 i=1
and
10 10

E By = Z Tg.i (19)
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These imply that the nation as a whole is 2 seli-contained system with respeet
to hoth commodities.

Eighteen more equations appear in an equilibrium solution, provided by
price-differential equations hased on transport (or transfer) costs® But these
18 must be seleeted optimally from u total of 180 possible restrictions by solv-
ing two independent transportation models, one for feed and the other for
livestoek.  If prices of each commodity in all ten regions were solidly linked
by trade, the matrix equation (9) could onee more be used to prediet the effects
of changes in the predetermined variables and transport coxts subsumed in the
k vector,

However, B ' would he a 60 by 60 matrix. I some change in data upset the
original tmdmu arrangements and priee differentials, it would be necessary
fafter solving the new transportation models) to invert a new 80 by 60 matrix.

For conereteness, o solution of the Fox-Tacuber model is presented in Table
1. The values of thv 60 encdogenous variables are given in columns 2, 3, 4, 12,
13. and 14, The ¢, s are Jmpllclt m columns 1.and 11, when taken in conjune-
tion with the patterns of the s ;i ¥ In eolumns 6-9 and 16-18.  All ten regions
are linked by trade in feed, but one region iz self-sufficient with respeet to
ivestock.  This means that one of the 8.5 is zero and the corresponding priec
15 not bound by any of the 18 possible equalities whieh might have linked it to
the price of ancther region.”

It should perhaps be noted that the Fox-Tacuber model assumes a conmpeti-
tive market economy in which farmers and dealers are free to bhuy products
from any source and to ship them to any destination. It implies also, that
interregional price difterentials are free to respond to ehanges in the geographi-
cal distributions of farm produetion and consumer demanc.

Thi= modet would be quite compatible with certain tvpes of subsidy pro-
grams under which market priees were permitted to vary as needed to clear the
market but producers would he compensated for uny adverse differences
between markets” prices und some guarantecd unit return,  Production in each
region would be determined hy the guaranteed unit return, while eonsumption
would be determined hy the market elearing prices, as in the spatial equilib-
rium model with regional supplies predetermined,

i & central authority undertakes to support market prices in cach region
at not less than some specified figure, a pattern of regional price differentials
will emerge but the national market will in general not be eleared.  The result
will be a modified spatial equilibrium solution in which the market price in at
least one region will he equal to the loeal support price.

In a country in which all agriculture was eentrally planned and all distribu-
tion faetiitics governmientally owned, the planning authorities would pre-
sumably still be interested in the efficient use of resourees. This efficient. use
would require the solution of a spatial equilibrium model; however, the “effi-
ciency prices” would he hookkeeping items rather than detcrminants of

* Assuming that prices in all ten regions are linked by trade in both commodities.

*However, the system is made determinate by the restriction that lvestock eonsump-
tion must equal livestock production in the sclf-sufficient region.



TABLE 1
JoinT Seatian EquirieriuM ror FEED AND LiveEsTOoCK

UNDER APPROXIMATE 1949-50 CoNbITIONS

A. FEED
Price .. X
Differ- Origins and Amounts of Net Imports
ential Equi- Feed Feed
from librium Consump- Produe- Net Northern
Corn Belt Price tion tion Trade Corn Belt Lake Plains Mountain Tots)
Region 1 2 (3) 1)) )] (6) (7 (8) (9 (10)
Dollars Dollars Million Million Million Million Million Million Million Million
per bu. per bu. tons tons tons tons tons tons tons tons
Northeast .2156 1.4796 12.22 4.34 -7.88 7.73 0.15 7.88
Corn Belt L0000 1.2640 45.18 54.70 9.52 {2.13)=
Lake —.0969 1.1671 15.24 15.39 0.15
Northern Plains —.1405 1.1235 13.23 .~ 17.28 4.05
Appalachian .1575 1.4215 9.96 8.92 —1.04 1.04 1.04
Southeast L2182 1.4822 6.17 4.78 —1.39 1.39 1.39
Delta .1454 1.4094 4.36 2.87 —1.49 1.49 1.49
Southern Plains .1233 1.3873 6.85 5.85 -1.00 1.00 1.00
Mountain —.0320 1.2320 2.84 3.09 0.25
Pacific . 2656 1.5296 4.73 3.56 -1.17 .92 0.25 1.17
Total 120.78 120.78 0.00 11.65¢% 0.15 4.08 0.25 13.97¢




UNDER APPROXIMATE 1949-50 ConpITIONS
B. Livestock

TABLE 1 (continued)
JoinT Sparian Equinisrium For FEED anND LivEsTOCK

Price
Differ- Origins and Amounts of Net Imports
ential Equi- Livestock Livestock
from librium Consump-  Produc- Net Northern
Corn Belt Price tion tion Trade Corn Belt Lake Plains Total
Region (11) (12) (13) {14) (15) (16) (17 (18) (19)
Dollars Dollars ’
per 100 per 100 Million Million Milliou Million Million Million Million
pounds pounds units units units units units units ‘units
Northeast .9650 17.1045 50.56 17.41 —-33.15 27.63 5.52 33.15
Corn Belt .0000 16.1395 31.88 62.06 30.18
Lake —.2510 15.8885 14.73 20.45 5.72
Northern Plains — . 0916 16.0479 4.96 17.37 12.41
Appalachian L7228 16.8623 14.80 14,03 -0.77 0.77 0.77
Southeast 8792 17 .0187 10.61 8.83 -~1.78 1.78 1.78
Delta . 2800 16.4295 6.25 6.25 0.00
Southern Plains 8762 17.0157 11.61 9.46 —2.15 2.15 2.15
Mountain .8384 16.9779 3.95 3.72 -0.23 0.23 0.23
Pacific 1.4588 17.5083 16.93 6.70 —10.23 0.20 10.03 10.23
Total 166.28 166.28 0.00 30.18 5.72 12 41 48.31

* Under the agssumed structure of freight rates, this amount of feed is shipped to the Corn Belt and reshipped to deficit regions in addi-
tion to the 9.52 million tong clagsified as net exports from the Corn Belt.
¢ Includes 2.13 million tons received from the Northern Plains and reshipped to other regions.
¢ Excludes 2.13 million tons of imports into the Corn Belt offset by re-export.



224 STUDIES IN PROCESS ANALYSIS

personal incomes. The pervasiveness of spatial equilibrium considerations in
the efficient long-run allocation of productive factors is well brought out by
Lefeber {1958).

Larcer MobpgLs

The Fox-Taeuber model could be expanded to include more commedities,
more regions, or both. Suppose we wished to include all domestically pro-
duced agrieultural commodities and all parts of the continental United States.
In aggregating conunodities, we would try to recognize similarities in produc-
tion and processing characteristics and interrelationships in demand. In
aggregating regions we would try fo recognize (1) homogeneities in soil,
climate, types of farm products grown, and techniques of production and (2)
the range of price variation among regions attributable to transfer costs.

CHOOSING APPROPRIATE NUMBERS OF COMMODITIES. Toa achieve a realistic
description of agriculture and closely related sectors; it would seem desirable
to subdivide feed into at least three categories—ifor example, feed grains, hay
and forage, and by-product feeds. It would be unportant to separate meat
animals and poultry into species; to treat eggs as a distinct commodity; and
to distinguish between milk for fluid use, milk for manufacturing, and farm-
separated cream, Furtherinore, the location of meat and poultry processing
facilities depends to some extent on the relative transportation costs of live
animals and dressed meats. Thus, it seems that dressed meats, poultry, and
the major manufactured dairy products should be included as additional com-
medities. At the farm level, other field crops in addition to feed should be
recognized, as indicated in the Heady and Egbert models. Soybeans, cotton,
cottonseed, tobacco, and wheat at the least deserve separate recognition.’

Ignoring orchard and vineyard crops, specialized production of vegetables,
and various minor commodities, a comprehensive model might well inelude 15
or more commodity groups at the farm level and several more groups of
processed foods—in round numbers, some 20 commodities.* Each commodity
adds 3 equations per region to the size of the B~ matrix in matrix equation
(9).* Thus, 20 commodities would require 60 eguations per region. Ten
regions would require 600 sirmultaneous equations; 100 regions would require
6,000 equations,

~ "Cotion and cottonseed are joint produets at the farm level but must be treated sepa-

rately in processing, trensportation, and demand.

sSinoe‘ this chapter was drafted, Brandow (1961} has pubiished a demand model oriented
toward the analysis of agricultural policies at the level of national aggregates. Brandow
divides food consumption into 24 commodities and/or groups, and some additional non-
food commodities (primarily cotton and tobaceo) are also included. Thus my reference
to a 20-commodity model does not overstate the level of disaggregation required for &
deseription of the food and agricultural sector that will be useful to policy makers.

*Including & price-differential relation if the region is linked to another by trade in the
relevant sclution or a requirement that consumption equsl production if the region is
self-sufficient.
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In addition, 20 transportation models would have to be solved. Each of
these would include 90 possible price-differential equations in a 10-region
model or 9,900 in a 100-region model; the applicable price-differential equa-
tions in an equilibrium solution would number 9 and 99 respectively for each
commodity in completely linked systems.

CHOOSING APPROPEIATE NUMBERS OF REGIONS. It would be desirable to
analyze agricultural production in terms of quite a large number of regions.
Many states contain two or more distinet type-of-farming areas. 1 believe
Heady and Egbert have chosen a reasonable level of aggregation for the
appraisal of production programs. Their 104 regions exelude portions of the
country which grow little grain. For other purposes a moderate number of
other regions would have to be added. If these are primarily mountain and
desert range areas, perhaps the continentsl United States could be filled in
completely with 120 regions.

If the United States were divided into 100 regions each accounting for 1%
of national farm output, each region falling in Iowa would have an area of
5,600 or 6,000 square miles. Most of the produce in such an area would be
within 40 miles of its center—about an hour’s haul by truek. It seems doubt-
ful that a national general-purpose model should concern itself with smaller
regions than this,

Rules of reason for disaggregation in a spatial equilibrium model might also
be based on the geographical ranges of prices for the various commodities
included in it. In Table 1, feed prices range from $1.12 to $1.53 per bushel,
with a midpoint of $1.32; livestock prices range from $15.89 to $17.60 per
hundredweight, with a midpoint of $16.75. Thus, the range of feed prices is
equa!l to about 30% of the midpoint, while the range for livestock is about 10%,

At first glance it might appear that transport costs have only a third as much
impact on livestock as on crops. But livestock production depends upon the
relative prices of livestock and feed, and these price ratios run from about 11.5
to 14.2—a range of 20%.

For all farm products flowing into. domestic food use in 1960, long-haul
transportation costs were equivalent to 20% of the net farm value—$4.1
billion as compared with $20.7 billion. There is no simple way to translate
this figure into typical ranges of geographical price variation. First, a large
proportion of the §4.1 billion cost is incurred in shipping products from one
point to another within regions as large as those of the Fox-Taeuber model.
Second, long-haul transportation costs are incurred on only a portion of total
food production—though probably the major portion. Third, transportation
casts are low relative to the equivalent farm value for some products and high
for others.

Consider a farm product for which the extreme geographie range of prices
is equal to 50% of its midpoint. In a 10-region model, the average price dif-
ferential between successive regions arrayed from lowest to highest price would
be 5 to 6%. In a 100-region model, the average price-step would be on the
order of .5% of the national average price.
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A 100-region model should permit us to recognize regional price differences
arising from spatial equilibrium considerations with as muech precision as is
warranted, considering stochastic elements in crop yields, errors of measure-
ment in official price and production data, and other errors, uncertainties, and
aggregation problems in the real world. A 10-region or 20-region model might
be perfectly satisfactory for a partial analysis of one or two commodities with
low transportation costs. But different commodities might require different
regional breakdowns if such small models were used.

EFFECTS OF THE TIME DIMENSION ON APPROPRIATE NUMBERS OF REGIONS AND
THE FEASIBILITY OF PARTIAL ANaALYsIS. In practice, it seems to me that two
classes of spatial equilibrium models will be found useful.

In appraising long-run problems of interregional competition or the incidence
of changes in transportation costs, state excise taxes, and other semipermanent
elements, modelzs of 100 regions or more seem appropriate. Long-run models
might differ from short-run models in other respects as well, for the extent of
supply response to a given change in prices depends upon the amount of time
allowed for the adjustment. Certain variables which are predetermined for
short-run purposes are endogenous in a long-run context. Long-run models
would assume expected values of all stochastic variables, and empirical verifi-
cation of predictions based upon them would involve (1) averages of actual
realizations over a several-year period or (2) adjustments of observed values
of the endogenous variables to reflect expected (rather than observed) values
of the exogenous or predetermined variables.

Forecasts of regional price and shipment patterns for the year just ahead
are subject to uncertainties about crop yields, consumer incomes, and other
variables. They are also subject to standard errors of forecast from statistical
demand and supply functions. These uncertainties and errors may be equiva-
lent to errors of 2 to 5 or 10% in regional price forecasts. A 10- or 20-region
medel would probably give as much recognition to spatlal equilibrium factors
as 18 justified in a short-run forecasting context,'?

" The problem of estimating the parameters of regional demand and supply functions
does not differ in principle from many other estimation problems in economics. For
example, the Fox-Taeuber model was based in part upon the following two demand fune-
tions, fitted to national averages or aggregates:

Pr = 07 ~ 1.932; + 8951 + 2.26m; R® = 85
(200 ()

and
q1=-al-—52pz+700+40y, R? = 95
{03} (.10} (.03)

where all variables are first differences of logarithms of annusl observations for the period
1922-1941. Standard errors of the regression coefficients are shown in parentheses. The
first equation expresses the price of feed (corn) as a function of the total supply of feed
grains, an index of livestock prices, and an index of livestock numbers. The sccond
equation expresses per capita consumption of food livestock products as a function of an
index of retail prices of food livestock products, a price index for all other consumer
goods and serviees, and real disposable income per capita. These equations were first
published in Fox (1951) but are more generally accessible in Fox (1958) on pages 106 and
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Also, for short-run forecasts some groups of commodities might be treated
as substantially independent of one another in demand. This involves a
judgment that the effect of neglecting such interdependencies would not ma-
terially increase the level of error and uncertainty already present in the
situation.?*

However, the smaller models would represent specialized offshoots of the
general-purpose mode! with its 20 commodities and 100 or more regions. If
we can solve the computational problems of the latter we can & fortlorl deal
with at least the nonstochastlc aspects of the former,

SHorTCUT METHODS FOR HANDLING LaARGE NUMBERS OF REGIONS

In practice, the size of the key matrix, B, in a spatial equilibrium model ean
be greatly reduced without loss of accuracy. We cannot, of course, aggregate
over commodities once our 20 groups have been defined—these have different
transportation cost patterns and even different units of measure. But we can
aggregate over regions. The main point can be illustrated with a one-com-
modity model with regional supplies predetermined.

In such a model, the demand funetions in each region can be aggregated to
yield a single demand funetion at the national level. We assume each of the
regional demand funetions to be arithmetically linear. Given the predeter-

116 respectively. The coefficients of these equations were rounded and in some cases
adjusted to bring out the logical relations between them in an equilibrium context, (For
example, if the feed supply is fixed, a 1% increase in the number of livestock reduces the
supply per head by 1% and increases the price of feed in proportion to the coefficient of
price flexibility. If the latter coefficient (the coefficient of z;) is rounded to —2, the
coefficient of n, should be rounded to 2. These changes are well within the standard
error ranges of the coefficients.)

The regional demand functions were all derived from the national ones on the plausible
assumption that elasticities of consumer demand for livestock products were similar in the
different regione and that producers of a particular kind of livestock in different regions
would respond similarly to changes in feed-livestock price relationships.

In principle, the parameters of the demand and supply functions in each region could
be derived independently from family budget surveys, consumer panels, farm surveys,
and the like. Or, as implied in Chapter 7 and in parts of this one, we could (given suf-
ficient resources) develop a normative model for each region reflecting the resource mixes
of its farmers and the food preferences of its consumers.

2 The 24 by 24 matrix of elasticities and cross elasticities of demand for foods given on
page 17 of Brandow (1961) would permit some interesting tests of the effects of difierent
degrees of approximation in this regard. For example, Brandow's matrix, calculated on
the basis of principles spelled out in Frisch (1959), contains 554 nonzero elements (there
would be 576 except for a special handling of imported beverages—cofiee, tea, and cocoa).
However, 365 of the cross elasticities are smaller than 005 and another 95 would round to
01. Ounly 70 cross elasticities are greater than 0l and 44 of these are concentrated in two
commodity groups, (a) meats and poultry and (b) fats and oils. Except for these two
groups the matrix appears to be dominated by the own-price elasticities which form its
diagonal elements. However, the cross elasticities of .01 or so may still be sufficiently
numerous (and sufficiently concentrated) to have important effects upon the accuracy of
consumption forecasts for particular foods.
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mined national supply (say) of {eed, we can immediately calculate the United
States average price implied by the national demand function.

Suppose we wish to estimate the effects on feed consumption of a 10-cent
increase in the U. S. average price. If a 10-cent change in the U. 8. average
price is associated with precisely a 10-cent change in every region, the change
in national consumption ealculated from the national demand funetion will be
exactly equal to the sum of the changes calculated from the regional demand
functions. Evidently, if the prices in all regions are linked together by trade
into a definite structure, the price in each region is an exaet linear function of
the price in any region which might be chosen as a basing point. Similarly,
the U. 8. average price defined by our aggregative demand curve will be an
exact linear function of the price in the basing point region. This obvious
relationship was the key to the extreme ease with which iy 1953 model could
be manipulated.

It may turn out that as the entire price structure is raised or lowered, some
region will pass from (say) a surplus to a self-sufficient status, In this case,
the remaining n — 1 regions can still be manipulated as an aggregate to obtain
a market clearing solufion for the regions that are still interconnected.

With two interdependent coinmodities, & region might prove to be seli-
sufficient in one product but not in the other. In this case, the national model
could be converted to a two-region system, requiring the inversion of only a
12 by 12 matrix,

These principles can be adapted to the handling of multicommodity models.
However, space does not permit a more extended discussion, and I believe that
most economists who decide to grapple with large scale empirical models will
be resourceful enough to make such adaptations. 2

It is true that shorteut solutions of the sort outlined must contend with a
certain dilemma. If the trading pattern linking a group of regions is highly
stable in the face of large changes in the level of the price structure, shorteut
solutions which treat these regions as a single aggregate will also tend to be
stable. This is a computational advantage. But on the other hand, one of
the chief virtues of the spatial equilibrium model is its power to forecast
and/or explain changes in the patterns of priee differentials and interregional
trade. For a spatial equilibrium model to be interesting, at least a few of its
regions should be somewhat susceptible to changes in their net trade positions.

Actual experience with a large scale model (of perhaps 20 commodities and
100 regions) might also lead to the toleration of slight imperfections in the
“final” solutions. For example, iterations might be suspended when estimated
national consumption eame within 1% of national production for every com-
modity. When we consider that there are significant errors of measurement
in all our statisties on regional prices and production, and that regional con-
sumption must often be inferred rather than measured directly, this tolerance
1evel should be sufficient.

Also, the United States exports or imports significant quantities of & number

™A few copies of an earlier draft containing additionsl suggestions on methods of solu-
tion are available on request.
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of farm commodities. On the one hand, this suggests the desirability of link-
ing the United States with other countries or regional groupings in a spatial
equilibrium model of world trade and production. On the other hand, it sug-
gests that errors in forecasting predetermined variables in other countries, let
alone the possibilities of serious political disturbances, would limit the accuracy
of our estimates of United States imports and exports to an extent greater than
the 1% tolerance limit just suggested.1*

INTEGRATION oF SraTian EqQuILiBrtuM MobELS WITH LINEAR
PROGRAMMING FORMULATIONS OF PRODUCTION

So far we have assumed continuous linear supply funetions. But it would
seem desirable to integrate the spatial equilibrium model also with a linear
programming formulation of agricultural production. Heady, in collaboration
with Egbert and with other colleagues and former students, has conducted
many linear programming studies of individual farms as well as of agricultural
regions. Day (1960), Henderson (1959), and others have also experimented
with linear programming formulations of agricultural production at the
regional level.

The principal problem in blending activity analysis formulations of produe-
tion into a spatial equilibrium model lies in the discontinuous nature of (1)
the regional supply functions for each commodity and (2) the derived demand
functions for feeds as inputs into regional livestock enterprises. In the Fox-
Taeuber model, for example, three of the four supply and demand equations in
each region would become step functions. Exact market-clearing solutions
might not always exist, and the pursuit of the optimal solution by standard
programming methods might be extremely laborious.

Something depends upon the sophistication with which regional production is
to be portrayed. In actual farming practice we might expeet to find a nearly
continuous spectrum of production functions realized by different farmers as
prices fluctuated within their usual ranges. Conceptually, it would seem

?The suggestion of a world or international spatial equilibrium model implies that we
operate at two different levels of aggregation, one for international trade and one for in-
terregional trade. While this is inelegant, and would increase the difficulties of obtaining
ezact solutions for all regions which would be optimal in relation to the internal (regional)
price and production patterns in every other country, it represents a practical compromise
with the disturbances and measurement errors which characterize the real world,

We could also take the solution for one of our regions (say Region 3) from the national
model and set up a highly detailed spatial equilibrium model for counties or townships
within Region 3. Thiz detailed model would accept regional produetion and consumption
as predetermined, along with regional price, which would have to be identified with some
particular point in the region.

If similar internal models were implemented for two contiguous regions, it is likely
that some discontinuities would appear at the border. However, anyone operating with
such a detailed loeational model would probably be able to handle these problems satis-
factorily on an ad hoc basis.

“Bome further comments on iterative methods of solution are contained in the earlier
draft mentioned in footnote 12.
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desirable to take a sample of {arms in cach region, give each farm a linear
programming formulation, caleulate its profit-maximizing responses fo pre-
determined sets of prices, and aggregate these to obtain regional supply func-
tions and (in the case of feeds) derived demand functions. Depending upon
the number of farms in the sample, the regional supply and derived demand
functions might be very nearly continuous.

The next step would he to approximate these regional functions by straight
lines over the range of price variation that seems likely for a few years ahead.
Some experimentation would be needed to determine satisfactory routine
mcthods for deriving these lines. A number of coefficients could be set at
zero if the production processes on individual farms showed no direet connec-
tion between two commodities. Multiple regression techniques could then he
used to estimate the nonzero coefficients in the supply functions in each region
and in the derived demand funetions for feed. Together with the maintained
demand functions for livestock, the newly estimated supply and demand fune-
tions provide us with a standard spatial equilibrium model.

Alternatively, we might start out from the Heady and Egbert formulation
which treats each region as though it were a single farm. The linear pro-
gramming model for each region would be used to generate the discontinuous
supply function for each product and the derived demand function for each
feed. The wider the range of processes included in the regional model for
producing each commodity, the nearer the corresponding step funections will
approximate to econtinuous functions. Over the range of prices thought likely
to prevail during the next few years, we might appreximate these discontinuous
functions with arithmetic straight lines. In the process of calculating the
optimal regional production response to a change in the price of one com-
modity, the hnear programming model would generate the step-function supply
responses not only of the given commodity but of other interdependent com-
modities. Linear approximations could be made to these functions as well.?®

In this fashion we could generate a complete set of linear supply functions
for feed and livestock and derived demand functions for feed. The linear
programming formulation of production would provide a clear-cut justification
for the presence of some zeros in the coefficient matrix of the continuous fune-
tions. It would provide an explicit basis for the sizes of the coefficients in each
linear equation. The demand functions for livestock produects would continue
to be based on statistical demand analyses of the traditional type.’s

Either of the approaches just outlined could be extended to all farm
products; they would not be limited to the livestock and feed complex.

“If the “trend” of a step function were nonlinear, the function might be approximated
by two or three linear segments. In connection with any particular sclution of the model,
hawever, we must try to anticipate on which segment the equilibrium price-quantity com-
bination will be found.

*Victor Smith’s (1960) linear programming model of eonsumption could perhaps be
added at the consumer end of the marketing system, Thus, we could treat each region as

one big household with a linearized indifference surface based on (1) nutritional require-
ments and (2) food habits and preferences, including complementarities between foods
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Thus, it seems possible to reinstate the computational convenience of con-
tinuous arithmetic functions in a manner closely related to the linear program-
ming production base. If the restrictions included in the linear program-
ming production model were based on short-run considerations, the coefficients
of the parallel continuous model would be appropriate for the same short
period. If the restrictions in the linear programming model reflected the
degree of resource flexibility appropriate for & five or ten year period, the
parallel continuous model would also apply to a five or ten year adjustment
period.

CoNcLUDING REMARKS

It is now possible to develop sophisticated and disaggregated models of the
entire food and agricultural sector of an economy. There have been major
breakthroughs recently in the analysis of several levels in the production and
marketing sequence.

A model of regional price differentials, interregional trade, processing, dis-
tribution, and consumption at a level of aggregation comparable to that of the
Heady and Egbert production model would be at the least a valuable construet
for research workers. Students of particular industries and particular loeali-
ties could ignore its existence and be no worse off than at present. But the
large scale, nearly complete model of food and agriculture would be available
if such students wished to check their ceteris paribus assumptions against the
interdependencies indicated by it.

Interdependencies between food and agriculture and the rest of the economy
can be approached from a number of viewpoints. In another connection, I
have pointed out that a two-sector input-output matrix of the United States
economy, one consisting of agriculture plus the food and fiber processing in-
dustries and the other of the remainder of the economy, is nearly triangular -
(Fox, 1962}. In other words, there are very few processes or activities outside
of the agriculture-food-fiber complex which require farm produets or by-

and upper and lower limits on the consumption of particular foods. These food habit
restrictions could be varied in accordance with changes in the average per capita income
of consumers in the region.

This approach would result in discontinuous demand functions and substitution rela-
tions directly analogous to the supply functions which result irom the treatment of each
region as one big farm. It would be coneeptually possible to start out in each region
from a sample of households, each represented by its own set of requirements and prefer-
ences. We could compute the normative responses of each such household to chansges in
retail food prices and expand them into regional aggregates. We could approximate these
regional consumption surfaces by linear functions over limited ranges of expected price
variation and compare them with the results of traditiona! demand analyses based on
time series aggregates,

I am not recommending the early substitution of normative consumption surfaces for
statistical demand functions, as the problems of concept and measurement need a thor-
ough winnowing in the professional journals before this is done.
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products as inputs. Based on 1947 technical coefficients, a 10% increase in
deliveries to final demand from “all other industries” would increase require-
ments for farm output by only .5 or .69%."" _

In percentage terms, agriculture is heavily dependent upon inputs from the
rest of the economy. Nonagricultural input per unit of farm output has
increased substantially during the past decade or two. But the absolute
significance of this for the rest of the economy has been approximately offset
by the declining share of agriculture in total economie activity. As of 1961,
a 10% increase in farm output would probably call for less than a 1% increase
in the output of “all other industries” as a group.

This suggests that some practical uses of a model of food and agriculture
would require little attention to direct influences of this sector upon the rest
of the economy and even less to possible indirect effects or feedbacks from it
upon food and agriculture. However, some farm programs or endogenous
developments could have considerable effects upon particular localities and non-
farm industries, It should be quite feasible to combine a detailed model of
food and agriculture with a much more aggregative medel of the rest of the
economy, so that agrieultural policies could be studied realistically without
losing sight of the major interconnections between agriculture and other
sectors.
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CHAPTER 9

PROCESS ANALYSIS OF THE U. 8. IRON AND

STEEL INDUSTRY
Tibor Fabian

INTRODUCTION

orJECTIVES. This paper describes a general-purpose proeess analysis model
of the iron and steel industry. Conception of the study in 1953 was strongly
influenced by the U. 8. Government’s potential interest at that time to assess
the industry’s technologieal capability to operate under emergency conditions
and to provide steel for using industries after a partial destruction of plants
and equipment. Emergency conditions were understood to be (2) an unusual
demand for steel by industries which supply the military, and (b) a decrease
in the supply of certain materials, particularly imported materials.

Certain questions about each of the above problem areas no doubt could be
answered without the use of an elaborate process analysis model. For ex-
ample, independent studies had earlier been performed in connection with
material stockpiling.' The models that were constructed appeared satisfac-
tory. Why then, the need for this larger model? The previous studies con-
sidered only segments of the industry and its problems. For simultaneous
consideration of several problems a means was needed both for efficient data
reduction analysis and for answering questions likely to arise in military pre-
paredness planning,

Once conceived, the model was seen as capable of serving peaceful needs as
well. Suppliers to the iron and steel industry of its complex furnaces and
mills, measuring and control equipment, and materials have need to assess the
economies of different production processes in order to anticipate changes in
the demand for their products and services. A process analysis model could
become a prime tool in this planning proecess. Producers of materials which
compete with steel can also use a process analysis model. And finally, a
process analysis model could well be useful to members of the steel industry
itself, all the way from the long range planning of a concern, a division, or a
plant, down to the scheduling of the interlocking activities of a steel mill.z

The model permits prediction of the industry’s responses to variations of a

* For instance, Karreman (1957) ; Economics Research Project (1957).

*The use of mathematical programming in production planning and scheduling steel
plants is expanding. See Blatiner (1959).

237
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range of exogenous factors such as the availability of certain input materials
and the desired product mix. Within a more general view of economic
equilibrium, such changes might well be regarded as endogenous. From the
viewpoint of the single industry, however, these input and output limitations
represent fixed parameters, rather than decision variables, Specifically, the
model has been so designed that the following illustrative questions may be
asked:

1. What is the consequence of a long run change in the ferrous content of
somme iron ores or concentrates on

a. The demand for steel serap in steel production?

b. The marginal value of coke ovens, blast furnaces, and steel furnaces?

¢. The demand for coal by the steel industry?

2. What is the consequence of a short run change in the availability of steel
scrap on

a. The use of hot metal in steel production?

b. The rate of output of steel?

¢. The marginal value of eoke ovens, blast furnaces, and steel furnaces?

3. How does g shift in demand for the produets of steel using industries
affect the marginal value of the different units in steel plants under various
operating circumstances? In other words, where do bottienecks arise and do
these bottlenecks vary depending on what input materials are available?

A number of problem areas are encompassed here. The first and second
questions induce us to assess the relative values of domestic ore concentrates,
such as beneficiated taconite, and the value of imported high grade ore in light
of decreasingly available amounts of domestic ore and the future supply of
steel serap. The economic effect of new steel production technologies, such as
the use of oxygen, ean also be investigated within the context of the first ques-
tion, sepecifically under 1b. With the use of a process analysis model earlier
studies on the long range availability of retired steel scrap® can be extended
into a quantitative analysis of the interaction between the rate of supply of
retired serap, serap price, and the use of alternative production technologies,
Such analysis is required to answer the second question. Finally, the last
question is concerned with the effect of increazed military or civilian demand
for stee! on the economy at large. The matrix in its present form can point
out bottlenecks in the industry which would he of first concern in any expan-
sion program. Similarly, one could analyze those critieal points in steel pro-
duction which, if inoperative for military reasons, would substantially reduce
steel output. At the time this study was undertaken, the last question was of
greater importance than it might be today.

The three questions can be answered by computing the solution of an appro-
priate process analysis model with a suitable optimizer. Reliability of the
answers will depend on the accuraey of the formulation of the model and the
coefficients, In this direction, the model presented here is but a first step; im-

*For instance, “Iron and Steel Expansion and the Future Supply of Obsolete Ferrous
Scrap,” by B. E. Etcheverry, Kaiser Steel Corporation, 1951 (manuscript).
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provements in both the formulation and figures should occur once that step
has been taken,

scoPE. In order to attain modest results within the broad objectives, sev-
eral restrictions were imposed on the scope. The purpose of the study was to
prove its feasibility rather than to prepare the ultimate model. Technologi-
cal relationships are intended to be representative of those in a single country
—the U. S—during a single time period—the 1950's up to, but not ineluding,
institution of the oxygen converter process. The model is static. The indus-
try’s plant and equipment is taken as a datum. This convenient assumption
makes it possible to bypass difficulties connected with the dynamies of plant
expansion—specifically, the matter of economies of scale. The study has ig-
nored the geographical aspects of the industry, and cannot be expected to pro-
vide insight into questions that invelve plant location and/or transportation.

The model's constraints were based mostly on published material on the
technology of production, and to a small extent on information gained in in-
terviews with representatives of the industry. Such meager knowledge of the
technology no doubt created an imbalance in the model by expanding the
representation of some aspects of the production processes-and at the same
time limiting the consideration of others. Most of the data come from pub-
lished material, but some were obtained from industry sources.

The analysis conceives the industry as one completely integrated steel plant.
Such plant contains all phases of the production process, from the production
of metallurgical coke through the production of iron and steel to the rolling
and finishing of steel. Most iron and steel production takes place in such in-
tegrated plants, although some plants might be integrated back to steel or iron
production only. Eiectric furnace plants do not require blast furnaces or
coke ovens. The products of integrated plants usually do not completely
overlap. Some plants may specialize in the production of structural steel or
heavy plates, while others might produce sheets and pipes. The linearity of
the input-output relations bypasses the problem that may arise from the econ-
omies or diseconomies of scale of one single plant producing all steel products.

DIFFERENT FORMULATION OF THE FPROCESS ANALYSIS MODEL. The mathe-
matical structure of the model used here is described in Fabian (1958).
This study is based on manuseripts prepared on the formulation of & model
on each stage of iron and steel production as discussion papers at the Man-
agement Sciences Research Project, U.C.L.A., between 1953 and 1955.

Other models of iron and steel produetion concentrated on one phase of the
process. The blast furnace burdening problem drew the greatest interest and
was exploited in Bailey (1856) and Weingartner and Reed (1957). More
recently several steel firms have developed elaborate linear programming
models of various stages of production. See Hilty, Taylor, and Gillespie
11959).
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A Rrview oF TeE TrecHNoLOGY

THE INTEGRATED PLANT. The schematie diagram of Figure 1 presenis the
flow of materials, fuels, and products in an integrated plant.  This is a highly
simplified presentation of activities and units, and ig designed to emphasize
flows and processes which were incorporated into the model.

An integrated steel plant consists of the following major units or operating
departments:

Coke ovens

Blast furnaces

Open hearth furnaces

Primary and secendary rolling mills

Each of these units may consist of several auxiliary components. Coke
ovens may have a large plant for separating liquids and solids from the coke
oven gas. Blast furnaces operate tandem with “stoves” which preheat the
air that is blown into the furnace. Rolling mills inelude rcheating furnaces,
The auxiliary unit is not considered as a separate cntity, hut is treated as
part of the technology of the major unit,

Bessemer converters are operated instcad of open hearth furnaces or as a
supplement to them. Electric furnace plants nced not be operated in con-
junction with other steel making furnaces or biast furnaeces.

A transportation network exists in each plant to move the products. Spe-
cialized cquipment is required to handle coke and hot metal (pig iron). This
network will not be considered as a separate entity within the scope of this
model, as if its eapacity never limited production.

The flow of produets is straightiorward. Exogenous supply to the system
15 coal, iron ores of various types, and steel serap (other than “home serap”).
The outputs of the integrated mill are the large variety of steel products, coke
oven by-products and, to a small extent, oven gas and slag. Internally, coke
from the ovens is used in. the hlast fwrnaces (some coke is used in the open
hearth furnaces); iron is used in the open hearth and bessemer furnaces: roll-
ing operations start with ingot steel input. Gas and tar-pitch mixture is used
within the plant as fucl. Coke ovens constitute the main source of this fuel,
although blast furnaces contribute some gas. Steel scrap, a by-product of
rolling operations, is reeycled into the steel furnaces.

Af various points in the processes, choices exist as to which of several al-
ternative technologies to use and, consequently, in what proportion to include
certain materials. Decisions regarding (a) how much of cach type of iron ore
to use in the blast furnace, and (b} in what proportion the open hearth fur-
nace should use iron and steel scrap, are a result of operating economy or
necessity dictated by external factors, and affect the operations of the entire
plant. If less iron is used in the open hearth furnaces, less coke and gas ean
be produced. Therefore, more fuel oil may perhaps be used for heating in the
milis or furnaces. Similarly, a different ore mixture in the blast furnaces will
affect the volume of coke produced and the fuel used.
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Each major step in the production process will now be examined briefly.
Description of the technology will be limited to those elements which give a
clue to the formulation of the process analysis model.

PRODUCTION OF METALLURGICAL coaL. The technologies were used in the ref-
erence year: beehive coke production and by-product coke production. In
the heehive process the volatile components of coal are burned in limited air
to obtain the required coke. The technology is simple: the input of the ac-
tivity consists of coal; the output is coke. The weight ratio of input and out-
put can be taken fixed for each type of coal used. A few plants use waste
heat from the process to generate electricity.

The beehive process was widely used when high quality hard ceal was
abundant. By-product ovens replaced many beehive ovens, and to date the
beehive process is primarily used to satisfy peak requirements.

A by-product oven consistz of a battery of retort-type ovens. The oven
charge, & mixture of high and low volatile content coals, is heated through the
oven walls with coke oven gas, a hy-product of the process. The volatile
content of the coal is separated from the solid carbon and is led through groups
of auxiliary equipment. Here coke oven gas is separated from the other by-
products. The solid part of the coal becomes coke. Several by-products are
identical to, or are substitutes for, by-products of erude oil distillation, and
indeed the process of separating the coking by-products from each other re-
sembtles the distillation of crude oil.

The physical characteristies of coke and the quantities of various by-prod-
ucts depend to a large extent on the type of coal used in the coke ovens and on
speed and temperature of the coking process, For our purposes, these factors
indicate the possibility of using some mathematical programming technique
to choose the best input mixture and process characteristics. This pro-
gramming problem could in principle be incorporated into the process analysis
model. To the extent that some by-product eutputs are substitutes for out-
puts of the petroleum refining industries, eertain activities of the iron and
steel industry will become competitive with activities of the petroleum refin-
ing industry.*

An early attempt to formulate the programming of coke production and to
determine the optimum mixture of coals failed., Apparently, while detailed
knowledge of the coking characteristics of individual coals exists, much less is
known about how to prediet the attributes of a coal mixture from the char-
acteristies of its components. Practical results are obtained by limited experi-
ments with various mixtures.

As a consequence, by-product coke production is introduced into the steel

‘Up to 1946 all benzene, most toluene, and a substantial portion of xylenes were de-
rived from coal. Increasing demand for the aromatics by the growing plastics, synthetic
fiber, and other industries resulted in new technologies for the recovery of these chemieals
from petroleum. By 1856 the petroleum refining industry was participating heavily in
the substantial growtk of the production of basic aromatics. (From a description of the
UDEX extraction process.)
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industry model as only one activity with coal as input, coke and coke oven gas
as output. No opportunity is provided for a choice among different types of
coal. Furnace gas output is used as a net figure after an allowance for the
volume absorbed in the heating of the coke retorts. Chemical by-products
other than oven gas are neglected, since in this formulation their production
is proportional to that of coke and, in addition, they are not used in Iater
stages of iron and steel production. In a general process analysis model, these
by-products would appear together with their substitutes supplied by other
industries. Such a general model may give unexpected results. For instance,
one may find a price level for these by-products at which it might be eco-
nomical to produce coke in a substantial quantity even though steel produe-
tion were at a low ebb. For the time heing, however, the observations are
that the chemical synthetic fibers, cellophane, plastics, and perfume indus-
tries experience a shortage of some raw materials when steel production rates
are down.’®

PRODUCTION OF PIG IRON. The production of pig iron or hot meta! is the first
of the two metallurgicai stages of steel production. The process is a sequence
of reactions hetween the chemical components of the material inputs: iron ore,
limestone, coke, and air. Each of these ingredients is a composite of free
chemical elements and/or compounds, which, in simple terms, separate from
each other and create new compounds at the high temperature in the furnace.

Blast furnace plants use several ores as a mixture to produce pig iron of a
desired chemieal analysis. A computational procedure, referred to sometimes
as the “hurdening problem,” is applied to determine how much of each of the
different types of ores and how much limestone and eoke should be used in the
mixture as blast furnace input. Subsequently the true chemistry of the out-
put is determined by an analysis of the iron, and the input proportions are
adjusted if needed. The chemical analysis of suecessive quantities of molten
iron average out in a “hot metal mixer” prior to further use.

The outputs of the process are: metallurgical iron, low B.T.U. content blast
furnace gas, slag, and waste heat. The first two will be incorporated into the
model. Slag is a waste product withoui any pesitive economic value, and
therefore, was not considered in the model. Waste heat was left out of the
model as were all other components of power generation and usage.

STEEL PRODUCTION. Compared to the continuous process of iron production,
steel production is a batch process. Individual “heats” of steel are produced
in furnaces using molten pig iron (“hot metal’"}, steel serap of different qual-
ity and source, lime and limestone, ferromanganese, and alloying materials.

The technology of the open hearth furnace is flexible. Hot metal can be
used with steel scrap in widely varying proportions, from a low of about 36%
scrap content in the charge to a high of up to 60-70%. The most usual fur-
nace charge eonsists of half scrap and half hot metal. Chemical reactions in
the open hearth furnace associated with steps in the operations apparently

#8ee “Decline in production of steel results in a shortage of coke by-products,” New
York Times, September 4, 1960, Section 3.
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vequire that at least about 30% of the metallic charge should be steel serap.
The upper limit is probably the consequence of the need to control the chem-
istry of the finished steel. Depending upon size, a furnace can produce from
100 to 500 tons of ingot steel at approximately 11 hour intervals, The actual
time needed per heat to some extent depends on the percentage of hot metal
used. Cold charge (steel scrap) takes longer to process than molten charge
(hot metal) because of the time required for melting,

The charge of the oven is heated directly by coke oven gas or oil. The
process analysis model incorporates the use of excess oven gas as furnace fuel.

Bessemer furnaces use almost all hot metal charge. Fuel is not required in
Bessemer steel production; the process is endothermic. Electric furnaces can
be operated with pure scrap charge; the charge is melted down and contrelled
by electric are or induction heat. :

Scrap is supphied (1) by the steel milis—about 30% of the output is re-
cycled through the open hearth or electric furnaces; (2) by industry—as
“prompt” scrap or serap returned immediately to the mills as the production
-uses up steel; and (3) by the economy in the form of retired serap. Serap is
graded by form, size, density of a baled bundle, and other characteristics.
Grading appears to have some relationship to yield: the amount of steel pro-
duced per ton of scrap used; and to efficiency of use: production per hour.
Heavy steel serap gives a higher yield, and its use is more efficient, than light
serap. This difference is normally reflected in a price difference between the
two types.

There is a similarity between the metallurgical aspects of iron and open
hearth steel production. Both processes remove impurities from the iron.
More correctly, hoth processes use lime based slag to absorb nonferrous ma-
terials, in particular, impurities of iron, in the furnace charge, and to yield a
ferrous output with the desired characteristics. In the blast furnace process,
lime binds the nonferrous rock of the iron ore, and the resulting slag absorbs
some of the sulfur passed on by the coke. In the open hearth proeess, lime is
avallable in excess amounts and is used to trap the remaining impurities of the
iren {or steel scrap). The presence of manganese assists the chemical reac-
tions. : '

ROLLING AND FINISHING OF STEEL. The last stage of steel production creates
the shape and certain surface and physical characteristics of steel. We shall
distinguish between rolled, forged, and cast steel.

Rolled steel is usually the product of a multistep process. Ingots are rolled
to produce primary blooms, billets, and slabs; all other shapes result from
rolling and forming the primary shapes. Thus, welded pipes are made of
skelp, steel sheets or strips of sheet; wire is drawn from rods; nuts, bolts,
rivets, nails are made of wire.

Tinning and galvanizing provide steel with a coat of nonferrous metal such
as tin, zinc, or lead. The container and construction industries use such coated
steel. Forging and casting create shapes which cannot be obtained with roll-
ing and need not or cannot be obtained by machining. Figure 2 iliustrates
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. the flow of finished steel through several stages of rolling, Each stage cor-
responds to a rolling mill. The diagram represents the interrelation between
rolling mills but it is not a flow chart of any specific steel mill.

The model aggregates the production in all types of rolling milis into seven
~ activities. An eighth activity represents forging of wheels and axles. {(See
Table 6.) The product flow originates at the rolling of primary shapes. The
output of this activity (18) is allocated among other activities of the rolling
mill segment of the model. Only two activities receive secondary rolled steel
as input. Activity 22, representing the production of wire and wire products,
uses bars as input {equation 38); activity 25, production of pipes, uses plates,
sheet, and strip (equation 39). Normally, the rehcating furnaces, manipulat-
Ing equipment, and rolls of a mill arc constructed to produce a certain range of
items. While it is conceivable that other items could be produced, this would
probably necessitate considerable modification of the entire mill set up. While
the concept of substitution is similar to that of the machine working industry
and in principle could be handled in the same way (see Chapter 12 of this
book), in reality, since rolling mills constitute a custom made machinery
complex, an accurate estimate of what the substitute items could be and at
what rate they might be produced would entail intimate knowledge of each
mill.

THE STeEEL INpUusTRY MODEL

GENERAL. The mode! follows the outlines of the previously deseribed tech-
nological processes. Conscqguently, the iron and steel industry is divided into
the following subsections:

Production of coke and by-products (477)
Production of pig iron (336)
Steel production (336)

Open hearth furnaces
Bessemer furnaces
Electrie furnaces
Rolling and finishing of steel (336)
Primary rolling :
Reolling of hars
Rolling of plate and sheet
Rolling of structural stee]
Rolling of rails
Rolling of pipes
Wheels and forgings (336)
Wire drawing (336)

The numbers in parenthesis are the three-digit industry group classes of the
corresponding subsection in the Standard Industrial classification.
Models for these subsections ean be formulated scparately. Equations



PROCESS ANALYSIS OF THE U. 3. IRON AND STEEL INDUSTRY 247

which describe interactions between the subsections complete the industry-
wide model.

Final demand for steel is appended to the model in the form of a “reguire-
ment matrix.” This matrix indicates the rate of use of steel by type of rolling
mill product and by type of using industry. The breakdown of steel usage by
industry is exogenous to the model; it is incorporated here for illustrative pur-
poses. Finished products are shapes expressed in terms of rolling mill output
by type of mill. Surface finishes and hot or cold rolling are not distinguished.

In the following sections the model of each stage and the interacting rela-
tions are stated. Computations or sources of the numerical values of the
parameters are explained. The matrix is presented in sections to the extent
that is possible. Reference to the appropriate table is given with the title of
the seetion.

COXE PRODUCTION (TaBLE 1). The coke production sector is described with
seven activities and five constraints. Of the seven, five are slack activities,
and are not shown explicitly here. The two remaining activities represent the
beehive and by-product oven processes respectively,

The constraints express available oven capacity, coal supply, and final dis-
position of the output. Oven capacity is measured in net ton output, and the
industry figures of rated capacity were used as upper bounds. These were
2,092000 NT and 69,416,000 NT respectively for beehive and by-product fur-
naces in 1956 (constraints 1 and 2). _

Conversion of coal to coke is assumed to yield more eoke per unit of coal in
the beehive than in the by-product process. The beehive process may use
coal with less volatile content, while the by-product oven normally uses a
mixture of high and low volatile coals. The conversion coefficients were esti-
mated at 1.20 N'T of coal per net ton of beehive coke, and 1.35 NT of coal per
ton of by-product coke, These figures are somewhat low. In an example,
U. 8. Steel (1957)% shows that the “typical American by-product oven prac-
tice” yields about 1,200 to 1,400 lbs. of coke per net ton of ecoal. This is more
than the above figure. The lower conversion figure was accepted to account
for losses in the form of coke breeze or other shrinkage. The upper bound on
coal supply, 90,848,000 NT, is the 1956 coal consumption by the iron and steel
industry.

The output of coke oven gas per ton of coke follows the figure given in the
example of U. 8. Steel (1957). As a result of deflating the coke output figure,
oven gas output also is reduced.

Coke output is accounted for in net ton units {constraint 5).

PIG TRON PRODUCTION (TABLE 1). This process is formulated as a linear pro-
gramming equivalent of the blast furnace burdening problem: What ferrous
material inputs should be eombined to give the required pig iron? The char-
acteristies of pig iron depend on its use. The ehemical composition of iron for
casting differs from iron for steel making, and in the latter, distinetion is made

*Page 113.
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TABLE 1

Production of Coke I’roduction of Pig Iron
N Fron Ore Open
-ﬁ: Beehive By-product Sintered  Hearth Mill Ferro-
- Oven Oven No. 1 No. 2 No. 3 Ore Slag Scale  manganese
£ Column index| 01 02 03 04 05 06 07 08 09
Constraint,
1. Beehive oven capacity 1.00
2. By-product oven capacity 1.00
3. Coal input 1.20 1.35
4. Oven gas balance 1.02
5. Coke balance 1.00 1.00 1,12 93 93 .93 62 61 1.10
6. Blast furnace capacity - .90 1.00 .88 .88 1.80 .40
7. Ore No. 1 input 1.68
8. Ore No. 2 input 1.95
9. Ore No. 3 input 1.54
. Bintered ore input 1.68
. Open hearth slag balance 3.92
. Mill seale balance . 1.34
. Manganese ore input 1.60
. Limestone input .80 .18 .18 .20 11 .09
. Manganese balance .92 .45 17 .93 ~7.22 .63 ~48.00
. Phosphorus halance —-.21 —.32 - 27 —-.31 3.05 .15
. Sulfur balance .07 -.11 - .06 —-.00 .19 —.30
. Pig iron balance —1.00 —1.00 —-1.00 —1.00 —1.00 ~-1.00 —1.00

. Furnace gas balance —1.48 ~1.22 —-1.22 —-1.22 - .80 — .80 —1.43
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between open hearth and Bessemer grades. (8ee U. 8. Steel (1957}, page
221.) An average quality was chosen as the metal to be produced; its de-
sired analysis is presented in Table 2. The iron is representative of basic open
hearth grades. The model accounts for manganese, sulfur, and phosphorus,
but not for silicon and carbon content. The presence of these latter impurities
seems to depend on furnace operating condition, hearth temperature, and the
proximity of other iinpurities, but the exact nature of the relationship is
" undetermined.

TARLE 2
Anavysis ofF Hor Merar To Bz Propucen
Chemical Content
Component (per cent by weight)
Si 1.000
S .030
P .500
Mn 1.000
C 4,200

Analysis of the materials used as typical components of the furnace charge
is contained in Table 3. Three types of ore were considered to represent the
industry’s main source of iron: two domestic ores, one with relatively high
iron content and one with a lower iron content, and a very high iron bearing
ore, typical of South America and some African deposits. One of the domestic
ores is high in silicon and phosphorus, while the other has a relatively high
manganese content. The sintered ore iz about as good in ferrous content as
the better of the two domestic ores; at the same time it is high in ehemieally
basi¢ compounds (CaO and MgQO) but, together with the imported ore, it is
relatively high in phosphorus. The analyses of open hearth slag {a candidate
for charge material), mill seale, coke, and limestone were obtained from the
operating data of one steel company. The relevant data in Table 3 are the
Fe, Ca0, MgO, S, Ph, Mn, and fixed carbon content. These become com-
ponents of the parameters of the model.

The model of iron production is a linear programming mixing problem.
The problem is to determine how much of each of the first six items in Table
3 to use for the production of pig iron of the required quantity. The produc-
tion of ferromanganese and other ferro alloys was combined in one activity
and incorporated into the iron production model. '

The use of material supply per ton of iron output of the activity is computed
on the basis of the actual Fe content of the source material and 95% Fe in the
pig iron. ‘

Blast furnace capacity usage of an activity per unit of output depends on
the rate at which the iron content can be separated. This in turn depends on
the volume of the material per unit of iron output. The figures in row 14
{Table 1) were computed on this basis; the two extremes, open hearth slag
and mill scale, illustrate the point.
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TABLE 3
ANavysis ofF Marerians Usep 1N THE IroN PrODUCTION SECTOR

(Per cent by weight)

Open

Chemical Ore Ote Ore Hearth  Mill Lime-
Components Ia I IIe  Sinter? Slag? Scale? Coke? stone?
Fe 56.82 47.47 6500 56.00 24.00 70.00 .84 7
8i0s . 15.47 6.09 5.00 9.54 21.00 .89 6.37 2.10
Ca0 67 .25 3.35 26.00 .45 .86  54.00
MgO .33 .32 006 2.37 5.00 18 .14 .84
AL, 1.25 .83 2.00 2.22 4.53 .05 2.96 1.96
S 007 .00B .400 028 150 .080 890 .018
Ph 135 067 .120 .084 900 048 .016
Mn .08 1.47 .90 070 3.50 .46
H0 94 16.40
Fixed carbon 87.89

= Marquette range, natural basis. See U. 8. Sieel (1957), p. 144.

* Mesabi range, natural basis.

¢ Composite of various South American ores. Various components are not known; the
valie inserted for manganese content was chosen ag the average of the mnanganese component
of the other ingredients.

Source: U. 8. Steel (1957), p. 140. Also Ted Metaxas, “Rensissance of Steel in South
America,”” Iron Age, Sept. 25, 1949, pp. 92-93; *‘Chilean Qre for the United States,’”’ Iron
Age, Dec. 20, 1951, p. 57; “Venezuelan Iron Ore,”” Mining Congress Journal, April, 1951,
pp. 118-121 and 124,

4 Data obtained by averaging a sample of data on blast furnace charge covering a year's
operation of a major steel company.

Blast furnace capacity supply is expressed in net tons of iron output. In
1958 the rated capacity of furnaces was 85,450,000 N'T; this figure was taken
at the upper bound on the use of the capacity by the six ferrous inputs.
Ferromanganese production does not use this capacity in the model, and no
upper bound on capacity to produce ferromanganese is stated. The coke rate
and the limestone requirement of each zetivity are determined here on the
basis of Fabian (1958). A hase to acid ratio of 1.1 is assumed. The resultant
equations, for activities which use ore containing Fe,0,, are:

1092a; — 3556¢c; + 3102 = 0;
—5803a; + 92¢; + z; = 0.

For ores containing FeQ, the equations are:

1092a; — 3556¢; + 2085 = 0;

—503a; + 92¢; + 2, =0
where the notation is:

a; = amount of limestone used in activity z,
¢; = amount of coke used in activity ¢,
z; = constant (values are given in Table 4).
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TABLE 4
VALUES OF 2;°

? g

1 305
2 14
3 11
4 12
5° 0
6% —11

e For a base to acid ratio of 1.1.  Values of 2; are higher for a higher ratio.
¢ Activity contains iron in the form of Fed,

Solution values of a, and ¢, are to be found in rows 14 and 5 of the matrix.”

The phosphorus content of each activity was computed as the sum of the
phosphorus content of each component of the activity, such as the iron bearing
material, coke, and limestone. The sulfur content of each activity was com-
puted in Fabian (1958). The sulfur input of the activity was reduced by the
amount which is expected to pass into the slag.

Maximum sulfur, maximum phosphorus, and minimum manganese content
of the blast furnace charge are stated as

Qi Ty <p
za,:,-k,-
j
where x, is the level of activity j (j=1,2, ...,k ..., 6 J), a,; is the ith

impurity content of the activity per unit of activity. The coefficients of
inequalities ¢ = 15, 16, and 17 were therefore computed as the coefficients of
the derived inequality

(1 - P)a;kxk - ZPCL;J‘:B,' =0
ik

where P is the max (min) per eent impurity permitted (required) by the
production technology. Furnace gas ouiput was calculated on the basis of the
coke content of the activity., Coefficients of equation 19 were computed as
130,000 cubic fect of gas per ton of coke in the activity. The supply and the
allocation of coke oven and furnace gas were kept separate due to the different
nature of the two gases.

STEEL PRODUCTION (TABLE 5). The steel production sector has three main
elements: open hearth, Bessemer, and electric production. Of the eight ac-

*The linear relations of the two equation system appear to be imsensitive to extreme
cases. The unit limestone requirements of activity 03 became 79, which is unexpectedly
high. In order to meet normal operating experience, the figure was reduced in the matrix
and the problem was relegated to further research.
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TABLE &

Open Hearth Steel Production

Electric Steel Production

r‘ Heavy Bundles Heavy Bundles
= Hot Home Melting  and Light Bessemer Steel Home Melting  and Light
: Metal Serap Serap Serap Production Serup Serap Serap
= S _ .
- Columun index! 10 | 12 13 14 15 16 17
Constraint

4. Oven gas balanee .08 B8 .68

11, Open hearth-slag halance —.12 - .06 — .06 - .06

14. Limestone input .09 07 7 .07

18, Pig iron balanee 1.15 : 1.13
20, Open hearth eapacity 1.56 3.16 2.97 3.28
21. Bessemer eapucity AN
22. Eleetric furnace capacity 12 10 43
23. Home serap balance 1.11 1.0%
24. Heavy smelting serap input 1.10 1.03
25. Bundies and light serap input 1.12 1.10
26. Upper limit ou hot metal use A —-.72 —.71 —.72
27. Lower limit on hot metal use — .85 .33 .32 34
28, Ingot stect balanee -1.00 —1.00 —1.00 —1.00 —1.00 —1.00 —1.00 ~=1.00
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tivities representing the sector, four correspond to the use of open hearth, one
to Bessemer, and three to electric furnace use.

The hot metal input of open hearth, per unit of steel output, was estimated
on the basis of impurities in the iron relative to steel, and the yield of high hot
metal production practice. Three to four per cent of the iron’s impurities are
removed in the slag in the open hearth process, and probably an additional
ten to twelve per cent are lost through oxidation. An iron input of 1.15 tons
per ton of steel for activity 10 seems a reasonable conversion factor. The
same figure is used for the Bessemer process or activity 14,

The scrap usage rate was also computed on the hasis of conversion and
yield. Industry sources indicated that depending on the type of scrap used,
and the type of steel produced, up to 95% of the weight of serap is converted
into ingot steel. Since public information on the effect of scrap use on epen

hearth yield by type of serap (heavy, light) was not found, the coefficients of
equations 23, 24, and 25 were obtained from private estimates. The estimates
assumed that heavy serap has a higher yield than light serap. The yield fac-
tor of home serap input was estimated on the hasis of a “normal” serap.

The heat requirement of a scrap using activity was estimated at approxi-
mately 3400 cubic feet per ton of finished steel® The estimate refers to an
efficient furnace using 50-50 practice (half steel serap and half hot metal).

“One has to assume that all the heat requirement is the consequence of the cold
charge—the steel serap, For this reason, the activities using serap were
charged with twice the volume of gas used at 50-50 practice. To be exact,
the different types of scrap may require different heat volume per unit: light
scrap melts down faster than heavy serap and therefore, less heat is lost in the
process. This differential in heat requirement is balanced by the greater
quantity of light scrap used per ton output (1.12 NT vs, 1.10 NT). An exact
balaneing of added and lessened heat requirement would be an unnecessarily
fine point to make.

Limestone is used in open hearth production; 7% by weight of output usage
was assumed on the hasis of industry references.

All four open hearth activities “produce” slag. The volume of slag ean be
computed as the sum of limestone and impurities per ton of steel produced.
Discrepancy between the figures is due to the loss in weight, through chemical
rcactions, of the limestone. In practice, slag should amount to more than the
figures given in equation 11, since some iron ore also is used in conjunction
with high hot metal or 50-50 practice.

The open hearth furnace capacity requirement of the activities had to be
estimated through the use of operating time by activity. The hot metal using
activity can reasonably be assumed to produce more steel per hour than the
serap using activity, Charging time of the hot metal using activity is short.
Data from an open hearth shop which operates nine furnaces of equal size and
about the same age indicates that the time required to produce a heat of steel
i1s a monotonically increasing function of the cold part of the open hearth
charge. These data and expert advice provided the parameters of equation

'U. S. Steel (1957), page 83.
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20. The right-hand side represents the 1956 output of the average integrated
plant consisting of nine 400 ton open hearth furnaces. The computations as-
sumed that on the average, only eight furnaces would be in operation and one
on repair. This amounts to approximately 5700 heats per year, provided that
two heats are produced every 24 hours. The parameters fairly represent the
furnace usage by the hot metal and by the scrap charge using activities. (See
Table 10.) :

The Bessemer and electric steel producing activities contain few parameters,
Capacity requirements were computed along the lines of computation of the
open hearth capacity figures. For electric steel activities, the time had to be
apportioned among the three grades of scrap charge. The figures, .12, .10, and
.13, were considered reasonable estimates by an expert reviewer,

‘Material inputs, hot metal in the case of Bessemer and scrap in the case of
electric steel, were assumed to have a somewhat better yield (i.e., lower input
per unit of output) than in open hearth furnaces, because of technological dif-
ferences in the use of slag between the two processes, The figures used in the
model were engineering estimates.

ROLLING AND FINISHING OF STEEL (TABLE 6). Beecauseé of the large number of
different types of rolling mills and rolled steel products, this sector is treated
in even broader aggregates than the previously discussed sectors of steel pro-
duction. Each of activities 18 to 25 represents the output of a single class of
rolling mill products, such as “plates and sheet.” The eight activities
contain the output of all rolling and forging, as represented in Figure 2.
Since published figures on rolling mill production follow a different, some-
what more detailed grouping, Table 7 was prepared to show the relationship
between the source data and the activities.

The structure of the model of steel rolling is simple. The activity levels
are constrained by the supply of steel, oven gas, and rolling mill capacity.
The activities supply rolled products to the steel using sectors of the economy
and steel scrap and mill scale to the open hearth and electric furnaces. Inter-
action between the inputs and outputs of rolling mills follows the scheme of
Figure 2,

The steel input of primary rolling is estimated as 1.20 tons per ton of
blooms, billets, and slabs, Twenty per cent of this input becomes steel scrap;
the remaining steel is used in secondary rolling. An additional five to ten per
cent serap loss occurs in secondary rolling.

Oven gas use by the rolling mills was computed from a published example
of the heat allocation in steel mills.®

A detailed account of heat allocation by mills was unavailable. It was as-
sumed, therefore, that at each stage, steel is heated to about the same tempera-
ture for rolling, and thus the per ton use of heat (or oven gas} will be the
same for all rolling activities. This assumption neglects the heat used for
heat treating processes and the effect of the volume of cold rolled steel on
heat usage. A somewhat better figure could be obtained by a more detailed
analysis of the heat usage.

*U. B. Steel (1957), page 83.



TABLE 6
RoLLing aND FINIBHING oF STEEL

44

Bars Plates Wire Wheels
Primary  and Bar and Structural and Wire and Forged
Shapes Shapes Sheet Steel Products Rails Steel Pipes
Ed
-§ Column index} 18 19 20 21 22 23 24 25
= Constraint i
. Oven gas balance .09 .26 .26 .26 .26 .26
. Mill scale balance -.02 - .02 -.02 - .02 -.0 - .02
. Furnace gas balance .65
. Home scrap balance -.20 —.06 — .06 —.06 —.10 —.08 — .06 — .05
. Ingot steel balance —-1.20
. Primary rolling capacity 1.00
. Bar mill capacity 1.00
. Plate and sheet mill eapacity 1.00
. Btructural] mill eapacity 1.00
. Wire drawing capacity 1.00
. Rail mill eapacity 1.00
. Wheel and forging capacity 1.00
. Pipe mill capacity : 1.00
. Primary rolled output balance -1.00 1.06 1.08 1.06 1.06 1.06
. Bar and rod output balance -1.00 1.10
. Plate and sheet output -1.00 1.05
. Struectural mill output —-1.00
. Wire and wire products cutput -1.00
. Rail mill output —1.08
3. Wheel and forging output : —1.00

. Pipe mill output —1.00
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TABLE 7
GrouriNGg oF Roruine MiLL Probucrion 8Y ProcESss ANALYSIS ACTIVITIES
Activity
Number Activity AISI Category®
18 Primary shapes Ingots, blooms, hillets, slabs, sheet, bars, and

seamless tube rounds
19 Bars and bar shapes Bars (all types), wire rods, tool steel
20 Plates and flat order Skelp, black plate, tin and terne plate, sheets

products {(all fypes), electrical sheets and strip, strip

(hot and cold rolled)

21 Structural steel Structural shapes, plates, steel piling

22 Wire and wire products Wire (drawn, nails and staples, barbed and
twisted, woven wire fence, bale ties)

23 Rails Rails, joint bars, tie plates, track spikes

24 Wheels and forgings Wheels, axles

25 Pipes Pipe and tubing {all types)

¢ Annual Statistical Report, 1956, American Iron and Steel Institute, p. 94 et seq.

Mill seale output of each rolling activity supplied to blast furnaces is a
relatively small quantity. Strietly speaking, the sum of weight of steel, steel
serap, and mill scale should equal the steel input of each activity. A small
discrepancy—one or two percentage points—due to the use of different sources
of information for the coefficients, will be found here.

DEMAND FOR ROLLED STEEL PRODUCTS {TABLE 9}, Final demand for steel
products can best be illustrated with Figure 3 and Table 8. The former is an
illustration of the steel components of a typical passenger automobile, These
weigh 3,542 pounds, or about 1.75 short tons. Table 8 lisis the components
and the final product class of the steel mills used to produce each component.
The total weight of stecl by type built into all passenger ears in a model year
can easily be determined by adding the numbers vertically and multiplying
them by the total number of passenger cars produced. Inventory adjustments
and the amount of scrap constitute the difference between the weight of steel
actually used in the ears and the weight of steel purchased for automobile
preduction.

Information on steel content hy type of a large group of manufactured
items was collected by the Committee on Commercial Research of the Ameri-
can Iron and Steel Institute. The steel content of 173 items is presented in
one publication.’ Another source indicates the steel purchases of industry
groups by type of industry.' A third source presents shipments to industry
groups by the iron and steel industry,**

A matrix is appended to illustrate the relationship between the volume of

* Bills of Materials, American Iron and Steel Institute (no date).
“ Census of Manufaclurers, 1954,
* Annual Statistical Report, American Iron and Steel Institute.
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Brakes, wheels Engine and Steering Transmigsion Body, hood Rear axke and
and tires ~ 7 Clutch mechanism and fenders rear end suspension

Fuel tank and
exhaust systen.

Radiator
and grille

Front end
suspension

Bumpers, guards, etc. Electrical system Frame

FIGURE 3. Iron and steel components of a passenger automobile. {(Source: Stee! Facts, Octoher, 1957, page 7.)
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TABLE 8
Sverr Usep 1n A Passexcer AvtomoBinte BY Roriine MinL Probuers

All weights are in pounds (weight of iren and steel eastings not included)

. Pipe
Steel Bars Strip Steel Sheet Steel and
Wire Strue-  Tubhes
Hot Cold Forg- Hot Cold Hot Cold Prod-  Steel Terne tural  (Seam-
Rolled Rolled ings  Rolled Rolled Rolled . Rolled  ucts  Plates Plate Shapes  less) Total

Steering mechanism 20.5 10.3 1.2 1.4 0.9 6.2 7.2 3.6 0.3 51.6
Engine and elutch 28.4 4.8 137.5 31.6 23.7 42.7 22.1 17.4 7.9 10.8 356.9
Front end suspension 47,2 7.7 a7 .4 9.5 2.2 18.2 G.2 2.6 145.0
Brukes, wheels,

and tires 3.5 10.1 0.4 146.4 1.5 69.3 1.0 13.6 255 .8
Bumpers, guards, ete. 5.4 1.4 25.1 26.7 78.2 7.4 51.7 3.4 5.8 205.1
Fuel tank and

exhaust system 1.1 0.7 1.6 23.8 3.4 20.6 0.5 17.3 0.7 69.7
Frame 248.5 45.4 5.7 209.6
Electrical system 0.5 2.9 5.1 5.3 3.1 17.4 2.8 0.1 37.2
Transmission 4.6 22 .4 42,9 1.0 2.1 0.4 4.1 2.1 79.06
Radiator and grille 0.5 4.2 1.8 14.7 511 0.9 5.3 0.4 78.9
Body, hood and

fenders 7.5 8.3 0.9 53.9  115.7 160.2 1185.7 96.1 22.9 0.1  1651.3
Rear uxle and rear .

-end suspension 54.0 i5.8 54.9 10.8 2.4 04.6 13.1 6.7 18.2 9.8 311.2

Total 204.1 1144 320.3 2022 257.6 G687 1429.6 155.4 264 56,4 5.8 11.0  3541.9

Source: Steel Facts, October 1953, page 7.
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DeEMAND For Frnvisned STEen BY Usine INDUSTRIES AND SUPPLY OF [NDUSTRIAL
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total steel usage by industry groups and the demand for steel by rolling mifl
output. The matrix was constructed from data on steel shipments by indus-
try and by type of steel in 1956 Each column represents the proportion of
steel by type used by one industry. It is sufficient to state total steel usage
{see “Final Demand” line, Table 9) to obtain demand by type of rolling mill
output. The demand for steel, say, by the automotive industry, will be multi-
plied by the coefficients in column 31, to apportion the demand for rolling mill
type.

These technological coefficients are subjeet to change. Such changes can
oceur because (1) the product mix of the steel using industry changes; (2)
the product is redesigned; (3) steel is substituted by other materials; and (4)
other materials are replaced by steel. These changes require the periodical
updating of the matrix from data on steel shipments or usage.

Steel using industries are normally the source of purchased scrap. Prompt
scrap is the serap sold or returned as a part of a steel purchase contract by
steel fabricating industries or by industries such as construction, shipbuild-
ings, mining, petroleum drilling. Obsolete scrap is retired steel, such as
serapped ships, machinery, automobiles.

Rows 24 and 25 indicate the estimated total serap generated by the steel
using industries. The estimates contain both prompt and obsolete scrap.
The estimates are based on judgment and in many instances overstate the rate
of scrap generation. The serap output of activities 26 to 43 is classified into
heavy and light scrap mostly on the basis of the predominant type of steel
used by the activity.

The present form of the inequalities 1-44 conforms to a “less than or equal”
formulation of all constraints. Accordingly, the coefficients of the slack ac-
tivities are all positive. These activities represent unused eapacity, unused
materials, impurity percentages below requirements, unused limits on material
usage,

COMPOSITION OF THE MATRIX. The matrix is presented in Tables 1, 5, 6, 9,
and 10. Activities which represent the same stage of the production and dis-
tributioin processes are grouped together in one table. Constraints which
affeet activities on different tables can be traced through their row numbers.

Two segments of the matrix were omitted in order to conserve space. These
are: (1) a negative unit matrix of order 18 to be inserted under row 44 of
Table 9—this matrix represents the steel supply for each consuming industry;
(2} a matrix of 44 positive slack activities following column 43.

* American Iron and Steel Institute (1956).

"“More recently detailed information became available on the generation of prompt
gerap. The U. 8. Department of Commerce (1957) provides scrap generation ratios (scrap
shipments per ton of steel consumed) by three and four digit industry groups of the
Standard Industrial Classification for 1954. These ratios are in general not comparable to
the data used in Table 9. They are based on primary source data on scrap generation de-
rived from an industrial survey and data on steel consumption from the Census of Manu-
Jacturers. Furthermore, a breakdown is provided by scrap type (heavy melting, bundles,
east iron, all other).
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The (nonzero) right-hand side of equations 1 through 36 is presented in
Table 10. The numbers represent the quantity of each resource available to
or used by the steel industry in 1956 based on American Iron and Stee]l In-
stitute (1956). TFurnace and oven capacities are expressed in net tons of pro-

TABLE 10
Resources ror IroN aND SteeL ProvucTion, 1956

Available Quantity

Constraint Capital Equipment Capacity (106,000 NT)

1 Beehive ovens 20.92

2 By-product ovens 604.16

6 Blast furnaces 865.00
20 Open hearth furnaces 235¢.00*
21 Bessemer furnaces 127.10
22 Electric furnaces 170.00
29 Primary rolling mills 1152,16
30 Bar mills 195.86
31 Plate and sheet mills 546.20
32 Structural mills 156.86
33 Wire mills ‘ 54.11
34 Rail mlls 17.50
35 Wheel production and forging 9.80
36 Pipe mills 104.97

Available Quantity
Constraint Madterial for Consumption (100,000 NT)

3 Coal 908.48

7 Ore I 770.95

8 Ore 11 208.23

9 Ore 111 303.58
10 Sintered ore 302.17
13 Manganese ore 17.58
14 Limegtone 336.08

* Open hearth furnace capacity is measured in units of “shop hours.”

duction (scaled by 10—%), while material usage is expressed in tons actually
used during 1956 (also sealed by 10-%).

EXPERIMENTAL SOLUTIONS

The linear programming matrix presented in Tables 1, 5, 6, and 9 has a very
simple structure and, in connection with certain optimizers, is eapable of long-
hand solution.

Table 9 is a materials requirement submatrix. It can be used to evaluate
the rolled steel requirement of the economy and to estimate the volume of
industrial scrap generation. The last line of the table is not a part of the
submatrix; it represents the (variable) demand for steel by industry. When
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the submatrix is multiplied by this (column) vector, the rolled steel equivalent
of steel produets use by type of rolled steel and the serap supply by type of
serap is obtained. Table 11 contains the data for rolled steel. In our case,
the data are equivalent to an appropriate summary of “Net Shipments” less
exports, of “Shipmenis of Steel Products hy Market Classification—year 1956”
of the American Tron and Steel Institute (1956).

TABLE 11
Avvocation oF RorLiwg Miut Capacrry
(100,000 NT)
Used by
Shipped Steel Plants  Total
to in Current  Produc-
Aill Industry  Production tion Capacity  Unused
Primary rolling 21.91 774.61 796_52 115216 355.64
Bar and bar shapes 129 .32 30.76 169.68 195.86 26.18
Plate and sheet, 326.14 96, 36 422 50 546.20 123.70
Struetural 126.64 126.64 156.86 30.22
Wire drawing 27.96 27.96 54.11 26.15
Rail 16.43 16.43 17.50 1.07
Wheel production and
forging 5.11 5.11 9.80 4.69
Pipe 91.%7 91.77 104.97 13.20

This minimum requirement of rolled steel ean be produced with only one
rolling technology. Thus the equivalent level of the rolling mill activities
will have to satisfy the rolling mill capacity constraints presented in Table 6.
This is illustrated in Tabhle 11. The table also presents the level of the ap-
propriate slack aetivities (unused eapacity).

Computation of the level of steel producing activities requires designation
of an objective. If an answer is sought to question 2, parts a and b on page
- 238, then the objective is to find a solution to the remaining part of the matrix
with a minimum level of the steel using activities. Clearly, the lowest level
of steel scrap use is determined through equations 24, 25, and 26, Equation
23 can be excluded for two reasons. First, all available home scrap is nor-
mally used in current production within steel plants. Second, the problem
hehind question 2 is concerned with purchased scrap, since only by reducing
the volume of purchased scrap can a change in the availability of steel serap
occur. This can arise for several reasons. For instance, if the world market
price of scrap as compared with the domestic price, or the cost of domestic
labor required to process retired scrap (ships for instance) is sufficiently high,
the domestic supply of scrap will diminish to the minimum serap usage level,
As another example, because of military emergency or incapaecitation due to
hostile action, the transportation system may not be able to handle more than
the mimimum supply of serap.
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A solution can easily be traced by evaluating activity 11 of Table 5 at the
level of available home scrap and then checking whether the appropriate tech-
nological eonstraint and the constraint on hot metal supply are satisfied. If
either of the two constraints is not satisfied, more scrap will have to be added.
The amount can easily be computed.

A similar approach can be used to answer parts a and ¢ of question 1.
Tracing the solution is perhaps more tedious. A change in the ferrous content
of an iron ore can be attained by a change in the appropriate parameter of
Table 1 or by deliberately excluding one iron ore from the mixture of ferrous
inputs. The best candidate for exclusion is activity 05, which represents the
use of high grade imported ores. (See Table 1,)

The remaining parts of the first two guestions require the computation of
shadow prices of the ovens and furnaces. An easy method to obtain these
prices is to trace the solution of the dual problem along the lines described
" above,
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CuapteER 10

THE METALWORKING INDUSTRIES
Harry M. Markowitz and Alan J. Rowe

This chapter is concerned with the capabilities of the metalworking indus-
tries. Metalworking industries are those wheose primary manufacturing
operations consist of fabricating or assembling metal parts. These industries
produce a kaleidoscopie array of products, among them: electrical machinery
(such as motors, generators, transformers, appliances, and communication
equipment}, other machinery (such as farm, construction, mining and metal-
working equipment, office and store machines, engines, turbines, pumps, eom-
pressors, elevators, conveyors, furnaces and ovens}, transportation equipment
(such as automobiles, aircraft, ships and boats, railroad equipiment, motoreyeles
and bicycles), and other fabricated metal products {such as hardware, heating
and plumbing equipment, safes and vaults, nuts and bolts, nails, springs, light-
ing fixtures, and boilers).” Despite the diversity of product there is (with
certain exceptions) a high degree of overlap between the processes, skills, and
equipment used by the various metalworking industries, It is this comumon-
ness of process, skills, and equipment—and the resultant sbility of these in-
dustries to reallocate existing resources as new needs arise—that leads us to
treat the metalworking industries as a whole. We will he principally con-
cerned with the flexibility or bottlenecks involved when the metalworking
industries attempt to alter the composition of their output.

The present chapter briefly characterizes the metalworking industries: their
production processes; their use of men, machines and materials; the division
of labor between different types of industries within metalworking. The next
chapter discusses the use of requirements analysis in metalworking. Chapter
12 presents an analysis of direct substitution possibilities among machine
tools. Chapter 13 presents thoughts on next steps in the analysis of metal-
working capabilities.

In the present chapter our survey of metalworking will rely heavily on the
1954 Census of Manufactures and the 1953 Inventory of Metalworking Equip-
ment by the American Machinist' The survey will look at metalworking
both at a acro and a micro level: from the point of view of the individual

' At the time these chapters were writien only fragments of the results from the 1958
Census of Manujactures were available. Both for this reason and for comparability with
data presented in subsequent chapiers, data circa 1953-54 is used in our introductory
survey. :

264
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shop and in terms of aggregate statistics. Since the latter is the sum of the
results of the actions of the former, important relationships in the one should
be traceable in the other.

METALWORKING PROCESSES

MATERIALS. Metal parts are fabricated from eastings and from shapes and
forms such as sheet, plate, and bars. As shown in Table 1, the metalworking

TABLE 1
Merans ConsuMED BY METALWORKING INDUSTRIES
Millions of Delivered Cost
Short Tons {$1,000,000,000)
Steel shapes and formse® 46.4 7.04

Carbon steel

Bars and bar shapes 6.5 .88
Sheet and strip 18.8 2.42
Structural shapes 3.9 .45
Plates 4.8 .55
Wire and wire products 1.8 .34
Tin plate, black and terne plate 4.5 73
Other shapes and forms 2.5 44
Alloy steel (except stainless)
Bars and bar shapes 2.0 .42
Other shapes and forms 1.2 .37
Stainless steel 4 .44
Copper and aluminum shapes and forms 1.8 1.75
" Copper and copper base alloy
Wire, bare and insulated?® .32 .36
Other .69 .66
Aluminum and aluminum base alloy .75 .73
Ferrous castingse 5.3 1.51
Iron 4.5 1.10
Steel .8 .41
Noenferrous castingse 4 .46
Aluminum and aluminum base alloy .23 .31
Copper and copper base alloy .13 .15
Total iron, steel, copper, aluminum 53.9 10.76

¢ Includes small amounts of wrought iron in the appropriate categories.

* Excludes bare wire purchased by the Insulated Wire industry. In the case of
insulated wire, only the metal eontent is included in the weight figures.

* Purchased castings only. Does not include castings produced and eonsumed in
the same establishment.

Source: Census of Manufactures, 1954, Vol. I, Chapter X.

industries of 1954 consumed almost 4614 million tons of steel shapes and forms,
over 5 million tons of iron and steel castings, plus over 2 million tons of copper
and aluminum shapes, forms, and castings. In 1954 these 54 million tons of
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metal, worth §103{ billion, were transiormed by metal fabricating men and
equipment into parts for produets.

FABRICATION EQUIPMENT. The metalworking equipment whieh fabricates
metal parts is clasgsified into two Dbroad categories: machine tools and metal
forming machines. AMachine fools fabricate parts by cutting and grinding.
They are defined as equipment which progressively removes metal in the form
of ehips t(with grinding said to produce chips of microscopic size). Machines
which fabrieate parts hy other means—sueh as by forging, pressing, punching,
Lending, and shearing—are refared to as metel forming equipment. As of
about the middle of 1953 the metulworking industries had almost 2 million
machine tools and over one-half million metal-forming inachines.®

At Jeast 92149 of these machines were “general purpose.” They were of
types which are specialized to functions rather than to products. The various
types of lathes, for example, are particularly adept at gencrating surfaces of
revolution; shapers and planers are good at making flat surfaces; the more
precise types of grinding equipment can machine hardened materials to high
tolerances. Such funetions are needed for a varicty of products; hence ma-
chines of this sort are generally used by some, many, or all of the metalwork-
ing indusiries. On the other hand, in performing operations on a limited
number of mass produced parts (such as tin cans and engine bloeks) special
purposc cauinnent was used to reduce operating costs. In the American
Machimst’s figures on the existing stock of equipment {and in the Census of
Manufactures’ figures on new production) most types of special purpose
metalworking machines are ineluded in categories—such as “other horing
machines,” “other machine tools,” “other hydraulie pressures (including hydro-
pneumatic}”—which also include the rarer types of general purpose equip-
ment. The combination of special and rarer general purpose equipment
accounted for 714% of metalworking’s machine tools and metal forming equip-
ment. The other 9214% were of the gencral purpose types specified in Table
B of Chapter 14.

The durability of metalworking equipment, both physicaliy and functionally,
1s suggested by statisties available coneerning their age distribution. In 1953
about 19% of the machine tools and 25% of the metal-forming machines were
over twenty years okl. Many thousands of these old-thmers were bought in
the prosperity of the 1920’s, worked intermittently through the depression of
the 307, served (along with more recently produced equipment) through
World War II, the post-war boom, the Korean crisis, and were still fabricating
metal parts when machines were eounted in 1953.

LA TS

PROCESSING FQUIPMENT. In addition to fabrieation operations, the making
of metal parts may require processes such as cleaning (to prepare the part for
subscquent operations), plating (to deposit a thin coating of one material on a
part made of another material), or heating fto harden the material or to
relieve stresses caused by fabrieation). Seetion b of Table 2 shows the amount

*Source: dmerican Machinist (1953).
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of cleaning, plating, and heating equipment used in the metalworking in-
dustries.

ASSEMBLY, INSPECTION, MATERIALS HANDLING, Assembly, inspection, and
materials handling rank with parts fabrication as major phases in the transfor-
mation of materials into products. The assembly of smaller products, or
smaller subassemblies of larger produets, may require only workers at benches,
putting components together with the aid of simple hand tools. Larger
assemblies may require special holding devices for supporting components,
cranes for moving the assembly from one work station to the next, and riveting
or welding equipment to bind parts together. Inspection and testing opera-
tions are inserted throughout production, wherever the cost of testing is deemed
less than the potential gain from finding defects at this stage rather than later.
Materials handling—frequently by conveyors where the routing of work can
be standardized, by bulk means such as fork lift trucks otherwise—ties
together the receipt of material, the fabrication, inspection, assembly, and
storage of work, and the shipment of final product.

Seetions ¢ and d of Table 2 show, respectively, the amounts of certain

TABLE 2
Saor EQUuiPMENT IN THE METALWORKING INDUSTRIES
1000's of
Machines
a. Fabrication equipment,
Machine tools 1,933
Metal-forming machines 545
b. Cleaning, plating, and materials heating equipment
Cleaning equipment (tumbling, blast, washing, and pickling) 93
Plating equipment - 40
Materials heating equipment 106
¢. Assembly assisting equipment
Riveting machines (not portable) 41¢
Electric and gas welding machines (not hand) ’ 275
d. Materials handling equipment
Cranes, overhead traveling 56
Hoists 191
Industrial trucks, power driven 95

* Riveting machines are included in the metai-forming machines figure.
Source: American Machinist (1953).

assembly assisting and materials handling equipment. Equipment used in
quality control {generally not identifiable in economy-wide data sources)
range from simple gauges to complex, specially built product test facilities.

THE PRINCIPAL METALWORKING INDUSTRIES. For certain statistics quoted
below—nparticularly those used in comparing numbers of men with numbers
of machines, or comparing one class of metalworking industries with another
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—we shall restriet our attention to the following major groups of Census in-
dustries:

19. Ordnance and Accessories
34 Fabricated Metal Products
35. Machinery Except Eleetrical
36. Electrical Machinery

37. Transportation Equipment

As a shorthand, we shall refer to these as the “Principal Metalworking Indus-
tries.” These industries account for ahout 8714 % of all machine tools and
metalforming machines vsed in manufacturing. - The major groups which
account for most of the remaining 1215% are:

25, Furniture and Fixtures

33. Primary Metals :
38, Instruments and Related Products
39. Miscellanecus Manufactures

Much of the employment and value added of the latter groups is not directly
related to the production of fabricated metal products, hence the desirability
of excluding them from certain comparisons,

EMPLOYMENT. The principal metalworking industries of 1954 employed
about 514 million people. Almost 414 million were elassified by the Census as
“production and related workers,” i.e., they held jobs (from machinist to jani-
tor) whieh fit the following deseription:

workers (up through the working foreman level} engaged in fabrieating, processing,
assembling, inspection, receiving, storage, bandling, packing, warehousing, shipping
{but not delivering), maintenanee, repair, janitorial, watchman services, product
development, auxiliary produetion for plant’s own use {e.g.,, power plant) record keep-
ing and other services closely associated with these production operations. FExcludes
supervisory employees above working foreman level 3

The remaining 114 employees fell under one or the other of the following de-
scriptions: :

Foree account construction workers: Employees on the payvroil of the manufacturing
establishment who are engaged in eonstruction of major additions or alterations to
the plant. . . .

All other emplovees: Nenproduetion personnel of the manufacturing establishment,
including those engaged in the following activities: factory supervision above working
foreman level, sales (including driver salesmen), sales delivery . . . advertising, credit,
collection, installation and servicing of own products, clerical and routine office func-
tions, executive, purchasing, finance, legal, personnel (including cafeteria, medieal, ete.),
professional, and technical *

Of the almost 414 million production workers, slightly over 115 million were
employed in shops related to parts making, namely: foundry, forge, electro-

*U. 8. Census of Manufaclures (1854), Vol I, p. XVIL
*U. 8. Census of Manufactures (1954), Vol. I, p, X VII,
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plating, galvanizing. heat treating, tool and die, pattern, plate or structural
fabrication, stamping and machine (including automatic serew machine) shops.
The Census does not tell us what the more than 21, million remaining produe-
tion workers were doing. Table 3, which presents data from World War 11

TABLE 3
Svaarary oF Wored War II ManNiNG TABLES FOR
Forr MeraLworking InDusTRIES

Motor
" Tanks Vehicle
and Parts
Tank  Ball and and
Com- Roler  Motor  Acces-
Name ponents Bearings Vehicles  sories
Clerieal 4.4 11.7 16.5 13.1
Accounting, legal, purchase, sales 1.8 1.3 23 1.3
Public, personal, and pratective services 2.8 2.0 3.5 2.3
Engineering and drafting 2.5 1.5 2.0 1.9
[ndustrial supervision 3.3 3.9 4.6 5.4
Mechanical and eleetrical repair ane .
maintenance _ ' 3.7 1.6 5.0 3.0
Welding, riveting, and other structural work 16,1 .6 16.5 5.4
Bench work (except inspect and test) 14.5 3.4 23.0 7.8
Inspecting and testing 3.0 19.8 2.6 8.5
Machine operating (ineluding machining
and forming) 28.0 421 14.1 37.0
Processing (including plating and heating) 1.0 1.9 1.4 4.1
Equipment serving and related work 4.4 3.6 6.4 5.9
Miscellaneous physical work 3.7 .2 2.2 .8
Laboratory, literature, and art work .3 .6 .1 .4
Totalse 100.0 100.0 100.0 100.0

* Individual percentages do not sum to 100 because of rounding.
Seurce: Occupational Composition Pattern (1953).

manning tables for four industries, gives us some hints. Despite the lapse of
ten years, the change of conditions, and some differences in classification, there
is a general similarity between these wartime manning tables and 1954 Census
of Manufactures data, when and where comparable. The table provides at
least rough orders of magnitudes, sufficient for the present brief survey, as to
the requirements of metalworking industrics for the performance of tasks such
as bench assembly, struetural assembly, inspection, maintenance and repair
work, and simple physiecal labor.

THE RATIO OF MACHINES To MEN. Returning to the 1.57 million production
workers engaged direcily in parts making in the principal metalworking in-
dustrics: 1.40 million of these are engaged in shops using machine tools and
metal forining cquipment. This presents an apparent anomaly: almost 2.16
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million machines tools and metal-forming machines (in the principal metal-
working industries) are at the disposal of 1.40 million workers. Why?

Several causes tend to make the ratio of men to machines either less than
or greater than 1:1. For example: For certain types of operations, one man
can supervise several machines; while in the case of other operations, par-
ticularly with larger machines, more than one man may be required. The
most common situation, however, is one man operating one machine. Em-
ployment in 1954 was slightly less than that of the peak year, 1853. This
drop, however, 1s small compared to the greater than 3:2 ratio of equipment to
men to be explained, There was some second shift operation in 1954, which
makes the 3:2 ratio of machines to men an even larger puzzle,

The chief reason for the observed ratio, however, is none of the above, but
the following: Even during the prime shift, many metalworking machines
spend much of their time idle. This is not primarily due to bad planning or
unemployment but as an economiic consequence of the following conditions:

1. The parts for most metal products are so varied in their metalworking
requirements that it is virtually impossible {for most shops to schedule so as to
prevent random variations in requirements for particular metalworking equip-
ment.

2. A worker can typically operate several types or sizes of equipment.

3. For many types of the more common equipment the cost of idle machine
hours is substantially less than the cost of idle man-hours. Thus the ratic of
machines to men should be such that men rarely have to wait for machines,
generally machines have to wait for men,

The converse applies to extremely expensive machines, Thus it is not rare to
find a two or three shift operation in the Jarge boring mills even though on the
prime shift the smaller lathe and milling machines are seldom fully oceupied
and the simple drill presses are more frequently idle than not. In this manner
the substifution of one factor for another, depending on their relative prices,
1s true in the aggregate (even ignoring alternate modes of produetion) despite
the fact that for any operation one man uses one machine.

RESOURCES OF TRANsITION. Certain types of manufacturing operations—and
the men and equipment that perform them—are particularly needed in times
of change, when the metalworking industries attempt to alter either the rela-
tive amounts made of different types of products, the specific characteristics
of products within produet classes, or the methods by which existing produets
are made. The men and equipment needed for such transitions are used in
large numbers even under “normal” conditions, since change (new types of
cars, new types of aircraft, new models of old products, and new produets
completely) is the normal mode in U. S. metalworking., The resources of
transition take on an added importance in times of exceptional change, how-
ever, as a4 major factor limiting the speed with which industry ean convert
from one program to another.

Some of the more tangible forms of transition resources are concerned with
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special tooling-—ijigs, fixtures, dies, and special cutting tools designed to be
combined with general purpose equipment for the efficient production of spe-
cific parts. Dies for forge and press are essential to the process by which the
image of parts is transferred to metal. Jigs and fixtures are part holding and
machine guiding devices which permit less skilled labor to achieve higher rates
of production than could skilled machinists without such tooling. The pro-
duction of tooling requires highly skilled tool and die makers, plus precision
equipment such as honing, lapping, and jig boring machines.

. Other types of “transition resources” have to do with planning and organi-
zation. When new products are to be produced, decisions must be made and
recorded as to:

Which parts and sibassemblies will be produced in the establishment and
which purchased from the outside.

What will be the nature and sequence of operations to be performed on
components made inside the establishment?

What special tooling should be designed and produced?

Should equipment be rearranged for more efficient materials handling?

From which sources should materials and purchased components be ob-
tained?

What procedures should be used for checking the quality of products and
eomponents?

Ii the product is still in the “idea” stage, design and drafting must precede the
production, quality control, and procurement decisions. Like the production
of special tooling, the planning and organizing activities tend to be a bottle-
neck in times of transition, as establishments adopt new product lines, modify
the characteristics of products in old lines, or decide to make old products in
new ways.

METALWORKING: PAST, PRESENT, AND FUTURE. Guided by various planning
activities, assisted by special tooling, checked by quality control, and tied to-
gether by materials handling, millions of men and machines of the 1954 metal-
working industries fabricated parts from tens of millions of tons of metal and
assembled these parts into an endless variety of products. In broad outline
the same is true today, and will remain true for the foreseeable future. Some
of the newer or rarer types of equipment, now lost in the catech-all “other”
categories, may emerge as important processors of metals. Certain metals
whose consumption was small or negligible in 1954 are already playing an
increasingly important role in the advanced technologies of flight and space
vehicles.

The current development which will probably have the greatest general ef-
fect on metalworking is the numerically controlled machine. The setup or
operafion of such machines is controlled by a punched paper tape or other
form of numerical memory. For such machines the punched tape takes over
most or all the functions of special tooling and some of the functions of the
operator. A present bottleneck to the widespread use of such equipment is
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the time required to form the minutely detatled instructions that are coded on
the tape. This bottleneck will probably he overcome in time, partly through
the use of electronic computers to develop such control instructions from a
minimum of essential information eoncerning the part to be made. The in-
traduction of numericaily controlled machinery should:

Decrease the importance of speeciai tooling and inerease the importance of
planning as “resources of transition.”

Increase the importance of comnputers in the planning process.

Increase the number of operations for which one operator can supervise two
or more machines,

Cause us to add some new equipment categories to our analvsis of metal-
working requirements and some new task categories to our analysis of equip-
ment substitution possibilitiex.

It should leave unchanged, however, many salient features of metalworking
suech as:

The roles of fabrication, assembly, inspection, materials handling and
planning, as sketched in the present section.

Many of the characteristics of industrial structure discussed in the next
section.

The problems and techniques of econoiny-wide requirements analysis, as
discussed in the next chapter,

The general nature of equipment substitution possibilities, discussed in
Chapter 12.

Sore of the numbers ehange, but most of the basic relationships remain.

INDUSTRIAL STRUCTURE

pEFINITIONS. The last seetion was mostly concerned with the use of men,
machines, and materials by the metalworking industries as a whole. In this
section we discuss differences between industries. To begin with, however, let
us consider the nature of the industrial elassification upon which Census data
is based. The “establishment”—generally smaller than a company, bigger
than a shop—is a crucial concept in the analysis of Census and related data.

The Census of Manufactures is conducted on an establishment basis. That is, a com-
pany operating establishments at more than one location is required to submit a
separate report for each location; also, companies engaged in distinetly different lines
of activity at one location are required to submit separate reports if the plant records
permit such a separation and if the activities are substantial in size.s

An establishment is elassified into an industry according to the products it
makes primarily—i.e., the product class which accounts for more of its pro-
duction than any other product class. Thus to say that “the Radios and
Related Products industry produced 15 million dollars worth of motors and
generators” is but shorthand for the statement: The set of establishments

*U. 8. Census of Manufactures (1954}, Vol. I, p. XIIL.



which had more radio and related product shipments than shipments of any
other product class, also shipped 15 million dollars worth of products classified
as motors and generators. All statements concerning production, eonsump-
tion, or resources of specific industrics must be interpreted in this manner.
Any further interpretation is hypothesis, not necessarily fact.

INTEGRATION, SPECIALIZATION, AND COVERAGE.
one industry frequently manufacture products which are primary to other
industries. Table 4 shows the specialization and coverage ratios of the prin-

THE METALWORKING INDUSTRIES

TABLE 4

Establishments classified in

SPECIALIZATION AND COVERAGE RATIOS FOR THE PRINCIPAL
METALWORKING INDUSTRIES

Specialization Coverage

Industry Ratio Ratio
341 Tin cans and other tinware 98 99
342 Cutlery, hand tools, and hardware 87 1]
343 Heating and plumbing equipment 85 86
344 Structural metal products 92 91
346 Metal stamping and costing 85 (NA)
347 Lighting fixtures 90 91
348 Fabricated wire products 89 572
349 Metal produets, n.e.c. 91 81
351 Engines and turbines 88 84
352 Tractors and farm machinery 87 92
353 Construction and mining machinery B7 85
354 Metalworking machinery 92 87
355 Bpecial-industry machinery, n.e.c. 87 85
356 General industrial machinery 85 81
357 Office and store machines 80 96
358 Bervice and household machines 85 90
359 Miscellaneous machinery parts 90 88
361 Electrical industrial apparatus 88 91
362 Electrical appliances 76 74
363 Insulated wire and eable 96 27
364 FEnugine electrical equipment 85 87
365 Electric lamps (bulbs) 04 99
366 Communication equipment 93 96
369 Electrical products, n.e.c. 95 83
371 Motor vehicles and equipment 96 93
372 Aircraft and parts 96 95
373 Ships and boats 94 98
374 Razilroad equipment 83 90
375 Mlotorcyeles and bieycles 86 92
379 Transportation equipment, n.e.c. 92 44

< The low coverage ratio reflects industry classifications which are based on manu-
facturing process rather than products.
Source: U, 8. Census of Manufactures (1954), Vol I, Table 2A.

NA—Not Available.

See footnote in souree.
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cipal three-digit metalworking industries. The specialization ratio measures
the extent to which the establishments of the particular industry produced
products which are primary to other industries. Coverage mesasures the ex-'
tent to which establishments of other industries manufactured the products
primary to the particular industry. Thus in the caze of the Electrical Ap-
pliance industry, its specialization ration of 76% indicates that 24% of the
products produced by establishments of this industry are not eleetrical ap-
pliances. Its 74% eoverage ratio indicates that 26% of all electrical ap-
pliances were produced by establishments in other industries. Among the
products primary to other industries produced in significant amounts by the
electrical appliance industry are:

vacuum bottles and jugs; incandescent vehieular lighting equipment; lawn mowers;
household mechanical washing machines; other household laundry machines; house-
hold refrigerators, eleetric and gas; misc. electrical equipment for industrial use;
industrial blowers and fans; mise. service-industry and houschold machines; misc.
aireraft parts and auxiliary equipment.t

While the 76% specialization ratio is unusually low, Table 4 shows that not
infrequently industries have specialization ratios of 90% or less. Specific
establishments within the industry will have both higher and lower specializa-
tion ratios. Almost every industry has at least a few establishments with a
specialization ratio of less than 50%, ie., establishments in which its primary
products represent a plurality but not a majority of total output.

Establishments within an industry may perform different stages in the pro-
duction of the same item. This introdueces duplication into “costs of mate-
rials” and “value of shipments” figures:

the total value of shipments figures for industry groups (2- and 3-digit) and a few
individual industries (4-digit) have not been published by the Census due to the
extensive duplication arising from shipments from one establishment to another in the
same industry classifieation.’

Suppose that two establishments, across the street from each other, making
two successive stages in the production of one item, were merged without
changing any processes or payments to capital or labor. The effect on Census
figures would be to substantially reduce the value of shipments and the value
of materials for the industry, In this case, however, (where nothing “real”
was changed by the merger) the integration would not change either the num-
ber of production workers employed, the value that was added by manufac-
ture, the number of metalworking machines owned, or the values of direct
purchases of primary metals. Statisties such as these—which are independent
of integration within an industry—play an important role in the analysis of
industrial capabilities,

Certain industries specialize in performing metalworking services such as
casting, forging, electroplating, tool and die making, sheet metal work, and
machine shop work. To various extents, establishments making end items

#1054 Census of Monufactures, Vol. I1, p. 36B-8.
'U. 8. Census of Manufactures (1954}, Vol. 1, p. 22, footnote 6.
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either buy these services or perform them for themselves. Thus, in addition
to a special Tool and Die Industry employing 65,500 workers (of which
34,800 are actually in tool and die shops), the other metalworking industries
employ 146,600 production workers in their Tool and Die shops. Other com-
parisons of this sort are presented in Table 5.

TABLE 5
EMPLOYMENT OF WORKERS IN EsTABLISHMENTS SPECIALIZED TO A FUNCTION
vERsUS EMPLOYMENT oF SucH WORKERS IN OTHER INDUSTRIES®

Production Workers (1,000's)

Prime Industry  Prime Industry Other Industries

Function (All Shops)  {Prime Shop) {Prime Shop)
Tool and die 65.5 34.8 146.6
Pattern shop {foundry only) 16.9 3.4 24.0
Foundry (including die casting) 254.7 (NA) 85.4
Forging 33.0¢ (NA) 24 .4
Electroplating 31.2 (NA) 26.6
Galvanizing 2.7 (NA) 12.3

« Covers major groups 18, and 33 through 37,

bt Iron and Bteel Forging industry only.

Source: U. 8. Census of Manufactures (1954), Vol. I, Chapter XIT.
NA—Not Available.

“MAKE OR BUY" DECISIONS, AND THE ESTIMATION OF ECONOMY-WIDE REQUIRE-
MENTS. The purchase of metalworking services and metal fabricated eom-
ponents by establishments in end-preduct industries is the result of innumer-
able decisions coneerning where it is best “to make’—i.e., manufacture the
component within the establishment~—and where it is best “to buy”—i.e., con-
tract work or purchase components from the outside. The outcomes of these
“make or buy” decisions depend on considerations such as whether or not the
establishment has the capability of performing certain processes, whether or
not it can purchase components from reliable suppliers more economieally than
it can produce them, and whether or not its current need for particular types
of equipment exceeds the current availability of this equipment within the
establishment. Such considerations are influenced, in turn, by previous
decisions on capital expenditures—decisions which depended on predictability
of need and availability of funds, as well as upon the eosts of manufacture
with and without partieular equipment. The “buy decision,” as it affects
Census figures, includes drawing upon other establishments within the same
company. The extent to which this is done is influenced by company poliey
as to the centralization or decentralization of processes and component produc-
tion within or between the company’s various establishments. Thus for a
multitude of business reasons, available statisties showing the direet purchases
of materials, employment of labor, and use of equipment by end-product
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industries provide us with only part of total end-produst requirements. The
rest have been fragmented and parceled out, reflecting themselves in the direct
usage figures of supplying industries. One of the more difficult problems in
the use of Census figures for estimating the capabilities of the metalworking
industries concerns how total requirements ean be pieced back together again.
This problem is disecussed at length in the next chapter.

Table 6 portrays, roughly, the extent to which production activity takes
place in end-product industries versus the intermediate metalworking indus-
tries which make components or provide metalworking services. For this
purpose we divided the prineipal metalworking industries into the following
categories:*®

1. Fabricated and Simply Assembled Products. These industries primarily
manufaeture end produets of a simple nature in that they do not involve a
large number of levels of assembly or incorporate complex components. Im-
portant items in this category are tin cans and structural metal products for
buildings and bridges.

1. Fabricated Parts and Simply Assembled Componenis. These industries
primarily provide metalworking services such as galvanizing, electroplating,
machine shop and sheet metal work, or produce simple intermediate products
such as valves and fittings,

III. Complexr Assembled Components. These industries primarily manu-
facture complex, assembled intermediate products such as electric motors and
internal combustion engines. The products of these industries are purchased
directly for construction and other investment activities, ss well as being in-
corperated into complex products of other metalworking industries.

IV. Complex Assembled Products. These industries primarily manufacture

*Table 6 is based on a classification of three digit industries. The following are classi-
fied as Twpe I: 341 Tin Cans and Other Tinware; 342 Cutlery, Hand Tools and Hardware;
343 Heating and Plumbing Equipment; 344 Structural Metal Products; 347 Lighting Fix-
tures; 348 Fabricated Wire Products; and 385 Electric Lamps. The following are classi-
fied as Type TI: 349 Metal Products, nec.; 359 Miscellaneous Machinery Parts; 363
Insulated Wire and Cable; and 369 Electrical Products, ne.c. Classified as Type III:
351 Engines and Turbines; 356 General Industrial Machinery; 361 Electrical Industrial
Apparatus; and 364 Engine Electrical Equipment. Classified as Type IV: 19 Ordnance
and Accessories; 352 Tractors and Farm Machinery; 353 Construction and Mining Ma-
chinery; 354 Metalworking Machinery: 855 Special Industry Machinery, nec.; 357 Office
and Store Machines; 358 Service and Household Machines; 362 Electrical Appliances;
366 Communication Equipment; 371 Motor Vehicles and Equipment; 372 Aireraft and
Parts; 373 Ships and Boats; 374 Raiiroad Equipment; 375 Motorcycles and Bicyecles; 379
Transportation Equipment, ne.c.

In a few cases industries classified as one type produced significant amounts of produets
of another type. For example, 342 Cutlery, Hand Tools and Hardware was classified asz
Type 1 since most of its $1.6 billion of shipments were simple products not incorporated
in the products of other metalworking industries. It produced, nevertheless, $4 billion of
transportation equipment hardware—a Type II produet. No attempt was made, how-
ever, to separate measures of manufacturing activity by produet line within three digit
industries. For product detail see Table 6a for the particular industry group in Volume
11 of the 1954 Census of Manufactures.
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complex end products including transportation equipment and various types of
household and industrial machinery.

Table 6 shows the production workers, value added, number of machine tools,
and amount of steel consumed by each type of industry as a percentage of
tota]l usage by the prineipal metalworking industries. We see that in the case
of number of production workers, value added by manufacture, and number
_ of machine tools, the end-product industries (I and IV) account for roughly
70 to 75% of the total. The remaining 25 to 30% is divided about equally

TABLE &
PercENTAGE OF CERTAIN MEASURES 0F PrODUCTION ACTIVITY ACCOUNTED
For BY Four Tyres oF INDUSTRIES®

Per Cent of
Produc- : Steel
tion Machine Con-
Workers Value Tools  sumption
(No. in Added (No. in (Tons,
Type of Industry 1954) (1954) 1953) 1954)
1. Fabricated and simply assembled
products 14.8 13.9 12.2 40.8
I1. Fabricated parts and simply
assembled components 12.2 10.6 14.3 11.6
III. Complex assembled components 11.8 18.1 14.9 6.4
IV. Complex assembled produets 61.3 62.5  58.6 41.2
Total,! industry groups 19, 34, 35,
36, and 37 100.0 100.0 106.0 100.0

@ See footnote 8, preceding page, for classification of industries.
- & Detail may not add to 1009 because of rounding.

between the simple and complex intermediate industries (IT and I1I). In the
. case of steel, because of the high consumption by Type I industries, the end-
item industries account for 82% of the total, while almost two-thirds of the
remaining goes to industries of Type II. These fizures suggest that, on the
whole, direct usage represents the greater part of total usage, but that indirect
usages, incorporated in services performed or components produced by IT and
II1, cannot be dismissed as negligible.

PRINCIPAL USERS OF SELECTED MATERIALS, EQUIPMENT, AND LABOR, Tables 7
through 9 portray the extent to which various industries account for the econ-
omy’s use of particular metals, metalworking labor, and metalworking equip-
ment. Table 7 shows industries which purchase (directly) the greatest ton-
nage of certain metals; Table 8, those which employ the greatest number of
certain types of labor; Table 9, those which have most of eertain types of
metalworking machinery. The souree for each table includes the usage of the
prineipal metalworking industries plus other significant users of metals, metal-
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TABLE 7
MaJor CoNsUMERS or SELECTED METALS

% of Total
Material Industry Consumption
Total steel 3717 Motor vehicles and parts 1
3441 Structural and ornamental work 1

3411 Tin cans and other tinware

3463 Metal stampings

3443 Boiler shop products

3991 Iron and steel forgings

3444 Sheet metal work

3489 Wire work, n.e.c.

3494 Bolts, nuts, washers, and rivets

3522 Farm machinery {except tractors)
3439 Heating and cooking equipment, n.e.c.

U — = WO W DD

60.2
Carbon steel, 3717 Motor vehicles and parts 37.4
sheet and strip 3463 Metal stampings 8.7
3444 Sheet metal work 5.2
3491 Metal barrels, drums, and pails 3.9
3441 Structural and ornamental work 3.5
3585 Refrigeration machinery 3.5
342¢ Hardware, n.e.c. 2.7

64.9
Carbon steel, 3443 Boiler shop products 31.4
plate 3441 Structural and ornamental work 15.6
3731 Ship building and repairing 6.1
3531 Construction and mining machinery 5.6
3742 Railroad and street cars 4.6
3717 Motor vehicles and parts 4.5

67.8
Carbon steel, 3717 Motor vehicles and parts 18.1
bars and bar 3441 Structural and ornamental work 17.7
shapes 3391 Iron and steel 9.7
3522 Farm machinery (except tractors) 6.3
3494 Bolts, nuts, washers, and rivets 4.7
3495 Bcrew machine products 2.8
3521 Tractors 2.6
3531 Construction and mining machinery 1.8

: 63.7
Carbon steel, 3441 Structural and ornamental work 66.6
structural 3443 Boiler shop products 4.1
shapes 3742 Railroad and street cars 3.3
3731 Ship building and repairing 3.1

77.1
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TABLE 7 (continued)
Mayor CoNsumEers OF SELECTED METALS

% of Total
Material ‘Industry Consumption
Iron castings 3717 Motor vehicles and parts 51.

3521 Tractors

3541 Machine tools

3519 Internal combustion engines

3522 Farm machinery (except tractors)
3561 Pumps and compresgors

3585 Refrigeration rnachinery

3614 Motors and generators

B BD BO Q0 02 Q0 ] =
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76.1
Aluminum 3721 Aircraft 11.3
3442 Metal doors, sash, and trim 13.3
3497 Metal foil 10.5
3463 Metal stampings 10.3
3444 Sheet metal work 8.0
35685 Refrigeration machinery 5.5
3729 Aireraft equipment, n.e.c. 5.4
64.3
Insulated wire 3641 Engine electrical equipment 20.4
(Cu) 3614 Motors and generators 19.7
3615 Transformers 16.1
3661 Radios and related products 10.3
3664 Telephone and telegraph equipment 2.6
69.1
Other copper 3717 Motor vehicles and parts 27.3
3614 Motors and generators 11.86
3431 Plumbing fixtures and fittings 11.1
3585 Refrigeration machinery 10.5
3463 Metal stampings 8.9
’ 69.4

Source: U. S. Census of Manufactures (1954), Vol. I, Table X.

working labor, and metalworking equipment. Because of data availability,
Tables 7 and 8 report percentages for four-digit mdustrles while Table 9 re-
ports percentages for three-digit industry groups.

According to Table 7, almost 19% of the steel consumed by metal fabricat-
ing industries went to the Motor Vehicles industry, almost 11% went to the
Structural Work industry, and over 8% went to the Tin Cans and Other Tin-
ware industry. Thus, out of 91 industries whose consumption was reported,
38% of steel of all types was directly purchased by three industries whose
principal products were automobiles, metal work for buildings and bridges,
and tin cans. In the case of the various specific types of steel a few indus-
{ries generally accounted for 50 to 60% of direct purchases. These largest
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TABLE §
Maror EmrLoYERS OF SeErLectED Types oF Lasor

% of
Type of Labor Industry Employment

Plate or structural 3441 Structural and ornamental produects 22.
fabrication 3443 Boiler shop products i3
3731 Ship building and repairing 9.

3531 Construction and mining machinery 5

3721 Aireraft 5

3563 Conveyors 3.

3729 Aircraft equipment, n.e.c. 2

3444 Sheet-metal work 2

R A N -

Stamping, blank- 3717 Motor vehicles and parts 17.
ing, forming, or 3463 Metal stampings 15.
drawing 3429 Hardware, n.e.c. 5.

© 3411 Tin cans and other tinware 5
3439 Heating and cooking equipment, n.e.c. 3
3585 Refrigeration machinery 3
3721 Aireraft 3.
3444 Sheet-metal work 3

18 Ordnanece and accessories 2
3489 Wirework, n.e.c. 2
3521 Tractors
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61.3
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Automatic screw 3495 Screw machine products

machine depart- 3717 DMotor vehicles and parts

ment workers 3593 Ball and roller bearings
3722  Aireraft engines
3494 DBolts, nuts, washers, and rivets
3591 Valves and fittings, except plumbing
3571 Computing and related machines
3599 Machine shops
3641 Engine electrical equipment
3614 Motors and generators
3729 Aircraft equipment, n.e.c.

61.7
Machine shop 3717 Motor vehicles and parts
workers 3599 Machine shops
3541 Machine tools
3729 Aircraft equipment, n.e.c.
3722 Aircraft engines
19 Ordnance and accessories
3542 Metal-working machinery
3591 Valves and fittings, except plumbing
3519 Internal combustion engines
3721  Aireraft
3521 Traetors
3531 Construction and mining machinery

—t
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TABLE 8 (continued)
Masor EMPLOYERS oF SELECTED Tyres oF Lasor

% of

Type of Labor Industry Employment
Machine shop 3614 Motors and generators 2.1
) workers 3559 Special-industry machinery, n.e.c. 2.0
(continued) 3545 Metalworking machinery attachments 2.0
3544 Special dies and tools 1.8
3552 Textile machinery 1.7
3532 Oil-field machinery and tools 1.5

60.6

Source: U. 8. Census of Manufactures (1954), Vol. I, Table XII.

users were not the same for each type of steel, nor were they necessarily
among the largest users of steel in total. For example, over 50% of carbon
steel plate was accounted for by three industries—Boiler Shop Products, Strue-
tural and Ornamental Work, and Ship Building. In particular, Beiler Shop
Produets—which- accounted for less than 5% of the total steel usage—pur-
chased over 30% of the carbon steel plate. Other forms of steel which could
be accounted for in large part by a very small number of using industries in-
cluded Tin Plate (not shown in Table 7), most of which went to the Tin Can
industry, and Structural Shapes, two-thirds of which went to Struetural Work.
Because of its size, the Motor Vehieles industry frequently appears among the
larger users of various kinds and forms of metals. In 1954 it directly pur-
chased 37% of the carbon steel sheet and strip, 18% of the bars and bar
shapes, 51% of the commercially sold iron castings, and 27% of the copper
other than copper wire. Among the large consumers of aluminum, the aireraft
industry of 1954 had to share honors with two less-glamorous industries:
Metal Doors, Sash and Trim; and Metal Foil. Over 65% of the insulated
copper wire was accounted for by four industries: Engine Electrical Equip-
ment, Motors and Generators, Transformers, and Radios and Related Prod-
ucts.

Turning to the four types of labor tabulated in Table 8, we find that three
industries (Struetural Werk, Boiler Shop Produets, and Ships and Boats) ac-
counted for 45% of the Plate or Structural Fabrication Workers. The other
three types of workers reported here were less concentrated. In the case of
machine shop workers it required 10 industries to account for 45% of the
employment, and 18 to aceount for 60%.

Table 9 shows the percentage breakdown, mostly by three-digit industry
group, for a small assortment of equipment types. These equipment types
vary noticeably in their degree of conceniration. In the case of lathes {all
types) 10 industry groups are required to aceount for 60% of the usage. In
the case of gear grinders, three industry groups accounted for over 70% of the
usage. Industries which appear prominently in Table 9 (as significant users
of these particular kinds of metalworking and related equipment) ineclude
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TABLE 9
Mayor Users oF SeLecTED TYpEs OF METALWORKING AND RELATED EQUIPMENT
Per Cent of
Equipment Industry Stock
All boring 354 Metalworking machinery 11.6
371 Motor vehicles and equipment 10.3
355 Special-industry machinery, n.e.c. 7.5
356 General industrial machinery 7.5
19 Ordnance and accessories 6.9
372 Aircraft and parts 6.1
359 Miscellaneous machinery parts 5.2
351 Engines and turbines 5.0
60.1
Precision boring 371 Motor vehicles and equipment 26.2
351 Engines and turbines 15.0
372  Aircraft and parts 11.0
354 Metalworking machinery 7.0
358 Service and household machines 6.3
65.5 -
All gear making 371 Motor vehicles and equipment 21.2 -
356 General industrial machinery 19.2
352 Tractors and farm machinery 7.1
387 Watches and clocks 5.5 .
355 Special-industry machinery, n.e.c. 4.9
351 Engines and turbines 4.8
372 Aireraft and parts 4.4
67.1
Gear grinding 372 Aircraft and parts 35.3
354 Metalworking machinery 19.9
356 General industrial machinery 17.3
19 Ordnance and accessories 6.6
79.1
Honing and lapping 359 Miscellaneous machinery parts 17.1
{all types) 371 Motor vehicles and equipment 12.8
354 Metalworking machinery 12.1
372 Aircraft and parts 6.5
1% Ordnance and accessories 5.6
356 General industrial machinery 5.1
356 Bpecial-industry machinery, n.e.c. 3.4
62.6
Lathes (all types) 354 Metalworking machinery 8.2
349 Metal products, n.e.c. 7.4
355 Bpecial-industry machinery, n.e.c. 7.2
359 Miscellaneous machinery parts 7.1
19 Ordnance and accessories 6.5
371 Motor vehicles and equipment 6.4
356 General industrial machinery 6.3
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TABLE 9 (continued)
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Masor Useks oF SeLecTED TYPES OF METALWORKING AND RELATED EQUIPMENT

Per Cent of
Stock

Equipment,

Industry

Lathes {all types)
(conttnued)

Milling (all types)

Milling, die sinkers,
and duplicators

Planers

Hydraulic presses

361
352
366

354

19
355
371
372
359
349
356
366
357

372
19
3391
371
336
354

354
3558
373
356
359

19
344

371
361
352
19
344
356
355
359
3393
354
372

Electrieal industrial apparatus
Traectors and farm machinery
Communication equipment

Metalworking machinery
Ordnance and accessories

Special-industry machinery, n.e.c,

Motor vehicles and equipment
Aircraft and parts
Miscellaneous machinery parts
Metal products, n.e.c.

General industrial machinery
Communication equipment
Office and store machines

Aireraft and parts

Ordnance and aceessories

Iron and steel forgings

Motor vehicles and equipment
Nonferrous foundries
Metalworking machinery

Metalworking machinery

Special-industry machinery, n.e.c.

Ship building and repairing
General industrial machinery
Miscellaneous machinery parts
Ordnance and accessories
Struectural metal products

Motor vehicles and equipment
Electrical industrial apparatus
Traetors and farm machinery
Ordnance and aceessories
Structural metal products
General industrial machinery

Specialdindustry maehinery, n.e.c.

Miscellaneous machinery parts
Welded and heavy-riveted pipe
Metalworking machinery
Aircraft and parts

—
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TABLE 9 (continued)
Masor Uskrs oF SELECTED TYPER oF METALWORKING AND RevLater EquirpMENT

Per Cent of
Equipment Industry Stock

Overhead cranes 344 Structural metal produets 15.0
354 Metalworking machinery 8.9
372  Aireraft and parts 7.3
3556 Special-industry machinery, n.e.c. 6.9
332 Iron and steel foundries 6.6
373 Ships and boats 6.3
356 General industrial machinery 6.0
361 Electrical industrial apparatus 59

62.9

Source: American Machinist (1953).

Motor Vehicles, Metalworking Machinery, Aireraft, Ordnance and Accessories,
Special Industry Machinery, and General Industry Machinery.

REQUIREMENTs anaLYsIs, Tables 7 through 9 suggest industries or combina-
tions of industries whose expansion might cause particular resources to be-
come bottleneeks. The simultaneous expansion of the Boiler Shop Products
and Structural Work industries would substantially increase the economy’s re-
quirements for carbon steel plate. The expansion of the Aireraft, Metalwork-
ing Machinery, and General Industrial Machinery industries would probably
raise problems as to the availability of gear grinding equipment. But gear
grinders are but one of many kinds of equipment used in various proportions
by the various metalworking industries. To check the demand versus the
supply of such potential bottlenecks we need a systematic way of determining
which resources would be particularly taxed by & proposed program, taking
into account the total requirements (direct and indirect) that end products
generate. Such is the objective of the metalworking requirements analysis
discussed in the next chapter.

REFERENCES

American Machinist, 1933, nventory of Metalworking Eqguipment, McGraw-Hill, New
York.

Occupational Composition Pattern, 1953, Occupational Analysis Branch, Department of
Labor, Washington, D. C.

U. 8. Census of Manufactures, 1954, Department of Commerce, Washington, D. C.



CuaprTER 11

METALWORKING REQUIREMENTS ANALYSIS
Harry M. Markowitz and Alan J. Rowe

THE ANaLYsIs oF METALWORKING CAPABILITIES

The preceding chapter briefly described the resources, processes, and indus-
trial structure of the metalworking industries. The remaining chapters of
Part IV are concerned with techniques for analyzing the capabilities of these
industries. The present section surveys the techniques presented, stating (in
our view} what they accomplish and what remains to be incorporated in more
refined analyses. The remainder of the part, beyond the present brief survey,
1s. primarily devoted to technical discussions of concepts, sources of data,
parameter estimation, and some problems of application.

Our first concern is with requirements analysis. In the following sections of
the present chapter, and in Tables A through C of Chapter 14, usage figures
are presented or cited for metalworking men, machines, and materials. Vari-
ous topics are discussed econcerning the application of such data.

As noted in Chapter 2 of Part I of this monograph, a requirements analysis
assumes fixed inputs per unit output. It points out possible trouble areas
where, if average current practice is followed, the demand for particular re-
sources will exceed their supply. Since substitution possibilities exist in fact,
some or all of these possible trouble areas may be “false alarms.” Perhaps
by substituting plentiful for scarce resources shortages can be alleviated and
the desired program attained. Judgment and supplementary data can be
vsed to modify the initial results of a requirements analysis, thus introducing
substitution possibilities on a limited, ad hoe, basis.

The neglect of substitution possibilities by a requirements analysis tends to
understate the capabilities of an economy. The opposite error-—the over-
statement of capabilities—can result when the classification system used in a
requirements analysis is too coarse. If two different types of sizes of, e.g,,
machine tools, are aggregated into the same category they are assumed to be
substitutes in all uses. This would cause difficulty if in fact they were not
close substitutes and, for the program whose feasibility was in question, the
use of one would decrease and the other increase substantially. The coarser
the aggregation system the more the danger of overestimating capabilities.
The finer the aggregation system, on the other hand, the greater the danger

285
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that the analysis will underestimate capabilities due to its neglect of substitu-
tion possibilities. This “dilemma of requirements analysis” is one of the prin-
ciple reasons that, as emphasized earlier in this monograph, requirements anal-
ysis cannot be used “automatically” separated from judgment.

Despite limitations, a requirements analysis is substantially better than no
analysis at all. With respect to industrial capabilities in general, it can
serve as a stop-gap technique where more thorough analyses have not yet been
developed. In metalworking in particular, where our analysis of substitution
possibilities is still quite rudimentary, it must be relied upon heavily.

There are a variety of ways by which plentiful resources can be substituted
for scarce ones in the metalworking industries. The type of substitution possi-
bility discussed in Chapter 12 may be referred to as the “one-for-one” suhsti-
tution of equipment. With such substitutions one of some type of machine is
substituted for one of some other type of machine in the performance of a
specified task, A different amount of time may be required by the substitute
machine than was required by the original machine to perform the task.
Thus the phrase “one-for-one” is not intended to imply that the two machines
perform the task equally well. Rather it denotes the substitution of one
machine of a particular type for one machine of a different type in the per-
formance of a task which they both can accomplish, albeit at different rates.

Towards the analysis of one-for-one substitution possibilities among ma-
chine tools, Chapter 12 proposes a classification of machine tools and a classi-
fieation of the tasks which machine tools perform, discusses problems of ag-
gregation in terms of standard machines and standard tasks, presents a table
of rates of productivity for standard machines performing standard tasks, de-
scribes two methods by which “task requirements” by industry or produet
line ean be obtained at a reasonable cost, and digcusses ways in which the pro-
ductivity figures presented here plus tasks requirements can be incorporated
into the analysis of the eapabilities of the metalworking industries.

This type of analysis can be applied to some, if not all, of the remaining
types of shop equipment. In particular a proposed classification of machines
and tasks for forge and press equipment is to be found in Rowe (1955).

Since estimates of productivities and task requirements are subjeet to error,
it is possible for the substitution analysis to overestimate the extent to which
one machine can serve in place of another. However, if the task requirements
are formed “conservatively”—in a sense spelled out in Chapter 12—we vir-
tually assure that the analysis will generally understate, rather than overstate,
substitution possibilities. It will not understate such possibilities as much as
does a requirements analysis, however, since the [atter ignores sall such possi-
bilities, Thus by estimating substitution possibilities conservatively—in the
sense to be defined—one ean make the substitution analysis a step in the right
direction, adding substitution possibilities to requirements analysis with small
danger of radically overstating such possibilities.

In addition to the one-for-one substitution of machine for machine there is
a large (yet to be explored and structured) eclass of substitution possibilities
involving combinations of men, machines, and/or materials. Examples of
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such and a discussion of the possibilities of incorporating these into proeess
analysis models is presented by Thomas Vietorisz in Chapter 15.

Some types of such substitution possibilities seem to pose no inordinate
problems of characterization and analysis. Others, such as the functional-
redesign of produets to conserve scarce resources, seem to be beyond systematic
characterization at present. Such unsystematizable (or just unsystemized)
substitution possibilities would have to be handled on an ad hoc basis, as in a
requirements analysis. Certain technical details concerning ad hoe procedure
would be different when substitution possibilities were included. In the first
place, the “requirements” might include demands for “tasks” or other abstract
entities defined by the formalized substitution analysis. In the second place
the extent to which any proposed alternative should be adopted would gen-
erally be determined by the formal analysis. The basic principle, however, is
the same: Formal analysis shows consequences of such methods of production
as are told to it {including alternatives where specified). On the basis of the
results of initial runs, the analyst may introduce alternate methods. In the
case of a substitution analysis such alternates could have been introduced
from the start; but technology is much too rieh, its potentials much too great,
to permit the complete ennumeration of all potentially valuable alternatives.

The linear programming analysis of substitution possibilities, as presented
in Chapter 12 and in the comments by T. Vietorisz, has difficulties in at least
two areas. First, they have difficulty at present in characterizing indirect
substitution via queueing phenomena. (Recall the discussion of the ratio of
men to machines in the preceding chapter, and how this ratio ean be varied
because of queueing phenomena). Second they have difficulty characterizing
the dynamics of transition (recall the discussion of resources of transition).
The possibility of using simulation techniques to handle such areas is discussed
in Chapter 13.

The problem of analyzing the capabilities of the metalworking industrics,
it seems to us, is neither hopeless nor solved. Requirements analysis is sub-
stantially better than no analysis at all. To a certain extent some of the
weaknesses of requirements analysis can be alleviated by the data and tech-
niques discussed in Chapter 12. To a much larger extent the problems of
characterizing metalworking capabilities remain to be explored.

UsAGE STaTisTICS

Production requirements at a national level, for thousands of products classi-
fied into dozens of categories, are typically based on historical usage. These
usage figures may be supplemented by engineering or other data, but they re-
main the backbone of the analysis of inputs per unit output. The present
section discusses sources of such data for men, machines, and metals used by
the metalworking industries.

A Statistical Supplement on Metalworking is available upon request from
the Cowles Foundation for Research in Economics at Yale University, New
Haven, Connecticut. The seventy pages of data contained in this Supple-
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ment were omitted from the present volume because of space and cost con-
siderations. For illustrative purposes, extracts from the tables of the Supple-
ment are reproduced in Chapter 14. The letters, A through F, assigned to the
tables in Chapter 14 are the same as those in the Supplement. Hence these
discussions refer to the tables both as they are reproduced in the Supplement
and as illustrated in Chapter 14.

Table C illustirated in Chapter. 14 presents the number of various types
of machine tools, metal forming machines, and other shop equipment in
metalworking industriez as of, roughly, the middle of 1953. This table is
based on information collected by the American Machinist and summarized
in various ways in The Seventh American Machinist Inventory of Metalwork-
ing Production Equipment?

In Table C names of equipment types have been abbreviated, and names
of industries have been replaced by their SIC numbers. Table B (extract in
Chapter 14} presents the full titles of the equipment types, in the order of their
appearance in Table C. Table A presents the industry titles corresponding
to the SIC numbers, In addition, Table A shows the extent to which estab-
lishments responded to the American Machinist’'s questionnaire. Specifically,
it shows the response percentage,

employees in responding establishments
employees in all establishments

x 100,

for each industry covered.

The Census of Manufactures periodically (e.g., 1947, 1954, 1958) collects
comprehensive data on industrial activity and usage. In this essay we gen-
erally refer to the 1954 Census, partly because of its proximity to our mid-
1953 data on equipment, and partly because only & small portion of the Cen-
sus data for 1958 was available at the time this essay was written. The volu-
minous Census of Manufactures’ information on men, materials, and indus-
trial activity cited below has not been reproduced here, since these volumes
are (or should be) readily available to any serious student of this subject.

The Census of Manufactures for 1954 shows the weight and value of metals
consumed by four-digit industries.? The classification of materials distin-
guishes: :

—carbon steei: bars and bar shapes, sheet and strip, structural shapes, plate, wire
and wire products, tin plate and other forms,

~alloy steel (except stainless): bars, other shapes,

—stainless steel: all shapes and forms,

~castings: iron, steel, aluminum and aluminum base, eooper and copper base,

—aluminum and aluminum-base alloy shapes and forms,

—copper and copper-base alloy: bare wire, insulated wire, other shapes and forms.

The consumption of these materials is shown for the principal metalworking
industry groups (19, 34-37), for furniture and fixtures (25), and for selected
* American Machinist, November 1953, page A-2. We are indebted to the American

Machinist for making this information avsilable and for permission to publish it here.
*Vaol. I, Table X.
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industries in the following groups: 33 Primary Metals, 38 Instruments and
Related Products, and 39 Miscellaneous Manufactures.

The Census of Manufactures shows the number of produetion workers in
the following types of shops:?

Foundry

Die casting

Forging

Electroplating

Galvanizing and other hot dip coating
Heat treating and annealing

Tool and die shops

Foundry patterns

Plate or structural fabrication
Stamping, blanking, forming or drawing
Automatie screw machine departments
Machine shops

This information is provided {or four-digit industries in major groups 19, and
33-37.

Among the vast amount of other data published by the Census of Manufac-
tures is the number of units shipped and the value of shipments by various
types of metalworking and other equipmernt.* From this, average replace-
ment values may be computed.

PrOBLEMS OF APPLICATION

Table 1 illustrates how usage information, such as that in Table C of Chap-
ter 14, can be used with & minimum amount of analysis or supplementary
data. Table 1 is extracted from a report by Markowitz (1954) based
on the American Machinist survey for 1949 (five years earlier than the survey
upon which Table C is based). The published statisties from the 1949 survey
include detail on the geographieal distribution of metalworking equipment,
as well as information as to their use by industries. This information can
answer certain questions of the following sort: Suppose that the metalworking
equipment of a large number of counties in major metropolitan areas were no
longer available (e.g., as if destroyed by nuelear attack), how would the re-
maining metalworking equipment compare with that used in strategic indus-
tries? ,

For a few types of equipment covered in the above references, Table 1 shows
the total number of machines in the United States, the number outside of 93
metropolitan counties,® the number in each of four industries, the total for the
four industries, and, finally, the ratio of the number outside the 93 counties to

*Vol. I, Table XI1I.

*Vol. TI, Section 35B, Table 6A.

“For a list of the 93 counties and a comparison with the 53 standard metropolitan areas
see Markowitz (1954), p. 10



TABLE 1
Tug DistrisuTioN oF CERTAIN METALWORKING MacHines (1949)

No.in U, 8. in Selected Industries

(1) (2) 3 4 (5) (6) ) (8) 9}
Metal-
working Col. 2
No. Qut- % Out- Ships Equip.  Aireraft  Total  Divided
Selected Equipment Total sgide 93 side 93 and and and Cols. by

Categories U. 8. Counties Counties Ordnance Boats Acecess. Parws 4-7 Col. 8

Total All Equipment 3,118,342 1,237,581 40 110,958 78,651 201,373 80,106 470,984 2.64
Total Machine Tools 1,761,804 692,058 30 74,386 20,202 147,327 54,781 °~ 305,696 2.27
Total Metal Forming Machinery 471,257 164,838 36 7,532 8,778 7,193 8,013 31,516 5.34
Total Other Shop Equip. 885,281 380,685 43 29,037 40,671 46,853 17,312 133,772 2.85

Machine Tools

Drilling Machines Total 361,935 143,516 40 11,445 4,870 20,706 11,135 48,156 2.98
Upright Single-Spindle 144,230 59,280 41 1,971 2,339 7,828 3,202 15,338 3.86
Deep-Hole Drills 2,772 1,142 41 840 - 168 143 1,151 .99
Gear Cutting and Finighing Total 44,216 18,094 41 927 242 4,822 1,786 7,777 2.35
Hobbing 15,867 6,387 40 333 100 1,516 312 2,261 2.82
Gear Grinders 1,729 481 28 45 7 399 455 906 .53
Lathes Total 396,464 153,198 39 16,236 5,910 31,282 8,783 62,211 2.46
Light Duty . 71,360 27,081 . 38 3,388 502 5,216 858 10,155 2.67
Heavy Duty 131,198 54,041 41 6,812 4,014 14,013 3,140 27,979 1.93
Auto Screw 66,613 18,741 28 1,834 93 2,776 772 5,475 3.42
Gun and Shaft 1,286 842 65 499 14 58 4 575 1.46
Honing and Lapping Total 17,170 5,348 31 746 71 1,455 742 3,014 1.77
Honing 7,933 3,078 39 469 43 660 345 1,517 2.03
External Lapping 2,857 898 31 178 21 354 165 718 1.25

58 598 - 3 - 601 .64

Rifle Working Machine 627 384
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TABLE 1 (continued)
Tue DistrisuTion of CErTAIN METALWORKING MAcCHINES (1949)

No. in U, 8. in Selected Indusfries

(1) (2) 3 4) (5) (6) @ (8) (9
. Metal-
working Col. 2
No. Out- % Out- Bhips Equip. Aireraft  Total  Divided
Selected Equipment Total gide 93 side 93 and and and Cols. by
Categories U. 8. Counties Counties Ordnance DBoats  Access. Parts 4-7 Col. 8
Machine Tools (continued)
Threading (except pipe) Total 54020 19,675 36 1,703 321 2,853 1,114 5,991 3.28
Tapping 22,689 7,813 34 632 50 547 428 1,657 4,72
Thread Grinders 3,008 1,049 35 196 21 781 320 1,318 .80

Metal Forming Equipment
Hydraulic Presses Total 32,159 14,739 46 1,328 1,418 1,220 731 4,697 3.14
Mechanical Presses Total 230,392 78,767 57 2,348 578 2,844 1,404 7,174  10.28
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the number used in the four industries. This ratio varies substantially
by type of equipment. For example, there are 10 times as many mechanical
presses outside the 93 counties than are used by the specified industries;
whereas the number of gear grinders ouiside the counties is only one-half
that used by the industries. Thus if the objective of the economy had
been to support these industries. Thus if the objective of the economy had
the help of the 93 counties, more than erough mechanical presses would
have been available to accomplish simple sheet metal operations, but the
grinding of hardened, high tolerance gears for the machine tool and aircraft
industries would probably have faced a serious equipment bottleneck.

An analysis of usage data usually leaves many questions unanswered con-
cerning any specified practical problem. In the case of equipment availability
after nuclear attack, for example, there are problems of goals and organiza-
tion which transcend the counting of machines. What would, or should, be
the objectives of any economy after attack? Would there be sufficient soeial,
political and economiec organization to redirect the economy (e.g., in a manner
similar to the complex of confracts and subcontracts which reorganized the
economy for World War II})? With problems of resource availability at a
national level generally (including problems of requirements for economie de-
velopment as well as those of military support), social, political, and economie
considerations affect the significance of answers to the purely technological
question. .

Even if we restrict ourselves to the technological aspeects of problems, usage
data does not provide a complete answer. For example, there is the possi-
bility of substituting one machine for another: Perhaps some of the shortages
indicated by Table 1 could be covered by machines which would be in more.
plentiful supply. In the next chapter we present data and analysis techniques
which deal with this possibility, treating the substitution of one machine for
another on a formal {rather than on an ad hoe) basis. Other technological
considerations, however, such as some suggested by T. Vietorisz in Chapter 15,
have not been formalized by the authors of this chapter.

Restricting ourselves still further, to the potentials of requirements analysis
only, the analysis of Table 1 is still not all that could be desired. For one
thing, in some places the classification of equipment is too coarse. Further
information concerning the use and location of certain large machines would
be particularly valuable. For another thing, Table 1 shows direct usage only.
It tells us how many presses were used directly by the Aireraft industries, but
does not tell us how many were used indirectly, via purchases from other in-
dustries. The problem of estimating total requirements from direct require-
ments will be discussed at length in the next section.

Despite all such drawbacks, the simple requirements tabulation can never-
theless contribute to our understanding and/or further investigation of re-
source availabilities under specified conditions. The 10-to-1 ratio in the case
of mechanical presses versus the 1-to-2 ratio in the case of gear grinders gives
us at least a sharper notion for orders of magnitude. The object of more re-
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fined analysis is to further sharpen such notions by dealing explicitly with
considerations which can be handled formally, thus relieving some of the
burden placed on judgment.

EstiMaTIiON 0F ToraL Usaces

Table C of Chapter 14, and the other sources of usage data cited above,
show direct usages only. They show how much carbon steel sheet was di-
rectly purchased by the Motor Vehicles industry, for example, and how much
was directly purchased by the Metal Stampings industry. They do not, how-
ever, show how much of the sheet steel purchased by Metal Stampings was
fabricated into parts for motor vehicles. If all fabrication and assembly op-
erations for end products were performed in establishments specialized to the
particular product line, then direct usage would equal total usage. But in
fact some requirements are parceled out to other industries, e.g., by the pur-
chase of components such as motors and bearings, or by the contracting of
machine shop, stamping, forging, foundry, or other work. The problem in
estimating total usages is to piece back together again these parceled-out
requirements. ,

A possible approach to the estimation of total requirements would be to use
an input-output inverse to go from final demands to industry outputs, then
use direct usage tables to obtain total requirements by type of man, machine,
and material. Unfortunately, this approach is subject to the serious inac-
curacies of input-output analysis discussed in Chapter 3. We recommend that
the reader briefly review that discussion, since the proposal presented here
would be needlessly complex if we could rely on input-output analysis for this
purpose.

The present section proposes a method for reconstructing total usages. We
cannot demonstrate the aceuracy of this method {in the way one demonstrates.
the validity of a linear programming algortim or other deductive process).
Perhaps further reflection will show that the proposed procedure, like the
classie input-output approach, is subject to an error of first magnitude. Or
perhaps the carrying out and spot checking of the procedure will show that it
provides a reasonable reconstruction of total usages. This remains to be seen.

The propesed procedure requires three types of information for the period
of time whose total usages are to be reconstructed. The first type of informa-
tion is direct usage figures such as eited previously. In referring to such
usage figures we shall let

V., ¥ = the value of the ith material directly purchased by industry j,

V¥ = the value of the ith type of labor directly employed by industry
i, and

V& = the value of the ith type of equipment directly used.

A second type of information used by the procedure is the value of sales from
each metalworking industry to each other metalworking industry (i.e., the
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metalworking portion of an input-output analysis, showing total “interindustry
flow”). In our discussion we shall let

P = the value of sales from metalworking industry j to metalworking

industry k.
We shall also let

¥

P, = the sales by ; to either final demand or to industries outside of
metalworking,

We shall refer to P,; as the value of sales to final demand, although it differs
from final demand in that it includes the value of purchases by nonmetalwork-
ing industrial sectors. A major component of the latter consists of the strue-
tural and other metal products purchased by the construction industries. A
minor component are metal bits and pieces purchased by other industries to be
incorporated into rubber, leather, and plastic products. Still another com-
ponent is metal work purchased by various industries for maintenance pur-
poses. All of these will be considered here as part of the final demand for
metal products, along with the usual components of final demand such as
equipment purchases on capital account, and the purchase of consumer dur-
ables by households.

In addition to direct usages and interindustry sales, the procedure ean in-
corporate other data, such as engineering estimates and special survey data.
The procedure does not require such data, but to achieve greater aceuracy at
critical points, it allows for the inclusion of these supplementary sources. The
form in which this third type of information enters the analysis will be dis-
cussed later. '

For expository purposes we will first deseribe the procedure under certain
simplifying assumptions concerning the nature of interindustry ssles, This
will serve to illustrate the basic steps in an uncluttered case. After this we
will turn to the general procedure as applicable in fact. Our initial assump-
tions are these:

L. All metalworking industries are either “end item industries” or “inter-
mediate industries,”

2, All interindustry sales between metalworking industries are from inter-
mediate industries to end item industries.

3. End item industries make only their primary produets.

We do not exclude the possibility of sales from intermediate industries to
final demand, as in the case of a machine shop fabricating parts for mainte-
nAance.

Table 2 summarizes the procedure under our initial assumptions. We will
first note briefly the objective of each step, to see the crucial steps in context,
and then return to review these crucial steps in detail. The procedure makes
three separate passes: one to estimate total material usages, another to esti-
mate total labor usages, and a third fo estimate total equipment usages.
These passes are independent and may be made in any order. Table 2 shows
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TABLE 2
OuTLINE OF ProcEDURE FOR EsTiMaring Torar Usacrs
(vor SeeciaL CasE)

A. To impute indirect malerials usages:
1. For each intermediate industry (j,) do the following:

% For each end item industry (k) estimate the tolal value T, of materials
purchased by j, to be processed for k.

b. For each material (i) form preliminary estimates E;; i of the amount of ¢ pur-
chased by j, to be processed into parts for k.

c. Form final estimates Vi (of the amount of ¢ purchased by j, to be processed
into parts for k) so that

Z Vijok = Vij,,  foraild;
%

z Vijk = Ty,  forall k;
7

Vi > 0, for all £ and k:

and so that, subject to these constraints, the final estimates are “as close as
possible” to the initial estimates.

2. After 1 has been repeated for each intermediate industry, sum indirect usages,
add these to direct usage to form total usage, and divide by final demand to
obtain a; = estimates of total value of material ¢ required per unit of final
demand.

B. Repeat 1 and 2 for labor and for equipment,

the procedure starting with the pass for materials,. During this pass only the
direct usages V. ;¢ are needed, not V, = or V 5. Hence, in our discussion of
this pass we may wnte V., for V ¥ without ambiguity.

Within the pass for matenals the procedure looks at each intermediate
industry in furn. Let j represent the particular intermediate industry cur-
rently bemg processed. Step 1, pa.rts a, b, and ¢, takes the amounts V;; of
the various materials purchased by j, and breaks these into their components

Vi, Visa, Vijee
where V,;.0 is the value of the ith material used by j, to fabricate parts or
products for final demand;
V .1 18 the value of the ith material used by j, to fabricate parts for
industry 1;
V:i.2 18 the value of the ith material used by j, to fabricate parts for
industry 2; ete.
Once the V., i are estimated for all ¢, j, and k, the total usages follow readily.

Step a estimates the total value T, of materials used by j, on behalf of k.

Later, when we estimate the ¥, ,, we "Will insist that

D Vi = Ti
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In step a, however, we do not estimate the breakdown hy fvpe of industvy,
but only a total vatue {T, ) of the material content of t}w sabes from § o lo
each end item industry k. .inti 16 final demand (b = 03,

Step b forms preliminary esimates tZ, .5 of the T, .. Three methods
for forning these preliminary esthmates arve discussed helow, the cholee of
methed depending on the mature of industry j and fhe Jegree of accuracy
desired.

Step ¢ forms final estimates 1, which are as close as possibie io the pre-
liminary estimates £, while satisfying the following three conditions:

For each material (z) purchased by j,, the sum of the uses (V. p) of this

material must equal the amount purchased {17;,.).
. . . - Y .
For each industry & that buys from j, the value ( E 1R ;_5._k/l of the material

content of its purchases must equal the total value (T; k) previously estimated.
The ¥V, are nonnegative.

The exaet procedure in step ¢ depends on the interpretation of °T; fok 08 close
as possible to £, .7 Several criteria of “closeness™ discussed below give rise
to linear or quadratic programwing problems ut this point.

Having derived the 1, . for industry j, we move on Lo the next intermediate
industry and repeat the process. W hen this is done for cach intermediate
industry, the indirect usages are alded to the direct usages of each cad item
industry to form total usages. These, in turn, are divided by final demands
for the period to form estimates of total requirements per unit of fnal demand.
In & similar manner, the entire process is repeated to obtain estimates of total
reqquirenient coeffieients for men and equipment.

This, in brief, is the procedure under ouwr initial simplifying assumptions.
Steps la through lc are the eritical ones. The other steps do simple book-
keeping with the estimates produced by 1o through le, ILet us consider the
critical steps once again, in greater detail, this time slarting with e and work-
ing backwards to a.

Step ¢ estimates the ©
the relationships

% 30 us t0 be elosc to the K L', while satisfying

{Fak

Ny
E Vijok = Vi, for all maienals ¢; {1)
k=0
Nn
E Vijok = Ty, fovall end em industries &; ()
i=1
Vi 2 0, foraliiand?% (3)

{where Ny, and N are, respectively, the nwmber of kinds of materials and the
number of industrics). Constraints (11 insure that sources equal uses for each
material purchased by j ; constraints 21 insure that each purchusing indmtr'y
receives the value of muterials previ iously esthnated iin step a); and <<mﬂtr Atz
{31 tell the eomputer that negative ¥, ; are not considorsd
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Several criteria can be suggested for measuring how close the Vs are to the
E’s. One measure is the sum of the absolute deviations between the Viis
and the corresponding E,, k ’s. In this case the problem of finding V’s as close
to their E’s as possible requires us to

Nu Ni
minimize Y Y |Vize — Eijul @)

i=1lk=0

subject to constraints 1, 2, and 3. Another measure of closeness is the sum of
absolute values of the percentage deviations. This would require us to

i 33|55 55|

{(where the summation includes all 7, & with E & > 0.)  Another is the maxi-
mum percentage deviation:

’ljok

uok tJuk (4.")
unk

lJok

Vijok — Bijut
Eijok

or a quadratic criterion of closeness of fit, such as:

ik = B\ . . i
minimize Z E (%—m—’k) , summation as in (4”'). (4')
iiok
ik

The finding of ¥’s to minimize the (4°), (4”), or (4"), can be expressed as a
linear programming problem and solved with the standard simplex method.
The use of (4'*) as a criterion gives rise to a quadratic programming problem.
Generally quadratic programming problems require several times as much
computer time as linear programming problems with the same number of
equations and variables. However, in the case of the quadratic in (4")
(which ean be expressed as linear terms plus a weighted sum of squares) a
special algorithm ¢an minimize this function in little more time than its linear
programming counterpart would require. The use of efficient computing
procedures is important since the criteria minimization calculation must be
performed once (under our present simplified assumptions) for each inter-
mediate industry j,, and may have to be performed more than once per industry
in the general case. The cost of computation for any of these criteria—
involving, in the case of large analyses, a number of hours even on the fastest
available computers—is substantial, albeit still a small fraction of the labor
and data processing costs of collecting reliable usage figures.

A criterion of closeness may be thought of as an instruction to the computer
concerning when to let V, , be further from E,;, so that V..., can be
brought closer to E, kv 1i we choose criterion (4”) for example, we are
instrueting the computer that an increase in

minimize maximum

» dor Egjp > 0, (4'")

Vﬂ.ﬂk
Eijpk

.
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is worthwhile as long as it permits a greater amount of reduction in

Veojos —1l

Eoone

Criterion (4”) will make such a trade even if the latter difference is already
substantially smaller than the former. Criterion (4"), on the other hand,
instructs the computer that trading an increase in

Vijk _ ’
B

for a decrease in
Viejone
L AN
Eiejore

is a matter of indifference unless one of these is the maximum deviation. Only
in the latter case does the criterion take an interest in the trade, in favor of
reducing the largest difference at any cost short of letting another difference
become larger. The quadratic criteria (4') lies between (4”) and (4) in
that it considers both the magnitudes of the two differences and the rate at
which an inerease in one can be traded for a decreaze in the other, It acts on
the rule that the worth of obtaining a decrease (or, conversely, the gain asked
in compensation for an increase) is proportional to the difference being
changed. Thus it is like (4”) in the case of equal differences, and close to
(4") in the case of extremely unequal differences,

A criterion of closeness may also be thought of as a hypothesis concerning
how initial estimates are most likely to be in error. The choice of such a
hypothesis—the selection of a eloseness criteria—should depend on the manner
in which the E;; .’s are estimated. In the discussion of step b we suggest
three different criteria for step ¢, depending on the derivation of the initial
estimates. Each of these criteria, however, is a form of quadratic. The
quadratic arises naturally since:

i. if we mssume that certain components of our errors of estimate are
normally distributed, then quadratie criteria provided maximum likelihood
estimates of the V's; or ‘

ii. even if we are not quite willing to assume normality, the quadratic criteria
seems (to us at least) to provide more reasonable rules for fitting final esti-
mates (in the sense discussed in the last paragraph) than do other eagily
cptimizable measures of closeness.

This area could probably benefit much from statistical investigations related
to optimum estimation procedures. In the meantime our recommendation is
the quadratic.

Step b develops preliminary estimates E,,,. These estimates may be
formed:

i. by mechanical procedures based on direct usages and interindustry sales
data only, or
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ii. by procedures based on additional data from survey or engineering
SOUrces.

We shall first discuss two species of procedure of type i, and then discuss
procedures based on supplementary information.

The two species of mechanical procedure we distinguish for estimating the
E’s using direct usages or interindustry sales data only are based, respectively,
on the following two assumptions:

1!, For a particular intermediate industry j, and end item industry k, the
flows of various materials through j to k, i,

Vljok) sz'ok) Vajok’

are roughly proportional to the direct purchases of these materials by j,. Thus
estimates may be formed according to the rule

"Eyjx = N Vijo;
Esjuk = NtV ay,; ete.

where Aj,1 is chosen so that ZE,-,—,;, = Tu; te,
1

Tk

Aok = ZV‘.J.«‘

”. The preliminary estimates will result in better final estimates if they are
taken to be proportional to direct purchases by k. In this case we let

Eljak == )\'I'olek;
Eajr = MV, etc.

VPR

z Vs'k.

where now Ak =

Assumption 1’ is essentially the one used exelusively in forming an input-output
inverse. It will tend to be correct insofar as j, produces similar, standard
components for all industries. Suppose that the same value of copper wire,
iron castings, steel sheet, ete., were required per dollar of every kind of electric
motor or generator. Then the inputs of materials to the Motor and Generator
industry could be prorated to purchasing industries according to the formula in
i’ For some intermediate industries it may be sufficient to develop special
estimates for a few purchasing industries, using i’ for the rest. In the case of
motors and generators, for example, perhaps if special estimates were developed
for the aireraft industry (with its special need for lightness of airborne com-
ponents) then assumption I would be sufficiently accurate for material require-
ments of the others. If, for a given j , assumption ¥’ is used for all k, the
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preliminary estimnates are themselves consistent with the constraints 1, 2, and
3 of step ¢, Hence, the minimization of a eriterion function is not needed. If
special procedures are used to estimate the E;; x's for a few k's, and i* for the
rest, then the requirements for the special industries ean be first subtracted
- from j,’s material purchases (V,; ) and the remainder of its material purchases
distributed by i’, again without the minimization procedure in step c.
Assumption i”’ is more appropriate for intermediate industries which pro-
vide metalworking services. These essentially do overflow work to the design
of the purchasing industry. If industry k, directly purchases a greater ratio
of aluminum to steel sheet than does k», we would expect this to be reflected
in the material content of their purchases from, for example, the Metal
Stampings industry. One apparent difficulty with using the direct purchases
of the end item industries for forming initial estimates, as i’’ would have us do,
is that some intermediate industries (e.g., Metal Stampings) use substantially
more of some materials (in the case of Metal Stampings, steel sheet) and less
of others (iron castings) than do end item industries as a whole. Thus, for a
particular intermediate industry j,, the £;;,r of i" will generally overestimate
demands for some materials and underestimate them for others. Constraints
(1) of step ¢ will insist that, in the final estimates, sources equal uses for all
materials. The manner in which step e adjusts the preliminary estimates to
form final estimates depends on the criterion of closeness selected. Suppose
we are willing to assume in the case of Metal Stampings that the requirements
for sheet are to be scaled up, and those for castings scaled down, “more or
less equally’” for all purchasing industries. More specifically, suppose we are
willing to assume that the relationship between the true flow V¥, and the
initial estimate E;; as formed by i’ is given by
V.
ﬁ = 05, T Uijok

where 8,;_is the average correction factor for the uses of material i by industry
Jo, and uy; 1 is the deviation from average in the case of purchasing industry
k, assumed to be normalily distributed. The appropriate quadratic minimiza-
tion for step ¢, under these assumptions, is:

Nu Ni

e Vijok 2
minimize ‘ — 8;j, 4"
Eijk

i=] k=0

where f; jo T

The above is the closeness criterion which the writers recommend in the ease
of intermediate industries whose initial estimates are formed wholly on the
basis of i”.

ii. For a given j , some or all the o M3Y be based on data from engineer-
ing or survey sources. A 1956-58 U. S. study of the Soviet heavy machine
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building industry,® for example, constructed man, machine, and material re-
quirements of typical products from drawings and data published in Soviet
engineering literature, Requirements can be estimated more economically,
however, when the establishments themnselves are willing to devote a small
amount of time of their regular production control apparatus for such a
purpose. From a sample of orders over a period of time, material, labor, and
equipment requirements can be generated by the same procedures as are
regularly used to estimate the materials needed for orders, and shop load by
station or labor class. In some cases further sampling to obtain factors con-
cerning planned versus actual would be valuable, particularly in the areas of
labor and equipment loading. The final requirement figures should be adjusted
to allow for normal scrap and idle time. .

If, for a given j,, all the E’s are formed from supplementary data and all
are, percentage-wise, equally subject to uncertainty, then (4'*) is the appro-
priate quadratic eriterion. On the other hand, some estimates may be more
trustworthy than others, e.g., because larger industries have been deliberately
sampled more heavily than smaller ones, or because supplementary data have
been used for the more important purchasing industries while the less important
ones have been estimated by (). In this case the maximum likelihood esti-
mate is provided by a weighted sum of squares

Viik = 1'!1'.1".::)’B
wy | —2 e
2 Z * ( Eiin

with weights inversely proportional to the variances of estimate. If, for a
given j , supplementary data are used for some of the E’s and procedure i for
the rest, the appropriate criterion is a combination:

AC 4+ (1 - et

where C' is the measure (4"*) of closeness of fit of the terms based on i, and
C'! the measure of closeness for those based on ii. The choice of A determines
the extent to which the optimization will “take the word” of the estimates
based on ii versus those based on 17,

Estimates E_. ; based on supplementary data can also be used to test the
adequacy of V. . generated by ¥ and i alone. In testing i’ 2nd i” it should
be remembered that the E,; » can be systematically biased yet the V. satis-
factory. Furthermore, if (for a given 1, k) the errors in V. are moderate—
but statistically unbiased—then errors in the final requirement coefficients wiil
tend to be small. What we must watch for, then, is large errors in the ¥, .
or systematic ones which will not tend to be canceled in the summation of total
requirements,

Step a estimates (in the case of the materials pass) the total value of the

® Analysis of Production Processes in the Boviet Heavy Machine-building Indusiry. In-
terim Reporl, Phase 1 (Soviet Planning Study No. 5), Institute for Research in Social
Science, University of North Carolina, 1956,

Input-Cutput Analysis of Soviet Heavy Machinery (Soviet Planning Study No. 6),
Institute for Research in Social Science, University of North Carolina, 1953,
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material content (T;‘.k) of the sales from j to k. These estimates are used
in conditions 2 of step ¢. Step a may be performed mechanically by prorating
materials to purchasing industries in proportion to their purchases from j :

Tik =MNPjx, k=0,1,..., Ny

where M is determined so that z Tir = 2 Vijo 1.2,
- -

_ z Vijo.
5.

Such proration assumes that all purchasing industries receive approximately
the same value of material content per dollar spent in industry j,. This
assumption could be checked as a by-product of the supplementary investiga-
tions discussed under version ii of step h.

These, then, are the critical steps of the procedure applied under cur initial,
simplifying assumptions. Step a estimates the total value of materials (or, in
subsequent passes, labor and equipment) incorporated in sales from j, to k.
Step b forms initial estimates of the breakdown by type of materials, type of
equipment, or type of labor. Step ¢ forms final estimates which are, in some
sense, as close as possible to the preliminary estimates without violating the
conditions that sources equal uses and sales are nonnegative,

Now let us reintroduce the complieations previously ruled out. P, may now
be positive for any pair of industries; P,, may include shipments to final
demand other than those for the primary product of the industry. Shipments
to final demand by any industry j of products primary to industry k will be
denoted by f,. In particular, f,, equals final demand shipments of the
primary product; hence

A

Steps a through ¢ will now impute usages of men, machines, or materisls to
fina! demand categories as well as to interindustry sales. We will let

U, = the value of the ith kind of material purchased by industry j
to be processed into final demand primary to industry k.

As before we will let

Vi = the value of the ith kind of material purchased by industry j
to be processed into components sold to industry k.

For a given pass (for materiais, machines, or men) and for a given industry j,
the U;; x's and the Vi, 's are generated, simultaneously, by steps a, b, and ¢,
with P;, replaced by f;1, fi2 ..., and with V,;, replaced by Usj i
U 3 R TRR SR

The sequence in which industries are processed by steps a through e should
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depend on how much each purchases from other metalworking industries.
Those which purchase least will be treated first. This ordering need not be
exact, but the treatment of industries in approximately this order will speed
the convergence of the process.

In the order described, the direct usage of men, machines and materials for
each industry is imputed to final demand and interindustry sales by steps a
through e. Each such imputation has two major effects:

1. Part of the industry’s direct usages are imputed to final demand cate-
gories. These imputations are added to similar previously accumulated usage
by product category. Our object is to eventually distribute all resource usage
to these final demand categories.

2. The remainder of the direct usage is imputed to interindustry sales.
These imputations are added to the direct usage of the purchasing industries.
Thus by the time we come to distribute the direct usages of the Motor Vehicles
industry, for example, théy include imputations made to them as well as the
original direct usage figures.

After passing through all industries the procedure next considers the extent to
which the various factors of production have been disiributed to final demand
categories. If a sufficient amount (e.g., at least 99 per cent) of all types of
materials has been distributed to final demand the remaining fractions (x,)
can be prorated mechanically by multiplying existing imputations to final
demand by 1/(1 —z,). If the amount imputed to final demand is not suf-
ficiently large—if imputations for later industries returned significant amounts
to industries treated earlier-—then the imputation process must be repeated
for industries with nonnegligible usage still to be distributed. The process
terminates when all types of materials {or men or equipment) have had enough
usage imputed to final demand to justify the terminal proration to final
demand categories. :

The convergence of this process is accelerated by the structure of metal-
working industries, which somewhat resembles the simple structure assumed in
originally presenting the method. Thus after the second or third pass through,
little usage should remain undistributed to final demand.

Because of the number of options it permits, the procedure deseribed in
this section is perhaps best thought of as & way of organizing the estimation of
total requirements rather than as a specific proposal for their estimation. On
the one hand, the procedure permits requirements to be estimated from direct
usages, interindustry sales, and a classification of industries into two sets:
(i) those which tend to produce standard products for all industries, and
(i) those which do overflow work fo the design of the purchasing industry.
On the other hand, the procedure permits the use of engineering or survey data
for some or all the requirements estimates, adjusting these estimates (as little
as possible) to be consistent with aggregate usage figures. The classic input-
output analysis may be thought of as a special case in which all industries are
classified into ¥, and the resource being distributed is “industry capacities”
rather than types of men, machines, and materials,
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SOME APPLICATION TECHNIQUES

The last section discussed the derivation of total usages per unit of final
demand. We shall now consider the use of these figures, as requirements esti-
mnates, in the evaluation of proposed programs, Qur initial discusgion will he
concerned with requirements for metalworking equipment. Thus, for the time
heing at least, it will be sufficient to write a,;, rather than e %, as the value of
the demand for the 7th kind of equlpment per unit of the jth final demand.
We shall see how the simple structure of the requirements analysis allows us
toe answer broad classes of questions on the basis of a small amount of ele-
mentary calculation. Later we ghall consider how the same, or similar,
analysis apparatus can be used in conjunetion with requirements estimates for
labor and materials.

A requirements analysis for equipment addresses itself to gquestions such as
the following: Suppose that the cconomy attempted to achieve a certain com-
bination {f, f,, . . ., f,) of final demand per unit time: What would be the
requirements (R, R,, . . . , Ry) for equipment? The requircments analysis
answers this question by the caleulation:

N
Rf = Z a,—,f,-.

=1
The results B, are expressed either in terms of value or physieal units depend-
ing on the units of measurement of the a,.. In the present discussion it will be
convenient to assume that the a,, are measured in value terms, and hence
E, 1s the value of the stock of required equipment. If 4,4, ..., Adyare
the amounts of equipment available (measured in the same units as B ;) the
analysis concludes that no additional equipment is needed as long as 4 =R,
for all i. If R, > A, for some or all 7, the investment required for new equip-
ment is

M
1= ; max (0, B; — 4,).

The above calculation does not address itself to the problem of how fast the
economy can respond to sudden changes in the short run. If I = 0, for ex-
ample, it would be unsafe to conclude that the economy could move instantly
to the proposed new sct of final demands. The caleulation ignores the im-
portant bottlenecks of transition, such as planning and tooling; it fails to take
into account the dynamies of what must be done first, hefore what must be
done second, before what can be done third.

It considers, rather, the problem of equipment necessary to sustain a pro-
gram, as distinguished from the speed and tacties by which this program is
approached. The incremental (new investment) requirements R, =4, (where
R; — A} are relevant for the transition in that they constitute part albeit not
all, of the needs of going from the old to the new program.

It is generally desirable to compare investment requirements for a number
of proposed sets of final demands. We shali show how a range of such pro-
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posals can be evaluated with the aid of a few basic computations. To begin
let us consider the following problem: a nation, by choice or happenstance,
equips so as to produce (among other things) amounts f, and f, of two prod-
ucts. Later, because of a change in internal needs or world markets it changes
these amounts to f,’ and f,", increasing one and decreasing the other. To
what extent can equipment of the declining industry be transferred to the
growing industry? We shall illustrate the nature and derivation of the
solution to this problem in terms of the hypothetical five machine example
whose requirement coefficients are presented in Table 2.

The heavy curve in Figure 1 shows the combinations of increases and
decreases in f, and f, which can be obtained with $1 million of new investment.
The axes represent changes (Af,, Af,) in f, and f, measured in million of
dollars. In any particular case the graph applies az long as f, +Af, =0
Within these limits the same graph applies to the costing of changes whatever
the original f, and f,.

TABLE 3
HyrorreticaL MacHINE ReQuirEMENTS ForR Two INDUSTRIES

Value of Stock Required
per Dollar of Final Demand

Machine
Number Industry 1 Industry 2
1 $.20 $.50
2 .10 .05
3 .10 .10
4 .20 .00
5 .00 .10
Total $.60 $.75

The line labeled (1} in the figure is the locus of changes (Af,, Af,) for which
the amount of machine 1 released by the decreasing industry exactly equals the
amount needed by the increasing industry. Above this line

a3 Aft + a1z Afs > 0;

the value of machine 1 needed exceeds the value of machine 1 released: the
stock of machine 1 must be increased. Below the line

an Afy + a2 Af: < 0;

the value of machine 1 released exceeds the value needed: no inerease in the
stock of machine 1 is required. This “zero-requirement line” passes through
the origin and has

slope = L. -4,

aiz

In & like manner the lines labeled (2), (3), (4), and (5) represent “zero-re-
quirement lines” along which the amount of machines 2 through 5, respectively,
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FIGURE 1. Combinations of af,,Af, obtainable with $1,000,000 new investment (hypothetical 5-machine example).
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released by the decreasing industry equals that needed by the inereasing in-
dustry. These lines pass through the origins and have slopes of —a,/a,,.
The line for machine 1 separates the Af,, Af, plane into two half planes, in one
of which the ith machine is a bottleneck, in the other the #th machine is in
exeess.

In the positive quadrant (when both f, and f, increase) the cost of addi-
tional equipment is

o I = .60 Afy + .75 Afs.

The coefficients of af, and Af, in this equation are the total value of equipment
required per dollar of each final demand, as shown in the total row at the
bottom of Table 3 or in the middle of Table 4. Thus in the first quadrant of
Figure 1 the isocost eurve connecting all combinations costing $1 million is
represented by the line

60 Af, + .75 Af, = 1.0.

Let us, for a moment, consider the region of the second quadrant between
lines (2) and (3). Every point in this region is below and/or to the left of
lines (2) and (4); every point is above and/or to the right of lines (13, (3),
and (5). Thus for every point within this region there will be a shortage of
machines 1, 3, and 5, and a surplus of 2 and 4. The amounts bought of the
{ormer three machines will be

an Af1 + a2 Af;  (fori = 1,38, 5)
(where Af, < 0 in this region).

The amounts spent on the other two machines (2 and 4) will be zero.
Hence, the total investment required by an increase in f, and decrease in f,
represented by a point in this region is

I = Al Afl + Ag Afz
where Al = a1; + asy + ag = .30
and As = o153 + a3z + a5z = .70.
The $1 million isccost curve in this region, therefore, is represented by the line
30 &fy + .70 Afy = 1.0,

Similar remarks apply to the other cone-shaped regions bordered by successive
zero-requirements lines. For example, each point in the region of the fourth
quadrant between lines (1) and (3) has an investment requirement of

I = A, Afy + Az Afy
where
Ay = asy + a31 + agy = 40,

Az = @22 + 039 + a2 = .15.

The isocost curve in this region is represented by the line

40 Afy + 15 Af, = 1.0,
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Table 4 illustrates a procedure for obtaining the A,, 4, coefficients for all
regions. The first three columns of the table present machine number, value
of stock (a,,} required for final demand 1, and value of stock (a,,) required
for final demand 2. The fourth column shows the ratio a,, /a,,. The first five
rows of the table correspond to the five machines, arranged in order of increas-
ing a,,/a.,. The sixth line is labeled Total; the seventh through eleventh lines
again correspond to the five machines, arranged as before. The last column of
the table represents the cost formulae for each region. For example, the
fourth entry in the last column, which straddles the third and fourth rows

TABLE 4
Cost FormULAE For Af), Af,
Value of Stock Required Ratio of
Machine Requirements Cost Formula
Number Industry 1 Industry 2 1) /(D) AL AN + Ag Afy
5 $.00 $.10 0 0
1 .20 .50 4 1042
20 Afy + 60 Af,
3 .10 .10 1.0
2 10 -05 2.0 A0 Afy + 75 Afs
4 .20 .00 % '
Total  $.60 $.75 60Afy + .75 4f
5 -gg -ég -2 60 Afy + 6548,
- : : A0 Afy + 15Af,
3 .10 .10 1.0 30 A
. f1 4 .05 Afy
2 10 .05 2.0 20 Af
4 .20 .00 ® o

(corresponding to machines 3 and 2), contains the cost formula for the region
in the second quadrant which lies between zero-requirement lines (3) and (2).
Similarly, the second, third, and fifth entries of the last column contain cost
formulae for other regions of the second quadrant. The sixth entry, corre-
sponding to the Total row, has the cost formula for the first quadrant. The
seventh through tenth entries of the last column contain the cost formulae for
successive regions of the fourth quadrant. The zeros in the first and eleventh
positions of the last column are essentially the “cost formula” for the third
quadrant. In short, the entries in the last colurnn of Table 4 are the cost
formulae for the various regions, arranged in the order they are reached by
starting in the third quadrant, moving clockwise through the second, first, and
fourth quadrants, returning finally to the third quadrant again. As we go
from the first to the sixth entry in the last column, the 4 , A, coefficients of the
cost formula are {ormed by successive addition:

next A; = previous 4; -+ a;1;

next A, = previous 4 + a;».
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As we go from the sixth to the eleventh entry in the last column the A, 4,
coefficients are formed by successive subtractions:

next A; = previous A; — a;;
next A: = previous A, — a;.

To plot the isocost curve of Figure 1 it is sufficient to know points at which
each zero-requirements line, of the form

a1 Af; + ais Af: = 0

intersects the isocost line of one of its neighboring regions, the latter line being
of the form

A, Afy + A2 Af = 1.0,

Solving the last two equations for the values of Af , Af,, we get

— G2
Afy = — =2,
h ai1ds — ady’
+aqy
Afy = —— L
f2 ands — ai2A;

Table 5 uses these formulae for computing points on the $1 million isocost
curve as it interseets various zero-requirements lines. Between pairs of
suceessive points the isocost curve is a straight line. Beyond line (2} in the
fourth quadrant the isocost curve is vertical; heyond line (1) in the second
quadrant the isocost curve is horizontal.

TABLE 5
CoMPUTATION oF Af, aND Af, at Kinks 15 thE Isocost Curve

D= Afy = Afy =
a as Ay 4, laids — A344] —a2/D  4ai/D
1) .20 .50 .00 .10 0200 —25.0 10.0
(3) .10 .10 .20 .60 .0400 -2.5 2.5
2 .10 .05 .30 .70 . 0550 —-.9 1.8
4 .20 0 .40 .75 .1500 0 1.3

() 0 .10 .60 .65 — . 0600 1.7
1y .20 .50 .40 .15 —.170¢ 2.9 —1.2
(3) .10 A1 .30 .05 —.0250 4.0 —4.0
{2y .10 .05 .20 0 — . 0100 5.0 —10.0

In the same manner the $I million isocost curve can be derived for an
analysis Involving M types of equipment with about M subtractions, 2M
multiplications, 2M divisions, and 4M additions. Once the isocost curve for
$1 million (or for any I > 0) is obtained, the isocost curve for any other level
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of I follows readily. The isccost eurve for I = $10 million, for example, can
be obtained in one of two ways:

1. by drawing a curve parallel to the $1 million isocost curve, but every-
where ten times as far from the origin; or

2. by changing the units of measurement in Figure 2 to tens of millions, so
that, for example, the point (3.0, 0.0) on the horizontal axis represents a $30
million increase in f,. This done, the old curve in Figure 2, untouehed, is now
the $1C million isocost curve.

The same two options apply for any 7 > 0. Finally, the changes in f, and f,
which give rise to I =0 lie in a region which always includes the third quad-
rant, and sometimes, as in the present example, 1s identical to it.

GENERALIZATIONS. The above analysis can be generalized in several ways,
e.g., by including requirements for men and materials, or by defining in a dif-
ferent manner the alternate sets of final demands portrayed on the axes of the
fizure. We shall briefty characterize a few such generalizations. In some
-eases the analysis procedure described above applies with little or no modifica-
tion. In other cases somewhat less simple procedures are required.

Af, and Af, can represent increases and decreases in “programs”—i.e., they
can represent proportional changes in combinations of end products. The
methods described above still apply, now lettmg a;, equal the total require-
ments per unit of program.

In the long run requirements for materials are but requirements for the
resources that produce these materials. The requirement coefficients for
various kinds of steel, for example, can be translated into requirement coeffi-
cients for various kinds of steel rolling mills. The latter, then, can be in-
corporated into the requirements analysis in the same manner as metal fabri-
eating equipment.

The simplicity of the ana]ys:s behind Figure 1 rested, in part, on the fact
that there was a combination of f, and f,, represented by (af,, Af,) = (0,0),
which exactly used up all available resources. If no such combination exists
our zero-requirements lines no longer meet at a single point, but intersect in a
more haphazard manner as in Figure 2. (Note: In Figure 2 we use f, and f,,
rather than Af, and Af,, on the axes.) In this more general case the isocost
eurves (i.e., those for investment levels I , and I,) are once again piecewise
linear, breaking at zero-requirement lines. They are no longer necessarily
parallel. Each region of Figure 2—i.e., each polygon bounded by zero-require-
ments lines—has associated with it a cost formula of the form

I=4,fi + A:f: —

where A, is the sum of the requirements per unit of final demand 1 for equip-
ment which is not in excess supply; where 4, is the sum of such requirements
for final demand 2; where A4, is the original value (before new purchases) of
equipment which is not in excess supply; and where “equipment not in excess
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L

h

FIGURE 2. Isocost curves when no f,, f, uses all resources.

supply” is that whose zero-requirements lines pass below or to the left of all
points in the region. Any isocost curve I, which passes through the region is
represented therein by the line

A1f1+Agfg - Ag = II.

1f we assume a single cost of training each type of labor, then labor develop-
ment costs can be ineluded in the analysis in the same manner as equipment
purchase costs. If instead we let training cost depend on & worker’s previous
job as well as the job for which he is being trained, then the analysis of labor
development costs becomes a linear programming problem, best done as a
separate pass from the analysis of equipment procurement costs. The linear
programming problem introduced by this handling of labor requirements, while
more complex than the graphical procedures sufficient heretofore, is neverthe-
less of a simple structure requiring relatively little computer time for solution.

LOOKING BACK. Comparing this section with the preceding one, we see that
the derivation of total usages from direct usages is a substantially more dif-
ficult problem than the use of these coefficients. Data collection muyst be left to
agencies with substantial resources. Once derived, however, these figures can
be used with relatively little difficulty in requirements analyses addressing
themselves to a variety of objectives.
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UHAPTER 12

A MACHINE TOOL SUBSTITUTION ANALYSIS
Harry M. Markowitz and Alan J. Rowe

The analysis of the last chapter assumed fixed requirements for men, ma-
chines, and materials. Inputs per unit output are not fixed in fact, however,
but can and do change depending on economic conditions. The present chapter
presents an analysis of “‘one-for-one” substitution possibilities among machine
tools. The same methodology is applicable to one-for-one substitution possi-
bilities among metal forming and certain other shop equipment.! The possi-
bility of analyzing certain other types of substitution is discussed in the next
chapter.

Disaggregation is generally required to increase the ability of an analysis
to detect bottlenecks under a variety of conditions. As we disaggregate, how-
ever, the importance of substitution possibilities increases. Suppose our
analysis distinguishes two related machines, A and B, since under some condi-
tions the special abilities of A will be most needed, while under other condi-
tions B will be the bottleneck. Some tasks ¢an be performed by A and B with
equal efficiency; for others, A is more efficient; for still others, B is more
efficient. The extent to which A and B can be substituted for each other, and
the loss of efficiency which results when such substitutions are made, depends
on the availability of tasks which the two machines can do equally (or almost)
equally well,

The analysis presented here attempts to cast these notions into a usable,
numerical form.? The sections of this chapter consider the classification of
machines and tasks, the estimation of rates at which the various machines can
perform different tasks, problems and potentials for obtaining task require-
ments by product class, and some problems and potentials with respect to
applications. Table F, illustrated in Chapter 14, presents rates at which
various machines can perform various tasks,

*E.g., for a classification of machines and tasks involving some of the metal forming
machines see Rowe (1955).

*The work reported in this chapter was originally presented in A. J. Rowe and
H. Markowitz (1955).

An important precursor of this work is Mathilda Holzman (1953), pp. 326-359.
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Tue CLASSIFICATION OF TASKS

An objeet ean be characterized by properties such as material, size, shape,
surface finish, ete. A task is defined as the requirement to transform one or
more objects with certain properties into one or more objects with certain
{other) properties. The number of distinct objeets which remain after a task
is performed may be more or less than the number at the start, as when a bar
is cut in two, or two parts are welded together. Complex tasks are equivalent
to combinations of more elementary tasks. Thus the quite complex task of
transforming raw materials of various sorts into automobiles is achieved by
simpler tasks such as the production of lots (batches) of particular com-
ponents.  The production of a lot of some component tyvpically involves opera-
tions at several machines; the processing of the lot through a particular ma-
chine requires the task of setting up the machine for the lot, then the task of
processing each pieee on the machine. These tasks, in turn, ean be broken
inte more elementary tasks, as analyzed in time-and-motion studies. The
tasks we shall consider in our analysis are such that, if accomplished in their
usual manner, they require the setting up of a machine plus the processing of
a lot with the machine thus set up. A combination of such tasks is typieally
required to fabricate a lot (batch)} of parts.

Our analysis of machine tool substitution possibilities will require a classi-
fication of tasks into categories. For each category of tasks we will choose a
specific standard task. Thus, if we had as a category “the set of all tasks
which transform a piece of material into a surface of revolution,” the standard
task of this category might be “the task of transforming a piece of bar stock
of specified dimensions and material, into a eylinder of specified dimensions,
tolerance, and surface finish.” Similarly, for each category of machines, a
standard machine will be chosen. These standard machines and tasks will be
used in estimating the times required to perform the jth kind of task with the
tth kind of machine. Al but one of the members of any task category will be
nonstandard. We will speak of any such nonstandard task as being equivalent
to & certain number of units of the standard task. This number of equivalent
units will be defined hy choosing for each task a machine which typically per-
forms this task and letting the number of standard units of the task =

time required to perform specific task
time required to perform standard task

Our analysis, therefore, does not assume that the time required to perform a
given task in a category is the same as that required to perform every other
task in the category. It does, however, assume that rate of substitution of one
machine for another is the same for every task in the category. That is, our
analysis assumes that

time required to perform task A on machine 1
time required to perform task B on machine 1
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equals

the time required to perform task A on machine 2
the time required to perform task B on machine 2

for every A and B in the given task eategory and for every machine whose
ability to produce A or B is worth considering. It is no doubt lmpossible to
classify all tasks into a small number of eategories in such a manner as to
make the above relation hold exactly. It is desirable, however, in construeting
a classification of a given level of detail to choose the categories so that (in
some sensej the relation holds as closely as possible. In particular it is
important for the set of machines which can do the task well, the set of ma-
chines that can do the task less efficiently, and the sct of machines which
cannct do the task at all (for all practieal purposes} to be essentially the same
for all members of & task category. The choice of level of detail is itself a
compromise between the needs of accuracy and the costs of data collection and
computation,

In an attempt to achieve reasonable homogeneity (in the sense defined
above) and still have a manageable number of categories, the following ground
rules were employed in defining categories of tasks:

(A) A task, by definition, is characterized by the set of properties of the
material both before and after the task is performed. In practiee the starting
point of the task (the rough shape and size of the material) is “close” to that
at the end of the task. We have therefore grouped together tasks which end

FIGURE 1
ConriguraTioN CATEGORIES, SAMPLE SHAPES

Before

{a} Facing

(b) Squaring

FIGURE 14. Flat surfaces—no contours or irregularities.
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Before

¥

(a) Straight splines

{b} Serrations

(c) Slots

FIGURE 1B. Flat surfaces—external contour in one direction.

in the same final set of properties although their starting points are somewhat
different. As explained above, the task of going from starting point A to final
state C may represent a different number of “units of the standard” than does
the task of starting at B and going to C, even though the two tasks are in the
same category,

(B) Most of our task categories have five identifying “dimensions”: (1) the
geometric configuration which is to be obtained, (2) the pertinent dimensions
of the work, (3) the precision required, (4) the number of pieces to be pro-
duced, and (5) the hardness of the material. Variations of these dimensions
not only affect the amount of time required for a given machine to produce
the task, but—more important in choosing a classification—they affect sub-
stantially the relative efficiences of different machines:

(1) The efficiency of the various major families of machines depends on the
geometric configuration to be produced. The lathe family (e.g., engine lathes,
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turret lathes, automatic screw machines) is especially suited to the production
of surfaces of revolution. Planers and shapers are well suited for flat (or,
more generally, ruled) surfaces. Gear hobbers, gear shapers, gear grinders,
ete., are especially suited for making gears,

(2) The size of the part determines the sizes of machines which can perform

Before

(a) Squares

(&) Hexagons

(d) Serrations

(g) Splines

FIGURE 1¢. Flat surfaces—internal confour in one direction.
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Before

(b) Cones

{g) Grooving

FIGURE 1D. Cylindrical surfaces—external—continuous.

& task. A large propeller shaft for a ship cannot be mounted on a small bench
lathe, Conversely, while it is theoretically possible to turm a very small part
on a lathe with a 10-foot swing and a 60-foot bed, such extreme machine-task
combinations can be ignored for practical purposes. We should not ignore
the possibility, however, that within certain limits, larger machines may be
called on to perform smaller tasks.

(3) When high folerances are required, machines such as grinders, honers,
and lappers become either absolutely essential or else of very high efficiency as
compared to ordinary production machinery.

(4) As the number of pieces to be made increases, time required per piece
falls. If this increased efficiency were approximately the same for all ma-
chines, we could treat a larger or smaller than standard lot as simply so many
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units of the standard lot size, according to the time required. We do not have
this proportional increase in efficiency, however, since some machines (e.g.,
sutomatic screw machines) are especially designed to handle large lots. We
have therefore roughly distinguished the number of pieces to be made in
classifying tasks. Within any lot size category, off-standard lot sizes are
characterized by an equivalent number of standard lots in the usual manner.
(We will return later to the problem of lot size.)

(5) Almost all machine tools are capable of machining a variety of metals
such as steel, brass, and aluminum. There is, however, a degree of hardness,
possessed by specially hardened steels, which sharply limits the machines
which can be used. The general practice is to first machine the unhardened
material until it is almost of the form desired; then to harden the material;
and finally to grind the part to remove any slight distortions caused by the
hardening process and to attain the precision and surface finish desired. Our
analysis distinguishes tasks performed on hardened steel from those performed
on softer material. '

Before After

(b) Bored holes

(d) Counterbore

FIGURE 1E. Cylindrical surfaces—internal-—continuous.
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After

(a} Spur gears

(&} Gear rack

FIGURE 1]. Standard gear shapes.

After

Before

(c) Dies

() Grooved

FIGURE 1J. Complex shapes—irregular.
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Thirteen kinds of geometric configurations are used in defining our task
categories. These are listed in Table 1 and illustrated in Figures 14 through
1M. TFive classes of size of part, three classes of tolerances, two classes of size
of lot, and two classes of hardness are distinguished. The limits and typical
members of these categories are also presented in Table 1. Not every one of
the possible 13X 5% 3% 2 X 2 = 780 combinations of configurations, size,
tolerance, lot size, and hardness is used to define task categories. We do not,
for example, differentiate between large lots and small lots in cases of very
large parts. In total we have 142 task categories which are listed in Table E
of the Statistical Supplement, as illustrated in Chapter 14.

(@) Surface cams

FIGURE 1K. Irregular periphery—flat surface.

{a) Multiple external diameter and facing

() Multiple diameter and thread

FIGURE 1L. Multiple cylindrical surfaces,
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TABLE 1
Task SPECIFICATIONS

f. Classification of Surface Shape
1. Flat surfaces—no contours or irregularities; e.g.,

(a) facing {e) spot face
(b) squaring _ (f) sawing
{c) planing  (g) parting

(d) surfacing
2. Flat surfaces—external—contour in one direction; e.g.,

(a) straight splines (f} keyways
(b) serrations (g) spur gears
(¢} slots (h) keyseats
(d) dovetails (i) straight knurl—deep
{e) vees
3. Flat surfaces—internal—contour in one direction; e.g.,
(a) squares (e) slots
{b) hexagons (f) keyways
{c) spur gears {g) splines

(d) serrations
4. Cylindrical surfaces—external—continuous; e.g.,

(a) cylinders, single and stepped {f) chamfering
(b) cones and tapers (g) grooving
(c) radii th) knurling
(d) spheres (1) spinning

{e) pointing
5. Cylindrical surfaces—internal—continuous; e.g.,

(a) reamed holes {c) turned holes

(b} bored holes (d) counterbores
6. Drilled holes; e.g.,

{a) plain drill {d) step drill

(b) center dnill {e) deburr

(¢) countersink
7. Cylindrical forms—external; e.g.,

{a) threads—aecme, square, ete. {¢} lead serews
(b) spirals (d) regular contours, form tools
8. Standard screw threads; e.gz.,
(a) tapped (¢) chaser
{b} die
9. Standard gear shapes; e.g.,
(a) spur (e} hourglass
{b) spiral (I} bevel
(¢} worm (g) rack
(d) helical
10. Complex shapes; e.g.,
{a) cams : (d) hourglass gears
(b) templates (e) irreguiar contours
{c) dies
11. Irregular periphery—fiat surface; e.g.,
(a) cams () routings

(b) templates

323
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TABLE 1 (continued)
Task SPECTFICATIONS

12. Multiple surfaces; e.g.,

(s} multiple external diameter and (d) multiple diameter and bored

facing hole
{b) muitiple diameter and thread {e} multiple diameter and tapped
(c) multiple diameter and drilled hole hole
13. Multiple holes—drilled; e.g.,
(a) plain driil (e} drill and tap
{b} drili and efm. {d) drill and counterbore
{l. Size
{a) Machine requirement:
Size Category Bed Length or Stroke Swing
Very small 0-1 0-1"
Small 1-12” 1-12"
Medium 12-36" 12-36"
Large 36-120" 36-120"
Very large over 1207 over 120"

{b) Surface to be machined:

Size Category Diameter Length of Cut
Very small 1 i
Small 5 5
Medium 20 20"
Large 50" 50"
Very large 100" 100"

ITI. Tolerance

(2} Semi-precision

Typieal Tol.

Depth of Cut

+.015” to +.001" +.010" 500"
(b) Precision +.001" to +.0001" + 001" .030"
(c) High precision  +.0001"” to + 00002 + .0003" 0107
I'V. Length of Run (Size of Lot)
Very Small Small Medium Large  Very Large
(a) Short 500 200 50 10 3
(b) Long 10,000 2000 500 100 3
V. Hardness

(a) Ordinary material < 375 Brinell hardness
(b) Very hard material > 375 Brinell hardness
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Before After

{a) Plain drill

(¢) Drikl and tap

FIGURE 1M. Multiple drilled holes.

THE CLASSIFICATION OF MACHINES

A machine tool may be considered as a method of obtaining relative motion
between a cutting edge or grinding surface and a piece of metal in order to
generate a desired surface shape. Figures 24 through 2H show the prineiples
of operation of some common machine tools by indicating the motion of the
cutting tool, the motion of the work, and the flow of chips. Thus, the familiar
drill press rotates a drill which it moves into the work to produce a hole. The
common lathe rotates work past a cutting tool, the latter being moved left,
right, in, or out to achieve the desired shape. The milling machine rotates
the cutting tool (in contrast to the lathe which rotates the work) moving the
work left, righ, in, out, up, or down. 1In the case of the planer (not illustrated)
or the shaper (illustrated) cutting is accomplished by a linear motion, like a
wood cutting plane in the hands of a carpenter. The vertical boring mill
rotates the work, like a large lathe set on its side. And so on. With a little
imagination even the reader unfamiliar with machine tool operations can
visualize how these cutting actions can fabricate various of the geometric
configuration which, in part, define the tasks of machine tools.

Table D, illustrated in Chapter 14, presents the classification of machine
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TABLE 2
Typica, MacHINING OPERATIONS FoR VaARIoUs MacHINE TooLs

. Horizontal Boring Mill:

{a) without special attachments—

bore, drill, mill, ream, tap, face, chamfer, ete.
{b) with attachments—

turn, shape, form, duplicate, ete.

. Precision Borer:

{a) without attachments—

bore, face, fly cutting, mill, chamfer, ream, groove, ete.
(b) with attachments—

turn, contour form, ete.

. Jig Borer:

{a) without attachments-—
bore, drill, counterbore, ream, grind, ete.

. Broach:

(a) without attachments—
splines, serrations, keyways, keyseats, gear teeth, round holes, square holes,
hexagonal holes, flat surfaces, irregular flat surfaces, sizing, burnishing, ete.

. Drill Press:

(a) without attachments—

drill, ream, tap, counterbore, countersink, chamfer, spot face, ete.
(b} with attachments—

light hollow milling, light facing, ete.

. Grinder:

(a) without attachments—
flat surface, stepped surface, contour surface, tapers, radii, eylinders, con-
cave and convex surfaces, ete.

. Gear Hobber;

(a) without attachments—
gears, splines, serrations, and generated shapes

. Hone:

(a) without attachments—
size, hone, and bore

. Engine Lathe:

(a) without attachments— ]
bore, face, turn, thread, tap, drill, ream, knurl, polish, groove, counterbore,
centerdrill, ete. -

(b) with attachments—
lap, spin, eoil winding, mill, grind, gear cutting, ete.

Turret Lathe:

(a) without attachments—
recess, tap, bore, turn, face, drill, ream, thread, groove, centerdrill,
countersink, knurl, ete.

Milling Machine:

(a) without attachments—
slot, face, surface, concave and convex forms, radii, chamfer, vee grooves,
serrations, keyseats, keyways, etc.

(b) with attachments—
thread milling, gear cutting
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TABLE 2 (continued)
Tyercan MacHiNING OperaTions ror Variovs Macuing Toous

12. Planer:
(a) without attachments—
flat surfaces, grooves, vees, ete.
(b) with attachments—
milling, boring, drilling, etc.
13, Screw Machine:
(a) without attachments—
turn, peint, tapers, form, centerdrill, face, drill, ream, counterbore, recess,
tap, thread, knurl, etc.
(b} with attachments—
light mill, hob, gear cutting, worm wheels, broaching, splines, serew slots,
index drilling, etec.
14. Shaper:
{(a) without attachments—
facing, plane surfaces, groove, slot, dovetails, splines, keyways, contours,
cams, emergency gears

FIGURE 2
Macxine TooLs

Handle moves drill
up and down

Drill rotates

Tabie to which
work is fastened

FIGURE 24. Drill press.



tal milling maechine,

FIGURE 2B. Horizon
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Holds work and rotates

Holds work

Tool moves
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Tool moves
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TIGURE 2. Engine lathe.
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Cylinder pulls toot
up and down

Tool

Chip
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2F. Broach.

~
]

FIGURFE

Grinding wheel

Grinding wheel

Holds and

rotates work

Work hoiding

device

Pulverized chips

FIGURE 2. External cylinder grinder.
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Table moves back and lorthl

Table to which work is fastened |,//

FIGURE 2H. Horizontal boring mill.

tools used in our analysis. This classification is slightly more aggregate by
type than the American Machinist classification, but distinguishes size break-
downs within these categories. Thus, to use the present analysis for estimat-
ing the eapabilities of the metalworking industries would require an “inven-
tory” of metalworking equipment which included size detail. These, and more
difficult data requirements, will be discussed in a subsequent section.

MacHINE-TAsK PropucTiviTy ESTIMATES

Column 6 of Table F, illustrated in Chapter 14, presents estimates (circa
1954) of the rates at which various machines can perform various tasks.
Column 1 of Table F identifies the machine, using the numbering system
presented in Table D. Column 2, Table F, identifies the task, using the
numbering system presented in Table E. Column 6 estimates the number of
pieces upon which the specified task would be performed by a man assigned to
the specified task for an 8-hour day.
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These estimates of “pieces per day” {or the given machine-task combination
are derived from estimates of five components of productivity; namely:

1. Machining time, required for actual metal removal. Estimates of the
number of minutes required to perform the task on one piece are presented in
eolumn 3, Table F.

2. Handling time, required for the insertion and removal of material and
the adjustment of equipment between suecessive pieces. Estimates of handling
time required per piece are presented in eolumn 4 of Table F.

3. Setup time, required for the initial preparation of the equipment including
any teardown of the previous setup. Estimates of the minutes required per
lot are presented in column 5 of Table F. This time per lot must be prorated
over lot size in obtaining the final productivity figures in terms of pieces per
day.

4, Inspection kme, during which the machine operator is not performing
some other component of the task because he, or an inspector, is testing
compliance with specifications. This does not include the inspection time
spent (e.g., at a special inspection station) during whieh the machine operator
continues with other eomponents of this or other tasks. Estimates of minutes
per piece required for inspection, as a function of the preeision required by
the task, are presented in Table 3, page 341 of the present chapter,

5. Allowance time, allowed for fatigue, personal requirements, and other
work delays. Three components of allowance time are presented in Table 3,
page 341. These figures are combined in Table 4, page 343, to form estimates
of the total number of minutes, during an 8-hour day, available for machining,
handling, setup, and inspection.

The relationship between the final produetivity figures and the above five
components of productivity is the following:

productive minutes per day

output = - . p . T
machining + handling 4 inspection + setup/lot-size
{minutes (minutes {minutes {minutes {pieces
per per per per per
piece} piece) piece) piece) lot)

The separate tabulation of various components of productivity facilitates
changing the final productivity figures to reflect changes in time, place, and
classification. Procedures and problems involved in estimating these com-
ponents are presented in a later section of this chapter.

POTENTIAL APPLICATIONS

Subsequent sections discuss proposals for estimating task requirements
(t,,) for the jth task per unit of the kth final demand, as well as deseribing
procedures used in estimating the rates (a;;) at which the ith machine per-
forms the jth task. In the présent section we shall consider the use of these
estimates (plus certain other information) for what may be described as a
“static analysis with substitution.” We begin with a discussion of units of
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measurement, a topic central to the understanding of both estimation pro-
cedures and applications.

The «;; presented in Table F are measured in terms of pieces per day. We
should note carefully: what kind of ‘“‘pieces,” what kind of “days,” and what
these units of measurement mean for the other magnitudes of the analysis.
A “piece” is really shorthand for the requirement to perform, for one piece,
one operation at one machine {or a series of operations usually requiring only
one machine setup). The piece is standard with respect to its own size, shape,
hardness, and precision characteristics, with respect to the size of lot of which
1t is a part, and with respect to the amount of work to be done on it in the
particular operation. Nonstandard “pieces”—more precisely, tasks which are
nonstandard because of the characteristics of the part, the size of lot, or the
amount of work to be performed in the operation—are counted as a certain
number of units of standard, depending on the relative time requirements for
the standard and nonstandard tasks. Thus, “pieces per day” would be more
accurately designated “standard task units (STU) per day.” The units of
measurement of final demand (f,) are dollars per year. (For convenience,
some multiple of this unit, e.g, $1 million per year, is used numerically.)
The task requirements ( ¢} per unit of final demand are measured in terms
of “pieces per dollar,” where “pieces” again refers to the standard task units
(STU). The total requirement for the jth kind of task is estimated by

;= kztj],fk.

Multiplying out the units of ¢, and f,,
{pieces/dollar) - (dollars/year),

we confirm that the task requirements (¢;} are measured in pieces (STU) per
year.

The measurement of the «, depends on the definition of the standard
“day,” as much as it does on the standard piece. The “day” referred to in
Table F is an 8-hour day of a man assigned to a machine. The number of
preductive minutes in the day, shown in Table 5 and used in the computation
of Table F, deducts* (from the 480 minutes of 8 hours) a rough estimate of
time requirements for personal allowances for the man and maintenance for
the machine. It does not take into account, however, the time that a ma-
chine is idle because labor has not been assigned to it. In our static analysis
with substitution this loss of machine time is reflected in the machine avail-
ability figures. Machine availability, as used in conjunction with ¢ ,'s, will
be measured in terms of “days per year.” This is estimated by mult:piymg
number of machines by days per year per machine. Thus, if 10,000 machines
of a particular type provide, on the average, the equivalent of 200 full work-
ing days per year, then the time available on this machine, to be used for
various tasks, equals

(10,000 machines) - (200 days per year per machine)
= 2.0 million days per year.
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We will let M, represent the number of days per year available from existing
wachines and N; from newly purchased machines. The costs of new equip-
ment must be divided by “days per year per machine” to form (P,) so that

I = EP,’Ni

will estimate total investment measured in dollars.

A substitution analysis can be used to trace out curves, like those in Fig-
ures 1 and 2 of the preceding chapter, showing the ecombinations of two end
item programs that would require the same amount of new investment. To
be most closely comparable with the curves of the last chapter, the one gen-
erated by the substitution analysis should be based on a normal or average
days-per-year-per-machine. 1f expensive machine A is typically used two
shifts per day for 350 days a year, while inexpensive machine B is used the
equivalent of 15 shift a day for 250 days per year, then their respective ma-
chine avallabllmes would be calculated on the basis of 700 and 125 days per
year per machine. If each task could be performed by one and only one
machine then a “substitution analysis,” with machine availabilities defined
in this manner, would be the same as a requirements analysis. Insofar as
tasks can be performed by several machines, the curve generated by the sub-
stitution analysis will tend to be higher than that of the requirements analysis
as machines in excess come to the aid of botileneck machines,

The tracing out of the curve for the substitution analysis can be expressed
as a parametrie linear programming problem. Let X ; represent the number
of days of the ¢th type of machine devoted per year to the jth task. Let T,
and T, represent the requirements for task j per unit of the two programs F
and F,. The iso-investment curve, for investment level I o0 15 traced out by
maximizing program level F, for all levels of F, subject to the constraints

E X, M+ N; ffor each machine type (3)];
7
Y a;;Xi; = TyFy + TjaFs  [for each task type (7)];

ZP.-N,- = I,

Labor and other operating costs increase as we substitute machines which
are less efficient in performing a task for machines which are in short supply.
A particular set of final demands, for example, might be achievable with no
added investment but with high operating costs. The same final outputs per
year, on the other hand, could be achieved with a minimum of operating costs
by investing substantial amounts in machines best suited to the required
tasks. Between these two extremes various other combinations of operating
costs (C) and investment costs (I) could also achieve the specific final de-
mands. If we are willing to assume that operating costs for machine 7 are a
constant (per day of utilization per year) up to some limit of availability
(M; + N;) then the tracing out of possible combinations of operating costs
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versus investment costs becomes a parametric linear programming problem
requiring the minimization of C for every value of I subject to the following
constraints:

E X <M+ N; [for all machines (7));

E ;i Xi; = T; . [forall tasks ()]

where

T; = E tikfe,
3

1= ZP,-N,-,
c-3a(3m)

In fact, however, operating eosts are not linear up to the Iimit of machine
availability. As the utilization of a machine increases, its unit operating
costs increase—partly because of queueing phenomena, partly because of dif-
ferences In wages and efficiencies between prime and nonprime shifts. If
such inereases in cost can be approximated by convex, piecewise linear cost
curves, they can easily be incorporated into the linear programming analysis.
At present we do not know the shape of such curves, or whether or not curves
of this sort are sufficient to characterize variations of operating costs with
changes in machine loads. In the next chapter we discuss the possibility
of using simulation techniques for determining such relationships.

The linear programming problems posed above have a relatively large
number of equations and variables. A machine tool substitution analysis
based on Table F, showing about 1200 machine task combinations for 115
machines, and 142 tasks, would give rise to linear programming problems of
about 257 (= 1154 142) equations with 1200 varigbles. These problems
have a quite speeial structure, however, which can be exploited in building
efficient computing proeedures. A paper on “X,, procedures,” for example,
describes an algorithm for a problem thai was of interest to us when Table F
was first built. With these procedures the IBM 701 {extremely slow by
current standards) could trace out complete parametric solutions to the 257-
equation-by-1200-variable problem in 1 to 3 hours, Similar procedures,
adapted to the problems described above, should be many times faster on more
recent, computers.

The Decomposition Principle! of Dantzig and Wolfe can be used to connect
sectors of a multisector linear programming analysis. The individual sectors
can each use computing procedures appropriate to themselves, even though
other sectors may not have the same structure. Thus, special X ;; Procedures
can be used to allocate machines to tasks within an analysis including indus-
tries which cannot use these procedures generally,

® Harry Markowitz (1955).
* George B. Dantzig and Philip Wolfe (1961).
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Tue Rate or GENERATING PROPERTIES

The rates of performing the tasks described in Table E were based on
information available in texts on machine shop estimating® and on standard
data obtained from a number of manufacturing companies in the Los Angeles
area. Differences in the data were due, in part, to the fact that in some
sources the time for machining, handling, and setup included allowances for
tool breakage, ete., while in other sources such allowances were kept separate.
Another cause of variability was due to differences in the evaluation of fair
and reasonable rates of output to be expected from man-machine combinations
in performing given jobs. Insofar as possible the data were adjusted to
provide consistent estimates.

MACHINING TiME. This time represents that portion of the total work eycle
in which the equipment is engaged in the removal of metal. Although the
estimation of machining time is often considered relatively accurate, it is not
without difficulties. Metal removal rate depends on:

{a) the speed at which the machine rotates the tool or the commodity, i.e.,
the cutting speed, which is the relative motion of the tool and the commaodity,

{b) the depth of the cut, and

{c) the feed or speed of tool travel.

These factors, in turn, depend on the horsepower, age, condition, and size of
the machine, on the kind of metal being cut, on the type of lubricant being
used, on the type of cutting tool being employed, ete. As a result, machining
times differ from one firm io another, and are not constant for any given
operation,

Some assumptions used in computing machining times included:

1. Material: aluminum or hardened steel where indicated.
2. Tooling: high speed steel.
3. Cuts: function of size and horsepower of the machine,
a. typieal cuts:
(1) semiprecision, 2 rough cuts, 1 finish.
(2} precision, 1 rough cut, 1 finish,
(3} high precision, 1 finish cut.
b. drilled holes—single cut.
¢. multiple tools—average of 4 tools.

To illustrate the method used to compute machining times consider, for ex-
ample, task number one (small flat surface, no contours, semi precision toler-
ance, short run lot size). Referring to Table 1 the tolerance is =+ .010 in. and

*W. A. Nordhoff (1947).
A. A Hadden and V. K. Genger {1954).
F. H, Colvin and F. A. Stanley (1940).
ASTE. (1949).
D. W. Boston (1951).
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depth of eut is .500 in. The size of part falls in the category of 1in. x I in. to
11 in, x 12 in. ‘

The cut depends on whether the part is flat or cylindrical. If flat, it is
assumed to be a 5 in. x 5 in. cut; whereas, if it is a 5 in. diameter eylinder,
the length of cut is assumed to be 5 in. Referring to Table 2, typical tasks
performed on machines can be determined, and by referring to the size or swing
of machine, the machines in each class which can do the task can then be
determined.

The time to perform this task is determined either by reference to tables of
standard data, reference to textbooks on machine shop practice, or by ecompu-
tation using a formula such as:

length of cut in inches
feed in inches X revolutions per minute

machine time =

Since tables of standard data are considered proprietary information by
many cornpanies, the example shown here will refer to tables in Nordhofi's
Machine Shop Estimating.® .

Three of the machines which can perform task number one are machine 77
(bench lathe), machine 85 (turret lathe}, and machine 93 (shaper). Using
the tables in Nordhoff, the following data were obtained:

Time No.of Length Machining Page
Machine Feed per Inch Cuts of Cut Time Reference
77 .015 in. .087 min. 2 5in. .87 min. p. 212
.125 010 1 5 05
85 .012 056 2 5 .56 p. 141
.030 022 1 5 11
93 .050 .330 1 5 1.65 p. 330

Summarizing these data, the times for machining task number one are:

Machine Time
77 .92 min.
85 .67
93 1.85

The machining times shown are typieal of the ones in Table F; however, the
exact value used depended both on allowance for size of the machine and
weighting by data from other available sources. For some of the machines,
only a single source of data was available; although in most of the instances
several sources were used. Thus, the times shown in Table F represent a
composite of industrial standards and data from published books.

¢ McGraw-Hill, 1947,
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HANDLING TIME. The determination of the handling time component {Table
F, column 4) of the total iime is difficult since it is a manual portion of the
operation and, as such, is less predictable. Ii depends on a number of factors,
such as the arrangement of equipment, the placement of raw matertal, the
means of disposing of completed parts, the type of jigs, fixtures, or special
tocling, the availability of lifting devices such as hoists, the design of controls
and levers on the equipment, and the pace or exertion of the operator.

In each task category, assumptions had to be made to each of these factors.
For instance, it was assumed that there was an average time to perform each
portion of the work, such as the time to start and stop the machine. Where
the task involved working on large heavy parts, it was assumed that suitable
lifting equipment was available. Special tooling, such as jigs and fixtures, was
assumed for the more accurate tasks and for long-run tasks, For example,
where a hole had to be drilled very accurately, it was assumed that a drill jig
would be used. An average value was used for the time of handling a drill
}ig, since the time would vary according to the method of clamping, locating,
ete.

SETUP TIME. The same dificulties arise in estimating the time necessary to
prepare equipment for performing the various machining operations as in
handling time. There is an additional problem, however, in that the setup is
performed only once for each lot of material run and thus is not as well stand-
ardized as handling time. Setup may often include teardown time, which is
the removal of tooling employed for a previous task. On the other hand,
there are times when two successive tasks are so similar that relatively little
setup time is required.

INSPECTION. The time to check whether the work met specifications was
based solely on the precision or accuraey classification. Since the final dimen-
sions of a piece of work depend both on machine adjustment and tool wear, it
is necessary to periodically check the work piece. The frequency of checking
is based on the accuracy required and was assumed inversely proportional to
tolerance. Thus, the smaller the tolerance, the larger the inspection allowance.

There are instances where the machine operator does not require an inspee-
tion allowance since he can gauge the work while the machine is running.
However, it was felt that this would be difficult to determine; therefore, it was
assumed that all machining required a separate inspection by the operator and
would be done when the machine was stopped.

DELAY ALLOWANCES. Allowance is made for that portion of the work day
that is unavailable for productive purposes. For example, there are delays
due to machine or tool breakage, material shortages, lack of work, personal
requirements, and rest periods (in this analysis only scheduled or short delays
are considered in contrast to long machine breskdowns). The average amount
of time lost because of these delay faetors depends on the particular firm and
the kind of work done. In most firms, there is a lack of accurate information
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concerning this lost time, although techniques are available which provide
efficient estimates of the average amount of delay (e.g., the work sampling
technique).” In this analysis, however, arbitrary percentages were used to
estimate the amount of time lost due to delays.

In computing the lost time, the kind of machine being used, the accuracy
of the finished part, and the size of the finished part were considered. The
larger the part, the more the physical effort was assumed, and hence the
larger the allowance. Precision work is exacting, and hence a larger allow-
ance was given for this class of work. Also, the time lost due to serap or bad

TABLE 3
ALLOWANCES AND INsPECTION TIME

[. Allowances
A. Fatigue Allowances

Task Tolerance Per Cent Allowance
1. Automaties, light work 001" tol. 8%
2. Power feed .00t" 109,
3. Power feed, short cycle less than 001" 159,
4. Hand feed close tol. 209,
5. Heavy work hazards 259,

B. Personal AHowance
A constant personal allowance (time required for the personal needs of the
worker) was assumed equal to 59 of the work day or .05 X 480 = 24 minutes
per day.

C. Work Delay Allowanee {including tool change time)

Semi-precision 49,
Precision 6%
High precision 8%
1[. Inspection Time
Single Cut Multiple Cut
Semi-precision .01 min./pe. .02 min./pe.
Precision .15 .60
High precision .60 2.00

parte had to be accounted for by an additional allowance. The allowances
for various tasks are shown in Table 3.

COMPUTATION OF TOTAL TASK TIME. The manner of computing the time for
a given task can be illustrated by a specific example; e.g., drilling a very
small, semiprecision hole (task 78) on a drill press (machine 26). In the
references on machine shop practice? the recommended cutting speed for

*Barnes (1957).
* Barnes (1957}.
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aluminum is 300 feet per minute or 1146 revolutions per minute. Referring
to the formula previously shown, the time per inch of cut is:

length 1in.

= = .13 minut
feed X rpm 070 X 1146 rinies

machining time =

This is based on & 14 in..depth of cut and 15 in. lead and breakthrough. The
possible feed varied from .070 in. to .022 in., thus leading to many possible
machining times. Since the purpose here is to be representative, the values
shown in Table F were heavily weighted by the available industrial standard
data, rather than by computation as shown above.

A typieal set of elements for machine setup and handling are shown below,
based on information from Nordhoff, page 250:

Setup Time
1. Check job 1.00 min
2. Study drawing 1.00
3. Obtain tools 5.00
4. Install jig 6.80
5. Adjust speed .80
6. Install drill 1.60
7. First part, inspection .80
17.00 min."
Handling Time
1. Pick up part -120 min,
2. Position work 060
3. Set aside part ©.050
4, Clean jig .050
.280 min,

The times are summarized as follows:

1. Machining time on a bench drill, 0.13 minutes/piece.
2. Handling time on a bench dril], 0.28 minutes/piece.
3. Setup time on a bench drill, 17.00 minutes,

4. Inspection time, 0.01 wminutes/piece.

5. Produetive minutes available/day, 365 minutes.

6. Lot size, 10,000 pieces.

Computations required:

17.00 minutes
10,000 pieces
2. Total time per piece = .13 + .28 4 .0017 4 .01 = 4217 minutes/piece.

. . 365 minutes/day
3. t. t =
Estimated production per day " 42 minutes/pioce

The final table of values (Table F, column 6) contains the rates at which
the various machines can perform their respective tasks. These final values

1. Prorated setup time = (017 minutes,/piece.

= 869 pieces/day.
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Propvcrive MiNUTES AvaILABLE PER Day
(480—less fatigue, personal, and work delay allowances)

TABLE 4

Very Smal} and Small

343

Med., Large, and

Very Large

Short and Long Run

Short and Long Run

Semi- High  Semi- High
Pree. Prec. Prec. Pree. Prec. Prec.

Boring machines—horizontal 389 355 348 365 331 322
Boring machines—vertical 389 355 346 365 331 322
Precision boring 389 355 346 365 331 322
Jig boring—horizontal and vertical 389 355 346 365 331 322
Broaching—internal and external 389 355 346 365 331 322
SBawing, cut-off machines and bandsaws 365 331 322 341 307 298
Tapping and threading machines 365 331 322 341 307 298
Sensitive and upright drills—single

spindle 365 331 - 322 341 307 208
Radial drill 365 331 322 341 307 298
Multiple spindle drilis {9-60 spdls.) 413 379 370 389 355 346
Automatic drills (1-10 stations) 413 379 370 389 355 346
Gear hobbing 389 355 346 365 331 322
Gear shapers 389 355 346 365 331 322
Gear mills and planers and thread

mills ' 389 355 346 365 331 322
Gear finishing (grinding, lapping,

shaving) 389 355 346 365 331 322
Grinding, cylindrical—internal and

external 389 355 346 365 331 322
Centerless grinders—internal and

external 365 331 322 341 307 298
Surface grinding 339 355 346 366 331 322
Misc. grinders—dise, thread, tool,

snag, bench, ete. 365 331 322 341 307 298
Honing—internal and external 389 355 346 365 331 322
Lapping—internal and external < 389 355 346 365 331 322
Lathe—hench and light floor 389 355 346 365 331 322
Heavy duty lathes 389 355 346 365 331 322
Turret lathes 3890 355 346 365 331 322
Automatic chucking 413 79 370 389 355 346
Automatic screw machines 413 379 370 389 356 346
Shapers and slotters 380 355 346 365 331 322
Milling machine—horizontal and

vertical 389 355 346 365 331 322
Milling machine—planer and

automatic 389 355 346 365 331 322
Profilers, duplicators and die sinkers 365 331 322 341 307 298
Planers—openside and double housing 365 331 322 311 307. 298
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indicate the expeeted productivity per 8-hour day by a qualified worker
operating the machine tools at average speeds.

MACHINE AvATLABILITY aND Task REQUIREMENT DaTA

The present section considers possible sources for data to be used in con-
junction with the productivity estimates discussed earlier. The need for
additional data depends on the particular application. Chenery,® for example,
has used the data of Table ¥ to show how methods of production should vary
from country to country, depending on economic lot size and the relative
prices of labor and capital. Analyses such as this require little or no data in
addition fo that in Table ¥, The analyses discussed in the preceding section,
on the other hand, require two types of information which are not readily
available at present. These are

1. equipment availabilities broken down by size category, and
2. estimates of task requirements per unit of final demand.

The unavailability of such data at present does not mean that they could
never, or will never, be collected. The questions we ask of our economy
(regularly or occasionally) change with time as possible applications of such
data emerge. What we consider here is the kinds of questions one might ask
to obtain the above information, and the extent to which this would be a
burden to the Asking and the Asked.

The estimation of equipment availabilities can be divided into two parts:
the estimation of the number of nachines, and the estimation of available
days-per-year-per-machine. To begin with we shall discuss the former
problem, the numbers of machines. The latter problem, the availability
factor, will be discussed along with the t,, later in this section, and will be
considered again in connection with simulation techniques in the next chapter.
For the potential applications discussed earlier the numbers of machines were
not needed by industry, but only for the economy as a whole. Usage detail
by industry would be valuable, however, for at least two reasons. First, it
provides check totals for the estimation of task requirements (¢,.) per unit of
final demand. Second, it would add important size breakdowns to the metal-
working requirements analysis discussed in the last chapter. The latter use is
probably sufficient to justify the collection of such data, independent of its use
in the analysis of equipment substitution possibilities.

Several methods can be suggested for obtaining greater detail on metal-
working equipment. First, the American Machinist questionnaire could be
expanded. The 1953 questionnaire, covering two sides of a printed 81 x 14 in.
form, provided places to record the number of units of equipment in each
category. The inclusion of size detail for all classes of metalworking and
related machinery might, roughly, triple the size of the questionnaire. In the
case of a voluntary poll, as conducted by the American Machinist, this increase

*H. B. Chenery (i957).
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_in bulk might seriously reduce the response percentage. Even with a manda-
tory poll, as the Census conducts, it is desirable to consider alternatives which
might reduce the nuisance to the respondent. A second approach could
involve a system of questionnaires such as the Census of Manufactures uses'
to collect special data (e.g., material consumption and workers in metalwork-
ing operations) where the nature of the inquiry is tailored to the type of
industry. In a like manner, equipment questions could vary by industry, e.g..
by not asking for size breakdowns for kinds of equipment the industry has
never owned, or for numbers of equipment in size categories which are clearly
unreasonable in light of the product. Another approach would be to follow
the lead of the survey of metalworking capabilities in York, Pennsylvania,!!
conducted during the Korean War. Among other things, this survey had
establishments list individual machines, including pertinent size and precision
charaeteristies. If a national survey of metalworking equipment had respond-
ing establishments list kind of equipment and (depending on kind) specific
characteristies for each machine, this information could be punched onto cards
and summarized by computer. This last approach would provide the greatest
flexibility for later reaggregating the same information by different categories
as new analysis needs arose.

Still another possibility would be to use a combination of the above, such as
one form for tabulating the number of common types and sizes of equipment
plus another form for listing individual detail on larger or less common equip-
ment. The final choice of procedure should of course depend on experience
with field tests using one or more possibilities.

REQUIREMENTS FOR TASKS. We shall present two possible approaches to the
problem of estimating direct task usages. (The problem of estimating total
task usages from such direct task usages is like the previously dealt with
problem of estimating total usages of men, machines, and materials.) The
first approach to direct task usage we propose for consideration is based on a
questionnaire for supervisors of shop operations. This questionnaire would
ask them—not for task requirements—but for information from which task
requirements can be derived. The second approach involves information
regularly generated for production control purposes. If a representative
sample of establishments were willing to make sueh information available,
then fairly accurate task requirement figures could be obtained with a moder-
ately large research effort. In the case of task requirement information there
are more than the usual reasons for field testing any theory on how to collect
appropriate data. After we discuss the two suggested approaches, we will
note possible important results of field testing one or both.

THE QUESTIONNAIRE APPROACH. The first approach is to question personnel
—such as shop foremen—who are directly involved in the supervision of

®Vol, I, Appendix C.
B Survey of Production Machinery, Factory Space and Manpower, York, Pennsylvania,
(1951),
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FIGURE 3. Questionnaire

This sheet applies to the
following type of equipment:
How many machines of the above type do vou supervise_,..........
During the shift you supervise what
percentage of the time of these
machines is spent as follows:
Maintenance {scheduled or unscheduled)................ccovvviu
Idle, because labor has not been assigned to the machine,.........
Setting up for or performing the following operations:
I
2,

3.

Other operations (please note any

large uses of time on the

attached sheet) L.
Other uses of time not listed above

(please nofe any large uses of

time on the attached sheet) ..o

machine operations. A questionnaire, such as roughly sketched in Figure 3,
would inquire as to the approximate extent various kinds of machines spend
time in various kinds of activities. The respondent would be provided one
sheet of this type for each kind of machine in the area he supervises. Before
being given to the respondent, the sheets would have deseriptions of operations
as well as equipment filled in. Ideally, small drawings illustrating configura-
tion as well as verbal statements concerning configuration, dimension, toler-
ance, hardness, and lot size ranges for each type of operation would be
preprinted on forms separately designed for each type of equipment. Rare
machine-task combinations, distinguished in Table F for possible use in
extreme eases, would be omitted from the questionnaire. The adequacy of
the categories provided would be checked by questions concerning “other
operations” and “other uses of time.” The gquestionnaire should be filled out
during nenworking hours, perhaps for a nominal compensation for the ex-
pected time (probably a fraction of an evening) usually required.

The questionnaire addresses itself to the estimation of available time per
machine, and to the estimation of the proportions of the machine’s time
devoted to the performance of various tasks. Such information for a sample
of establishments in each industry—iogether with the total number of ma-
chines of each type in each industry, perhaps based on a more complete
sample—allows us to estimate:

Xijx = the number of days machine ¢ was used for task 7 in industry k during
some period of time.
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The generation of task j (measured in pieces, STU) by all machines in in-
dustry k is estimated by

Th = Z o X

1

where a;; is the entry of Table F for machine 7, task j. The T, are, in effect,
direct task usages comparable to the direct usages of men, machines, and
materials discussed in the last chapter. The discussion there, concerning the
derivation of total usages from direct usages, applies here as well.

FORMING ‘‘CONSERVATIVE” ESTIMATES, Since individuals can rarely give
an exact estimate of the time they (or those they immediately supervise)
spend on various types of work, the responses to the questionnaire are subject
to error. If the results of such a survey are used in a “static analysis with
substitution” they may overstate or understate the amount of substitution
possible between machines. They cannot understate these possibilities more
than a requirements analysis does, however, since a requirements analysis
allows for no substitution. It is possible to modify the results of the survey
50 as to be virtually sure that the substitution analysis understates the amount
of substitution, but of course by less than the requirements analysis understates
it. In this case we can argue that the introduction of substitution possibilities
is a conservative step in the right direction, providing results at least as good
as the requirements analysis. TFor this purpose we invent a set of “fictitious
tasks,” one task corresponding to each machine. Each of these tasks can be
performed by “its” machine only. To produce conservative estimates of sub-
stitution possibilities we form new estimates X%, (of the time machine  spent
on various tasks j in industry k) by multiplying the original estimates by a
fraction &:

Xl = 06X {for all j).

The remaining usage of machine ¢, namely (1 — ) times available time, is
ascribed to the special task that only machine ¢ can perform. For 6 = 1, we
have a substitution analysis based on the original estimates. For § = 0, we
have a requirements analysis. As # decreases from 1 to 0 we have increasingly
conservative estimates of substitution possibilities—estimates which tend to
understate substitution possibilities, but not as much as a requirements
analysis does.

THE “PRODUCTION CONTROL PAPER” APPROACH. Qur second proposal for the
estimation of task requirements relies on paper regularly generated as a result
of the division of labor between production planning and actual shop opera-
tions. This division of labor is almost universal in the moderate to large size
establishments which account for most metalworking production. Typically,
the nature of every operation on every piece to be fabricated is determined by
a production planner or process engineer, and is recorded on routing or opera-
tion sheets together with standard time data, material requirements, and any
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special tooling information.'? Increasingly this basic information is being
punched on cards; but, in any case, must be in a form permitting easy repro-
duction. Copies or summaries of this basic data are used for a variety of
purposes: to indicate the material which must be supplied to the part’s first
shop; to indicate which shop the partially completed lot goes next; to tell the
operator what operation he is to perform, which blueprint has the exacet speci-
fications, and what (if any) speeial tooling is to be used. The production
planning information for the part may also be used to analyze the load waiting
behind (or expected for) machines or work stations, and may he used as the
basis for determining wages in the case of ineentive plans.

Such operation information could be used for estimating task requirements
in roughly the following manner:

For each of & sample of establishments, draw a sample of produets.*®

For each product generate all (or in the case of large produects, a sample) of
the operation or route sheets needed to characterize the nature of the opera-
tions and the standard times for each. These operation sheets are, of course,
copies—generated by whatever inechanism the establishment would normally
use to obtain copies for various uses.

A team of analysts, familiar with both shop practices and the classification
of tasks, codes task classification numbers opposite each operation.

The coded task categories plus operation times and produet codes are
punched onto cards, so that the remaining steps of the estimation process (such
as the weighting of the operation figures by the relative demands for the
products) can rely on automatic data processing.

The whole procedure must be designed so as to completely protect information
considered proprietary.

FIELD TESTING. A limited field test of one or both proposals might con-
tribute substantially to our understanding of the feasibility and desirability
of larger efforts along these lines. For the questionnaire of the first proposal,
the field test might show ways of making the task descriptions more concrete
and easily understood. The attempt to implement the second proposal in a
few cases might develop efficient data collection procedures as a function of
the type of production control paper used. If both proposals were tried, for
some establishments, then differences in costs and results could be compared
to determine the more desirable approach. There is also the possibility that

2 8ece the index entries on Route Sheets and related topics in the following or other
books on production control:

L. P. Alford and John R. Bangs (1946).

Franklin G, Moore (195]). .

Robert A. Pritzker and Robert A. Gring (1960).

* This ‘description is applicable to establishments which make products rather than per-
form metalworking services. A modified procedure would be required in the latter ease,
perhaps based on a sample of work orders received.



A MACHINE TOOL SUBSTITUTION ANALYSIS 349

these exploratory efforts might support one or another assumption which could
substantially short-cut the estimation of task requirements. Suppose 1t
turned out, for example, that for any particular machine the proportions
among its utilization for different tasks did not vary considerably from in-
dustry to industry. True, machine A did different tasks than machine B; and
mdustry 1 had more A and less B, in contrast to industry J. But the tasks
which A did for I were about the same as A did for J, and similarly for B. If
this turned out to be the case task requirements by industry eould be inferred
from the equipment used by the industry plus a set of typical machine-task
usage proportions estimated from a much smaller sample than would other-
wise be needed.

The individual establishment might find its task requirement estimates
valuable for its own manufacturing analysis, particularly in the area of equip-
ment selection. For a particular equipment expansion or modernization
proposal, future operating eosts versus future additional investment cost curves
could be drawn for various possible shifts in product mix. This computation
could be repeated for several alternate equipment expansion proposals to
determine which would provide greatest flexibility for a given level of present
investment outlays. For this purpose the task requirement data would have
to be aggregated by products or product lines, (The coarser data needed for
an economy-wide analysis could be obtained by further aggregation.) Rather
than use an aggregate table of productivities, such as provided in our Table F,
the analysis at the establishment level would use standard data based on the
establishment’s own operating practices and the characteristics of specific
(present or proposed) machines. With electronic computers inereasingly
available within industry, and with the quite small computing times required
for moderate size analyses once the data is available, the field tests discussed
above might be justifiable as research into manufacturing analysis techniques,
with insight into the capabilities of the metalworking industries produced as a
joint produet.

THE Lor Size ProbLEM

The formula used in esti.mating requirements for task j,
T = thkfk,
k

in effect assumes that changes in numbers of pieces required due to changes
in final demands (f,) are achieved by changes in the number of lots produced
per year, lot sizes remaining unchanged. This assumption is in error insofar
as changes in f; produce changes in lot size. On the other hand, moderate
variations in final demands—say the doubling of some at the expense of others
—will probably lead to small errors due to lot size changes. In the first
place, a change in final demand will generally result in a less than propor-
tionate change in lot sizes:
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The increase in fina! demand is likely to be accompanied by produet dif-
ferentiation. Not only is more of product k demanded, but also more kinds
of product k.

The increase in final demand is likely to increase the number of establish-
ments directly or indirectly produeing k.

Even if the demand for the production of a specific component by a specific
establishment were to double, lot size would usually increase less than pro-
portionately. For example, if the traditional Economic Lot Size Formula is
used, a doubling of annual production would multiply lot size by /2, an
increase of about 419, and would increase the average number of lots per
year by the same factor, '

In the second place a change in lot size does not lead to a proportionate
change in “pieces per day.”

Let M = productive minutes per day,
8 = getup time in minutes, }
U = unit time in minutes, including both handling time and machine
time,
L = lot size (before the increase), and
R = 8/LU = the ratio of time spent setting up to time spent produeing
pieces after setup.

The ratio (P) of pieces per day after a doubling of lot size to pieces per day.
before the increase is given by

M
S/2L + U
==t
S/L+ U
2R + 2
TR+ 1

P

Thus if R =1, i.e, if originally as much time was spent setting up as was
spent processing, then P = 1.33. The doubling of lot size in this case leads to
a 33% increase in pieces per day. On the other hand if B = 10, e.g,, if one
hour of setup was followed by ten hours of processing, then P = 1.05. The
doubling of lot size leads to a 5% increase in the number of pieces per day.

The compounding of the above tendencies—product differentiation, changing
numbers of establishments, changing numbers of lots per establishment, and
less than proportionate effects of lot size on final pieces per day—should
generally insure that moderate changes in final demands do not introduce
serious inaccuracies in productivity estimates. -

The lot size problem is nevertheless worth more consideration than we have
been able to giveit. It may be divided into
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1. the problem of characterizing the distribution of lot sizes and how this
distribution changes with changes in final demand, and

2. the problem of computing solutions when a large number (e.g., a con-
tinuum) of lot sizes are distinguished.

These two areas raise, in turn, interesting theoretical, empirical, and computa-
tional problems which seem substantial but not insurmountable.
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CHAPTER 13

FUTURE METALWORKING ANALYSIS
Harry M. Markowitz and Alan J. Rowe

It has been several years since the authors performed the analyses deseribed
in the preceding chapters, and (extrapolating from current activities) it will
be at least as long before either of us actively engages in this area again, We
would, however, like to devote a few pages to what seems to us to be a promis-
ing next step in the analysis of metalworking capabilities, Specifically, we
wish to point out some potential applications of simulation techniques to the
analysis of economy-wide capabilities,

We first discuss the nature of simulation, and its eurrent use in manufactur-
ing analysis. Afterwards we consider some of its potential contributions to
the understanding of the metalworking industries as a whole,

SiMuLaTiION TECHNIQUES

In the area of metalwerking, simulation techniques are increasingly being
applied to problems of manufacturing analysis. Simulation techniques are
like optimization techniques (such as linear programming) in that both require
a description of technological possibilities. Simulation differs from optimiza-
tion, however, in that the former does not necessarily arrive at a best way of
using production possibilities. A simulation analysis, rather, tries out different
plans of action proposed to it—works through one or more “histories” using
each proposed plan of action—and reports how well each plan scores with
respect to a number of measures of performance. Since an analysis which can
economically find a best strategy is generally preferable to one which simply
evaluates specified proposals, optimization techniques are generally preferred
to simulation techniques when the former are feasible. Simulation techniques,
on the other hand, can be applied to problems which, at present, are hopelessly
beyond our abilities to optimize.

We may visualize a simulation analysis in terms of what the human analyst
gives the electronic computer, what the computer does with this information,
and what the computer gives back to the analyst by way of results. In
simulating a shop the computer must be given: a description of the shop;
decision rules which preseribe shop action under all cireumstances; and a
description of orders to be processed by the shop. Let us consider each of
these inputs in turn.

352
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DESCRIPTION OF THE SHOP TO BE SIMULATED., ‘The more advanced computer
programs for shop simulation require an analyst to supply information such
as the number of machine types, the number of labor classes, the number of
machines of each type, the number of men in each labor class each shift, the
possible assignments of types of men to types of machines, the basic hourly
wage of each labor class, the premium for each shift, the length of each shift,
ete. The simulation program allows these shop parameters to be varied from
run to run.

DECISION RULES WHICH PRESCRIBE SHOP ACTION UNDER ALL CIRCUMSTANCES,
Most shop simulation programs require a dispatch rule. Such a rule answers
the question, “Suppose that & given man or machine can turn to one out of
two or more different jobs; whieh of these alternatives should be selected?”
Among the more commonly analyzed dispatch rules are:

First come first served.

Do the quickest job first.
Dispateh according to due date.
Do the most expensive job first,

In addition to dispatch rules the more complex manufacturing simulators may
. require decision rules in other areas, such as overtime rules to determine under
what conditions labor should work extra hours, and alternate routine or alter-
nate sequencing rules, to decide among the available options with respect to
machine selection and operation sequencing. Such rules formalize actual or
proposed operating procedures for running the shop.

DESCRIPTION OF ORDERS TO BE PROCESSED BY THE SIMULATED SHOP DURING A
PERIOD OF TIME. In some simulation programs order information is read in,
order by order, in the sequence these orders are released to the simulated shop.
Information about cach order includes routings and process times, and some-
times alternate routing, alternate sequencing, priority, and cost information.
In other simulation programs the analyst supplies parameters of probability
distributions from which the computer randomly generates order information
as needed. For shops which make only a few standardized products, the
routings and process times are supplied at the start of the simulation; then,
during the eourse of simulation, the computer reads in orders by quantity and
type, using the previously supplied information to determine routings and
process times. Thus, in one manner or ancther, the analyst must characterize
the jobs to be accomplished by the shop, including routings and process times,
and any alternate routing or alternate sequencing possibilities which the shop
INay use.

The computer simulates by running the specified orders through the speci-
fled shop in accordance with the specified decision rules. At the beginning of
a simulated shift it assigns men and machines to orders in accordance with the
dispatch rule. As it makes these assignments it notes how long the order is to
be processed and at what time processing is to be finished. When simulated
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time reaches this value the computer removes the order from its machine, sends
it on to its next queue (or notes it as being completed) in aceordance with its
routing information, and allocates the man and machine (not necessarily to
each other again) in accordance with the dispatch rule. This same working
of the system through time could be done with pencil and paper. A human
analyst could, in principle, keep track of the status of each item in the shop,
applying the prescribed decision rules whenever a new action had to be de-
cided upon, as he advanced the hands of the simulated cloek to the point in
time when the system next changed. Such simulation by hand is extremely
tedious and time-eonsuming even for quite small shops. The computer, how-
ever, can trace the flow of large numbers of such orders through eomplex shops
with fairly reasonable requirements for computer time.

Ag the computer (more precisely—as the simulation program directing the
computer} moves the system through time, it keeps track of information con-
cerning machine utilization, labor utilization, lengths and values of queues,
the use of overtime or alternate routine, and the performance of the shop with
respect to meeting its due dates. At the end of the run it labels and prints out
this information, e.g., by simulated week and for the run as a whole.

To apply simulation successfully to a manufacturing problem, the analyst
must conscientiously carry out a number of related analysis operations. Most,
if not all, of these supplementary analysis operations were considered part of
good practice even before the advent of simulation. In the analysis of the
equipment selection problem for & new plant, for example, the analysis team
must estimate typical operational requirements for various kinds of products
within the product line, and one or more levels and mixes of possible demand.
The analysis team must also design a good first guess as to a shop that could
adequately handle such demands upon it. Before simulation, a statie load
analysis—which compared total demands for men and machines with total
supplies of each—was used to judge the adequaey of the proposed shop. Since
it was well-known that a shop cannot operate satisfactorily with a static load
of 100% of capacity, judgment or “reasonable load” factors were applied.
Even with the availability of simulation techniques the static load analysis
provides useful information, particularly in forming the initial shop plan.

The static load analysis, however, frequently misses important dynamic in-
teractions, and hence lets certain potential troublespots slip by undetected.
A typical example is the following: Produet A uses more of machine X than
Y. Product B, on the other hand, uses more Y than X. Based on estimated
total annual demand for A and B the static load analysis concludes that the
shop is amply supplied with machines X and Y. But this may be an error,
since at any one time the shop may be produeing only A (with considerable
idle time on machine Y), or only B (with considerable idle time on X). If
both A and B are in the shop, their requirements for X and Y may dovetail—
but to what extent? In actual shops the picture is further complicated by a
multitude of types of work which route in various patterns through a variety
of machines, perhaps to rendezvous with matehing parts to route as subassem-
blies and assemblies. How, in such a maze of possible interactions, can we
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tell whether the available resources will keep work moving in a steady flow
rather than in disrupted eddies and spurts? These are the questions to which
gimulation addresses itself.

A simulation analysis typically involves a number of computer runs. In
equipment selection, for example, the first run would test the initial shop de-
sign against a likely level and mix of orders. This might show that the pro-
posed shop had serious weaknesses even if the likely happened, and hence
must be modified. The number of machines of various kinds would be altered
in light of the queue and utilization experience of the first run. Perhaps, even
after these corrections, the second run might revesal difficulties which suggest
further modifications and further runs. It is not enough, however, to find a
shop which works well for the likely level and mix of demands. It is im-
portant for the shop to remain manageable if possible alternate levels and
mixes of demands hit it. Hence, further runs are required to test the flexi-
bility of the shop. There is no assurance (in fact, no presumption) that this
process reaches an optimal shop. It simply evaluates alternate proposals
under a variety of conditions until—in the light of costs of analysis, need for
a timely decision, and the apparent acceptability of the best solution thus far
—it seems advisable to terminate the analysis.

When a simulation model is constructed for an existing facility the initial
model can be run using approximately the actual shop configuration, decision
rules, and orders for some past period of time. The results of this run ¢an be
compared with shop performance for the same period to see if the model re-
produces the real world in important aspects with reasonable aceuracy, For
a complex shop the first runs of such a model frequently reveal some sys-
tematic error in data or some neglected aspeet of shop performance that should
be further investigated and incorporated into the model. Typically, after half
a dozen or so runs, the model iz deemed sufficiently accurate and is directed
towards policy questions such as changes in shop configuration or operating
procedures. In simulating a completely new facility, however, such testing
of the model is not possible. Reliance on experience with similar plants, the
use of somewhat conservative productivity estimates, and the use of the model
itself to test its sensitivity to certain magnitudes are the principal means of
treating this difficulty in modeling new facilities.

Process ANALYSIS APPLICATIONS

The increasing application of simulation models to practical manufacturing
problems should contribute to data and concepts needed for breader scope,
industry-wide models. Not that the proper method for analyzing the metal-
working industries is to build a detailed simulation involving 60,000 establish-
ments. Rather the availability of simulatien models permits us to test hy-
potheses concerning how such establishments can be characterized and thence
aggregated,

One area in which simulation ean contribute is that of static analysis with
substitution. In the last chapter we presented a linear programming analysis
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describing direct substitution possibilities among machine tools. This analysis
rested on the fact that the same task can be accomplished in more than one
way. We can imagine more general linear programming analyses based on
the fact that alternate sets of tasks can aceomplish the same transformation
of materials, or that alternate materials can be transformed into products
serving the same ends, All such analyses have this in common: They por-
tray substitution possibilities due to changes in actual, direct inputs per unit
output. There is another major source of substitution among “requirements,”
however, which has to do with the extent to which various resources are fully
utilized. Even if there were no substitution possibilities among direct inputs
the actual use of resources by establishments would be effected by shift and
overtime policy and by the ratios of load to availability for various resources.
What we need is some way of characterizing substitution possibilities result-
ing from these sources. We need to know whether such substitution pessi-
bilities are substantial or negligible in magnitude. We need to know whether
they can be characterized by relationships which, hopefully, could be in-
corporated into a linear programming analysis. Towards these ends simula-
tion can serve as a laboratory in which to experiment with different shift and
overtime policies, and with different ratios of availability to load. Just as the
detailed simulation model can serve the manufacturing analyst in testing al-
ternate shop eonfigurations, it can also serve to test hypotheses of the analyst
who seeks to characterize metalworking capabilities under a variety of ecir-
cumstances,

Another area in which simulation can contribute is that of the dynemics of
changing levels and compositions of output. It can do more than trace the
effects of changing output levels in the preduction shop. Just as it is used to
trace the flow of materials through various stages of production, it ean also be
used to trace the flow of pieces of paper through the preliminary steps of
requisition engineering, drafting, tool design, and production and materials
procurement.



CHAPTER 14

STATISTICAL APPENDIX ON METALWORKING
Harry M. Markowitz and Alan J. Rowe

The preceding chapters on metalworking refer to data contained in a
Statistical Supplement on Mefalworking. These data are not fully repro-
duced here because of space and cost considerations. The Supplement may
be obtained from the Cowles Foundation for Research in Economics, Yale
University, New Haven, Connecticut.

Tables A and B present the classification used in Table €. Tables D and E
present the classification used in Table F. Chapter 10 (Table 9) and Chapter
11 refer to Table C; Chapter 12 to Tahle F,
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" TABLE A (Complete)

InDUSTRIAL CLASRIFICATION AND ILESPONSE PERCENTAGES ¥or TaBLe C

Response

Industry Perecentage
19 Ordnance and accessories 20.4
25 Furniture and fixtures 11.8
332 Iron and steel foundries 211
336 Nonferrous foundries 18.8
3391 Iron and steel forgings 17.1
3393 Welded and heavy-riveted pipe 2.8
341 Tin cans and other tinware 3.8
342 Cutlery, hand tools, and hardware 21.1
343 Heating and plumbing equipment 10.4
344 Structural metal products 12.8
346 Metal stamping and coating 20.1
347 Lighting fixtures 21.8
348 Fabricated wire products 10.3
349  Metal products, n.e.c. 13.2
351 Engines and turbines 22 .5
352 Tractors and farm machinery 34.5
353 Construction and mining machinery 26.5
354 Metalworking maehinery 37.6
355 Special-industry machinery, n.e.c. 26.7
356 General industrial machinery 21.3
357 Office and store machines 23.4
358 BService and houschold machines 39.5
359 Miscellaneous machinery parts 18.1
361 [Lleetrical industrial apparatus 26.0
362 [Llectrieal appliances 36.4
363 Insulated wire and cable 8.5
364 [Rngine eleetrieal equipment 431
365 Electric lamps (bulbs) 2.5
366 Communieation equipment 23.0
369 ILlectrical products, n.c.c. 25.6
371 Motor vehicles and equipment 47.8
3721 Aireraft 12.7
3722-29 Aireraft engines, propellers, equipment, n.e.c. 38.3
373 Ships and boats 12.7
374 Railroad equipment 33.6
375 Motorcycles and bicycles 5.7
379 Transportation cquipment, n.e.c. 15.3
381 Secientific instruments 11.1
382 Mechanical measuring instruments 40.0
383 Optical instruments and lenses 46.7
384 Medical instruments and supplies 29.5
385 Ophthalmic goods 39.4
386 Photographic equipment 7.7
387 Watches and clocks 10.0
3% Miscellaneous manufactures 8.7
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TABLE B (Eztract)
EquipMENT CLAsSTFIcATION Usep 1IN Tasre C

Machine Tools

Boring Machines
Horizontal boring, drilling, and milling
Vertical boring mills including vertical turret lathes
Precision, horizontal and vertical
Jig boring, horizontal and vertieal
Other

Broaching Machines
“Horizontal internal
Horizontal surface
Vertical internal
Vertical surface
Rotary surface and other

Contour Saving and Filing

Cutoff Machines
Bandsaw
Abrasive disk
Hacksaws
Rotary, hot or eold
Other

Drilling Machines
Sensitive
Upright (single-spindle gang)
Radial
Multi-spindle cluster, adjustable and fixed center
Unit head and way type, multi-spindle
Deep-hole drills
Other

Gear Cutting and Finishing Machines
Hobbing machines
Shapets, gear
Cutters, form-milling type
Bevel gear cutters (not planer)
Cutters, planer type
Grinders, gear
Shavers, gear
Burnishing and lapping
Chamfering, tooth pointing, tooth rounding
Other
Gear checking machines

Grinding Machines
External eylindrical, plain and universal
Internal cylindrical
Centerless: External

Internal
Surface: Rotary table type
Reciprocating type

Disk, horizontal and vertical
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TABLE C (Estract)
EquipMENT 1IN METALWORKING INDUsTRIES, 1953
(NuMEBEr oF MACHINES)

Industry 353 354 355 356 357 358 359 361

Equipment
Boring 2454, 7343. 4756. 4738. 577. 1791. 3309. 2376.
Horizontal 840. 3178. 1930. 1351. 51. 633. 829, 660 .
Vertical 1149, 1689. 2037. 2533. 30. 215. 1060, 506
Precision 193, 837. 254 . 483. 312, 746. 568, 357.
Jig 121. 1485 423 230. 171. 164, 299, 429
Other 151. 154. 112. 141. 13. 33. 552. 131.
Broaching 202 802. 579. 853. 172. 345. 817. 296.
Horiz. int. 212. 539. 370, 600, 73. 132, 375. 146.
Horiz. surf, 8. 69. 56. 42, 0. 46. 144, 0.
Vert. int. 49. 88. 112. 192, 56. 48 . 182. 54,
Vert. surf. 19. 74. 30. 19. 43. 114. 88, 84.
Rot. othr. 4, 32. 1. Q. 0. 5. 28. 12.
Contour s. f, 238.  1464. 909, 572. 473, 407 442, 672.
Cutof 2608. 5053. 4810, 4705. 756, 2158, 3876. 5242.
Bandsaw 722. 1964. i822. 1590. 320. 794. 1082,  2070.
Abr. disk 310. 651. 681. 525. 90. 291 . 535. 445.
Hacksaws 1221, 1965. 1863. !967. 260. 554, 1635.  1467.
Rotary 215. 308. 236. 356. 30. 324, 359. 749
Other 140, 165. 209. 267 . 56. 185, 265. 511.
Drilling 7464. 23758. 22464, 17759. 9905. 11213. 16048. 19631.
Sensitive 1000, 4416, 3815, 2734, 4522, 3294, 35371, 8744

Uprt. singl. 2008, 9289, 8254, 7692. 1986. 4086. 7204. 6547,
gang 438. 2060, 3362. 1890. 1977. 1672, 1457. 1379,

Radial 2171. 4961. 3804, 3138. 214 956 . 1489 1832.

MS. elstr. 280 . 670. 1221. 1428, 777. 466 . 850, 434,

Th. wt. ms. 231. 364. 295. 244, 339. 180. 376. 142,

Deep hole 72. 165. 142. 75. 0. 78. 193. 61.

Other 265. 933. 1571. 558. 90. 481, 0938. 492
Gear 1443.  4543. 2598. 10224, 1029, 669 . 422, 668 .

Hobbing 480. 1483 . 1062, 4104, 576. 417. 149. 449 .

Shapers 476. 1042, 677. 1998 184. 124 . 144. 84.

Cutters 306. 547 . 411. 882. 162 18. 72. 31.

Bevel 83. 340. 161. 1534. 77. 446. 39. 19,

Planers 15. 98, 37. 295 9. 0. 6 15.

Grinders 8. 340, 64. 295. 0. 3. 6 12.

Shavers 11. 194. 49, 464, 21. 38. 0. 8.

Brash, Ip. 26. 162. 41 . 324. 0. 23. 6. 31.

Chamfer 30. 162. 37. 169. 0. 10, 0.

Other 8. 175. 59. 159. 0. 0. 0. 19.
Gear checking 113. 1028, 374.  1069. 26. 81. 11. 69.
Grinding 10239. 40664. 23828. 17930 7434. 8201. 39738. 14749.

Ext. eyl. 949.  7004. 2018. 2471, 864, 1012, 3875. 1221.

Int. cyl. 688. 2707. 812, 1312. 222. 248. 3616. 549.

Cntrls. ext. 193. 670. 348 . 361 . 196, 486. 3650, 250,

int. 36. 68, B81. 45. 0. 81. = 585 88.

Surf. rot. 276. 1897. 808 . 049 90, 496 1639. 503.

recip. 446, 7238, 2394 . 1051, 1410, 1146. 1811.  2726.

Disk 163. 1010. 804. 638. 312, 326. 2208 . 818.

Tool 2540. BO67. 4417, 3668. 766. 2176. 5360. 4881.

Bench 4150. 7571. 8347. 5981. 2660. 1784. 4033, 2346.

Abr, belt 363. 1222. 1182. 816. 517 206. 800. 753.

Other 435. 3210, 1747. 638. 397 240. 12161. 614.
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TABLE. D (Eztract)
MacHINE TooL CLassiFicaTioN For TaBie F

Code
Number Boring Machines—Horizontal
1 (a) under 3" spindle, under 36" bed
2 (b) 3-5" spindle, 36-120" bed
3 (¢) 6-10" spindle, 10-23" and over
Boring Machines—Vertical
4 (a) under 36" swing
5 (5) 36-120" swing
6 {c) 10-25' swing and over
Precision Boring Machines
7 {a} under 8" hore, 18" table
8 () 8-14" hore, 18" table
Jig Boring—Horizontal and Vertical
9 (a) under 15" table
10 (b) 15-40" table
11 (¢) 40-120" table and over
“Broaching—Horizontal and Vertieal—Internal
12 {a) under 15" stroke, under 5 tons
13 (b} 18-36" stroke, 5-35 tons
14 (¢) 36-120" stroke, 3560 tons
Broaching—External
15 {a) under 15" stroke, under 5 tons
16 (b) 18-36" stroke, 5-25 tons
17 (c) 36-120" stroke, over 25 tons
Sawing and Cutoff Machines
18 {a) under 12" work
19 (b) 12-30" work
Bandsaws
20 (a) under 12" work

21 (b) 12-30" work
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Code
Number

52
53
54
55
56
57
58
59
60

61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76

77
78

S8TUDIES IN PROCESS ANALYSIS

TABLE E (Extract)
Task CrassiFrcaTion ¥or Tasre F

IV. Cylindrical-—External (cont'd.)

Mediur, Semiprecision, long run
Medium, Precision, short run
“ “  long run

Medium, High Precision
Large, Semiprecision, short run

“ “ long run
Large, Precision
Very Large, Semiprecision
Very Large, Precision

V. Cylindrical—Internal

Small, Semiprecision, shert run
“ “ long run
Small, Precision, short run
“ “ long run
Small, High Precision
Medium, Semiprecision, short run
¢ “ long run
Medium, Precision, short run
“ “ long run
Medium, High Precision
Large, Semiprecision, short run
“ i long run
Large, Precision, short run
“ H long run
Very Large, Semiprecision
Very Large, Precision

VI. Drilled Holes

Very Small, Semiprecision, short run
1] & o long rUn
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TABLE F (Eztract)
Rate oF OQurpuT oF MACHINE-Tasrx COMEBINATIONS

363

Machine Task Machine Handling Set-up Pieces
Number Number Time Time Time per Day
1 61 .58 .90 40.00 230.17
1 62 .58 .90 40.00 257.61
1 63 .58 1.35 45.00 157.08
1 64 .58 1.35 45.00 169.05
1 65 .08 1.56 60.00 114.19
1 66 2.32 1.16 40.00 85.08
1 67 2.32 1.16 40.00 102.24
1 68 2.32 1.63 55.00 63.65
1 69 2.32 1.63 55.00 78.62
1 70 2.32 3.15 70.00 43.11
2 61 .60 .96 42.00 218 .54
2 62 .60 .96 42.00 245.89
2 63 .60 1.40 49.00 151.71
2 64 .60 1.40 49.00 163.59
2 65 .60 1.60 64.00 110.90
2 66 2.50 1.16 43.00 80.57
2 67 2.50 1:16 43.00 97.07
2 68 2.50 1.70 59.00 59.86
2 69 2.50 1.70 59.00 74.05
2 70 2.50 3.25 74.00 41.12
3 66 2.70 1.20 45.00 75.88
3 67 2.70 1.20 45.00 91.25
3 68 2.70 1.75 63.00 56.48
3 69 2.70 1.75 63.00 69.98
3 70 270 3.35 79.00 39.13
4 1 .41 1.74 30.00 84.20
4 2 41 1.74 30.00 89.22
4 3 .41 2.08 40.00 64.78
4 4 A1 2.03 40.00 68.01
4 5 .82 3.01 55.00 46.76
4 6 1.60 2.26 35.00 39.93
4 7 1.60 2.26 35.00 46.32
4 8 1.60 2.84 45.00 30.15
4 9 1.60 2.84 45.00 35.36
4 10 3.20 4.71 - 65.00 16.41
4 46 .41 1.74 30.00 84 .20
4 47 .41 1.74 30.00 89.63
4 48 41 2.03 40.00 64.78
4 49 41 2.03 40.00 68.01

Noter Machine time and handling time are expressed in minutes per piece; set-up
time is expressed in minutes per lot.



CHAPTER 15

ALTERNATIVE APPROACHES TO METALWORKING
PROCESS ANALYSIS.

Thomas Vietorisz

This chapter is based on a discussion of the Markowitz-Rowe study of
metalworking as presented to the Cowles Foundation Seminar on Process
Analysis, extended by a review of the Soviet Machinery Industry Study of
the University of North Carolina (1953). The purpose of the paper is to
compare these two alternative approaches to metalworking process analysis
and to suggest ways of integrating them. Limitations of space have pre-
vented including a review of several other relevant studies and the presenta-
tion of a technique for the formulation of development plans for the metal-
working sector in underdeveloped countries. A more complete version of the
paper is available ag an IBM Research Report (Vietorisz, 1962).

The contribution of Markowitz and Rowe is an original, pioneering ap-
proach to the study of the metalworking sector. It offers a coherent set of
principles for applying process analysis, at different levels of aggregation and
with different degrees of complexity, to ihis sector which raises inherently
more difficult problems of technological deseription than agriculture or the
industries characterized primarily by chemical-type processes. The mechani-
cal transformations dominant in metalworking involve the generation of three-
dimensional geometric structures with preseribed properties of strength, hard-
ness, and elasticity, which have to be evolved detail by precise detail, whereas
the production processes of many other indusiries may rely on the simpler
technique of controlling a limited number of key environmental or operating
variables. Correspondingly, metalworking products show an almost endless
variety, whereas the products of most other industries are relatively homoge-
neous, The technological description offered by Markowitz and Rowe cuts
across this tremendous range of variation in a way which is not only ap-
plicable to the metalworking industries themselves, but also offers & guideline
for work in other industries where mechanical transformations play an im-
portant role.

The central ideas of the Markowitz-Rowe approach may be summarized as:

1. The combined use of engineering and census data in requirements anal-
ysis, with a means of reconciling contradictions hetween them.
364
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2. The description of technology in substitution analysis by means of the
concepts of standard tasks, standard machine classes, the breakdown of a
time fund, and machine availability.

3. The handling of demand in substitution analysis by & questionnaire sur-
vey of machine availabilities and task proportions or by the sampling of pro-
duction paper.

4. The application of simulation techniques to the estimation of machine
availabilities, to queueing, and to flexibility problems.

In the nature of a pioneering effort, the Markowitz-Rowe contribution is a
mosaic of empirieal work and methodological ideas. While the requirements
analysis is formulated to cover the entire U. 8. metalworking sector, substitu-
tion anzlysis is illustrated only by the case of machining and, at that, without
an empirical demand estimate. The question arises: To what extent can the
methodology of substitution between metalworking machine tools be extended
to other metalworking operations? Furthermore, it is evident that the type
of substitution between machines which is discussed by Markowitz and Rowe
is only one of several kinds which may occur: others are substitution possi-
bilities in product design or in materials; there are even substitution possi-
bilities invelving exirasectoral repercussions (e.g, numerous standard steel
shapes combined with little machining, versus fewer standard steel shapes
combined with mere extensive machining). Finally, simulation is advanced
only as a methodological suggestion, with no illustrative examples.

Another major independent investigation of the metalworking sector has
been undertaken by the Institute for Research in Soeial Seience of the Uni-
versity of North Carolina (1959). This is a study of Soviet machinery con-
struction which contains an important methodological concept (“‘resource ele-
ments”) and much useful empirical information. Both the above concept and
the empirieal data contained in this study are suitable for complementing the
Markowitz-Rowe approach.

The Soviet Machinery Industry study was intended as a tool for estimating
the economic capabilities of the Soviet Union. It was hased on published
Soviet engineering and industrial source material.

Technological coefficients were estimated in two stages. In the first stage,
flow and capital coefficients were derived for basic metalworking operations
including casting, forging, machining, stamping, upsetting, heat treatment,
assembly, and welding. The coefficients were expressed as the physical quan-
tities of inputs needed per unit of semifabricate output. In the second stage,
typical end products (machines) were analyzed and estimates were made of
the inpuis of these semifabricates required per unit of machine output. The
combination of these two types of coefficients subsequently yielded the esti-
mates of flow and capital inputs required per unit of machine,

The level of aggregation chosen for the basic metalworking operations, in
the final version of the study, corresponded approximately to the production
shop or department. Resource elements or typical shops consist of coherent
composites of capital equipment and floorspace, defined in such a way that a
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variety of end products might draw upon the same resource element. This
approach served several purposes. First, it was a means of representing the
large variety of equipment combinations used for machinery production by a
number of typical combinations, Second, while information on the relation-
ship of particular inputs to end products was often unavailable, the resource
elements provided a means of estimating the corresponding ratios. Third,
resource elements provided 'a simple way of taking into account the fact that
given productive facilities can be converted from one end product to another,
for example, that a given forge can produce semifabricates for many different
kinds of machines. In order to guard against an overestimation of this con-
vertibility, nevertheless, resource elements were divided into subclasses by the
size .of the product, the seriality of production, and other relevant factors.
The total number of individually defined resource elements within the major
classes enumerated above was fifty-three. '

In order to permit a capability analysis of the economy, the production of
various branches of the machine building sector was represented by statistically
determined weighted averages of the typical individual machines which were
analyzed in the course of the study.

The “resource element” concept summarized above can be integrated easily
with the Markowitz-Rowe approach, both in requirements analysis and in
substitution analysis. _

In the Soviet Machinery Industry study of the University of North Caro-
lina, the resource-element concept is used in connection with a simple require-
ments analysis, and no substitution between resource elemenis is permitted.
Employing the resource element rather than the individual machine as the
basic building block of a requirements analysis has the following advantages:

1. It simplifies the collection of information and permits the reconciliation
of fragmentary data. Intermediate concepts such as this may perhaps appear
superfluous from a purely analytical point of view because they are eliminated
from the analysis at a subsequent stage. In the present instance, for example,
they disappear in the course of a matrix multiplication. Nevertheless, they
can be highly useful in practice, since they often correspond to the categorics
under which the original information is easiest to collect. In addition, they
permit the foeusing of attention on a limited number of variables at a time,
and thus they facilitate the recognition of basic connections among the data.
Finaily, they create broad classes of phenomena within which statistical regu-
larities can reveal themselves, whereas in working with the unaggregated ele-
ments (e.g., coefficients of machine-hour inputs directly into a particular prod-
uct) the data are often so scarce that any potential relationships between
them are masked by the accompanying random variations.

The convenience of the resource element concept from this point of view is
illustrated by the fact that in the Soviet Machinery Industry study, earlier
attempts (University of North Carolina, 1956, 1958) to evaluate directly the
material, labor, and cquipment inputs to classes of individual machines have
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met with serious difficulties, whereas the achievement of the same objectives
in an indirect manner, through the intermediary of the resource element con-
cept, has been successful and has permitted the compilation and organization
of 2 large body of empirical information.

2. The resource element coneept is a convenient means of bringing together
statistical and engineering information. In the Soviet study, for example, the
determination of resource element inputs into typical individual products
within an industrial branch was undertaken principally by engineering tech-
niques: the study of product blueprints, of shop layouts, equipment lists, and
personnel elassifications. All of this, however, was preliminary to the esti-
mation of a weighted average of individual products for the purpose of repre-
senting the industrial branch as a whole, with the weights derived from
statistical sources.

The methods used by Markowitz and Rowe® for deriving material, labor,
and equipment input coefficients are based largely on Census data, and engi-
neering estimates are suggested by the authors only for the purposes of sec-
ondary corrections. This method is useful and aceurate in the case of struc-
turally stable and well-studied economies, for example, the United States econ-
omy. Its applicability, however, becomes severely limited when either con-
siderable structural change is taking place which renders statistical coefficients
rapidly obsolete, or statistical data sources are searce and unreliable, as is the
case with all but a few countries (and more so with regions within eountries).
When working with underdeveloped economies, both structural instability
and & lack of reliable data have to be contended with. In such situations, the
combined engineering-statistical approach to requirements estimation, used in
connection with resource elements, appears to be considerably superior to an
attempt fo transfer statistical information from one country for which it is
available (c.g., the United States) to another country for which it is not.

It follows that for the purpose of most planning and locational studies in
situations of development, where structural changes are of central interest, the
combined engineering-statistical approach made possible by the resource ele-
ment coneept is likely to be superior to an approach based largely on statistical
data.

3. The resource element concept, while maintaining the analytieal tech-
niques of ordinary requirements analysis, nevertheless introduces a consider-
able degree of flexibility into the investigation of ecapabilities, by allowing
substitution between the semifabricates that can be obtained from a given re-
source element. Thus, the yearly eapacity of a foundry or a forge, expressed
in tons of semifabricate, is reasonably constant for pieces of equal general
complexity and unit weight, produced under conditions of comparable average
lot size. The great advantage of the resource element concept in this regard
1s that it takes care of the overwhelming majority of trivial substitutions be-
tween simple, standard metalworking machinery operations, by the elementary
method of creating an aggregated concept. Thus, in the substitution analysis

*8See also Process Analysis of the Metalworking Industries, Markowitz et al. (1953).
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(to be discussed below), attention can be centered on a relatively small num-
ber of critical substitutions, without burdening the model with a profusion of
detail.

The advantage of the flexibility achieved by means of the definition of re-
source elements is, however, obtained at the expense of some product-mix
problems which invariably accompany the use of aggregative concepts. Thus,
the capacity of a resource element varies with the average compesition of its
output, and so does the ideal adjustment between the number and kind of
machines, the amount of floorspace, the numbers and skills of workers and the
kinds and amounts of flow inputs which characterize each resource element.
When the average complexity or lot size of the semifabricates changes within
reasonably narrow limits, an acceptable approximation is possible by means
of defining simple capacity corrections, similar to the corrections for non-
standard tasks based on units of standard tasks in the Markowitz-Rowe sub-
stitution analysis, Nevertheless, this approximation does not allow for strue-
tural changes within the capacity and flow inputs of the resource elements. In
order to improve the approximation substantially, it is necessary to increase
the number of resource elements and to narrow the definition of each individ-
ual element. This brings the approach closer to ordinary requirements anal-
ysis as discussed by Markowitz and Rowe, but it increases the range of sub-
stitution that remains outside the eonfines of the individual resource elements.

A good compromise between the two objectives—flexibility on the one hand
and homogeneity on the other—is afforded by the device of breaking out the
specialized, outsize, or otherwise scarce items of machinery from the aggre-
gated resource elements and handling them individually. This maintains the
flexibility afforded by the substitution between common e¢lasses of machinery
inside each resource element, but allows at the same time the identification of
the major bottlenecks due to the limited capacities of individual machines
during the course of the requirement analysis.

In regard to substituiion analysis, the resource element concept appears at
first sight in a somewhat ambiguous role. On the one hand, it ean be regarded
as a generslization of the “standard task” concept of Markowitz and Rowe.
While geometry is not distinguished in defining resource elements, several of
the other identifying dimensions (size class, precision, seriality) coincide be-
tween the Markowitz-Rowe task concept and the University of North Caro-
lina resource element concept. On the other hand, a resource element can also
be regarded as one of a set of differing “universal machines” each of which, in
the University of North Carolina study, ean perform but one single task.
This ambiguity will be clarified in the discussion below.

While the Soviet Machinery Industry study contemplates no substitution
possibilities between resource elements, this restrietion is not necessary. In
other words, the specification of one single input pattern of resource element
units into a given product is not a built-in feature of the University of North
Carolina methed. On the contrary, it is logical to permit, for example, dis-
tinet resource elements which differ only in regard fo seriality, to substitute
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for each other; likewise, resource elements which differ only in regard to the
size of the heaviest fabricate they can turn out may substitute for each other
in neighboring size classes, completely in one direction and at least partially
in the other.? Moreover, substitution possibilities exist between unrelated
resource elements; e.g., forge and foundry, since they can produce closely
substitutable fabricates by their distinet operations: eg., cast versus forged
crankshafts,

Substitution possibilities between resource elements are reflected by alterna-
tive input patterns of resource element units into production activities. From
these alternatives, process analysis models can be constructed in the usual way.

In order to clarify the relationship between the various concepts referred to
above, three linear programming models are presented in Tables 1-A through
1-C. The first summarizes the key features of the Markowitz-Rowe ap-
proach; the second refers to the approach used by the University of North

TABLE 1-A
INTERPRETATION OF MarkowiTz-Rowe MODEL
Task generation ac- Production ac-
tivities based on tivities: one
machine classes alternative
x x r T r X x

1010 10390 9010 9090 0001 0008 0009
0100 0900 0100 0900 0001 0001 0001

CobE <

Machine class . Machine
y 1000 0000 a a ' b = (n}- (u) availabilities
¥ 9000 0000 a e | b= (n):(u) by clags*
Task | 7 ---------------------
y 0010 0000 4 -—1 -1 i oa a a0 Task balances
y 0090 0000 -1 -1, a e a0
Produet | : ----------------------
y 000t 0000 P -1 —b Product demands
y 0008 0000 ; -1 —b
Z 0 0 0 0 0 0 1 —>Max
l
Min

* Total machine availability in each machine class equals number of machines in the
class times unit availability.
Explanation of code and other notes are given following Table 1-C.

*In other words, a heavier forging resource element can turn out all of the fabricates of
the neighboring lighter element; while due to the fact that each forge handles a variety
of fabricate sizes, many of which fall considerably short of the maximum, the lighter
forge can also take over part of the work of the heavier forge.
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Carolina; and the third is a general model from whieh both of the former
approaches can be derived as special cases.

In Table 1-4, a coefficient a is given for the generation of each task by each
machine:? this permits the substitution of one machine for another in generat-
ing given total task requirements. On the other hand, only one task eom-
bination exists for the production of each product: in other words, there are no
alternative production aetivities embodying alternative task combinations for
given produets. Thus, flexibility in the manufacturing of products is obtained
only by the substitution of machines in the generation of tasks, not by the
substitution of tasks in the production activities. Evidently, an easy gen-
cralization of this model is possible by introducing alternative production
activities.

TABLE 1-B
INTERPRETATION oF UNIVERSITY OF NoORTH CaAnorina MobpEgL

Resouree  Task gen-  Produetion
element cration hy  activities
definition  resource
activities elements

T x x x x z r
0100 (G900 0100 0900 (0001 000R 0009
1000 1000 0010 0010 0001 0001 0001

Cobk <
Machine elass ! Total
¥ 1000 0000 a a b (not given) machine
¥ 9000 0000 a e | ! b (not given) availa-
________________ 5,“_______'______ b bilities
Rescuree element
y 0100 0000 -1 | ! 0  Resource element
y 0900 0000 -1 1 0  hbalances
Task | _________________ -----------------------
y 0010 0000 ~ -1 Poa a a |0 Task balances
y 0090 0000 ! -1 : a a a |0
Produet | T ----------------------
y 0001 0000 . Po—=1 —b Product demands
y 0008 0000 : : -1 -b
z2 0 0 0 0 0 0 1 — Max
!
Min

Explanation of code and other notes are given following Table 1-C.

*When a given machine is not capable of generating a specific task, the corresponding
coefficient ¢ can be made sufficiently great to prohibit the use of this activity in an opti-
mal or near-optimal solution.



TABLE 1-C
GENERALIZED METALWORKING SvBsTITUTION MODEL

Resource clement "~ Task generation ac- Task generation ac-
definition activities tivities based on tivities based on Production activities
machine classes resource elements
X T T T T T z x T x T x x z z z T x

0100 0100 0900 090 1010 1098 9010 0090 0100 0100 0900 0900 0001 001 0008 0008 0009 0009
1000 9000 1000 9000 0100 0800 0100 0900 0010 0090 0010 0090 0001 0009 0001 GGOY 0001 000Y

Cone <
Machine class ] ! Machine
¥ 1000 0000 ¢ & a a | & a | i b = (n) - (u) availa-
y 9000 0000 a a @ a | [ e i i b = (n) (1) bilitics
_________________________ e _-_-.___---._.-._-__-__----___E..-.“.._.---....,..____---.._-_______-.._-_ hy class*
Resource clement i i ‘
§ y 0100 0000 -1 -1 | Pl 1 : 0 Resource ele-
y 0900 0000 -1 -1 : 1 1 0 ment balances
Task | 7T ------------------------------- T - :
¥ 0010 0000 B R | i ~¢ —a@¢ ~a -¢! a a @@ @& a a|0 Task
¥ 0090 G000 | -1 ~1{ —a —¢ ~a -2 i & & e a a a |0 balances
Produet | i ------------------------------ ’ ------------------------------ -------------------------------------------
y 0001 0000 : ! b=1 -1 —b Product
y 0008 0000 ' ; ! -1 =1 —b demands
p ] [} 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 — Max

Min

* Total machine availability in each machine class equals number of machines in the class times unit availability.
Explanation of code and other notes are given on following page.
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Notes mo TaBLEs 1-A, I-B anp 1-C

The tables have been formulated in synoptic notation showing the direct and dual
problems simultanecusly. The direct variables (z) of the upper margin, when multi-
plied by the lower margin, give the direct criterion function, to be maximized; when
multiplied by the coefficients of each row, they give the direct constraints. The dual
variables {y) of the left margin, when multiplied by the right margin, give the dual
criterion funetion (to be minimized); when multiplied by the coefficients of each col-
umn, they give the dual constraints. Among the technical coefficients in the tables,
the positive ones represent inputs, the negative ones, outputs.

In each of the three tables, the complete parametric linear programming preblem
i1s summarized by the maximization of the last produet with the other products held
constant; evidently, any product can be maximized or any primary input (machine
class} minimized, or any linear combination of these optimized, within the rules of
parametric programming problems. :

All variables and parameters are identified by an eight-digit code shown on the
upper and the left margins. The code of the upper margin applies to the entire col-
umn; that of the left margin, to the entire row. Internal parameters at the inter-
section of a row and eolumn receive the code obtained by the consolidation of the row
and column codes.

In each digit of the code, the first element of a series is indexed as 1, the last ele-
ment, as 9, and the next to the last element, as 8. A code position not relevant for
indexing an element is filled by 0. In the tables, only the first and the last element
of each one-dimensional series is shown.

The coding is explained in the following tabulation:

Code for Tables 1-A, 1-B, and 1-C
Commodities: Activities:

Digit Dual varigbles Direct variables Constraints (Other
(w) (2)
1  Machine class - Total availability = = total number of

machines in a elass
unit availability of
each machine in a
class
Resource - - -
element
Task - _
Produet - Fixed demand -
- Resource - -
element
definition
6 - - Task generation - -
based on
machines
7 - Task generation - -
based on
resource
elements
8 - Production - -

u

[

D=L
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Eramples:

z(0900 0010) denotes the first alternative wayv of generating tasks from the last
resource element.

The coefficient a at the intersection of the row (0010 0000) and the column
({0008 0009) represents the input of the first task in the production, by the last alterna-
tive method, of the next to the last product.

In Table 1-B, the University of North Carolina model is interpreted in
linear programming terms. Resource elements are defined by specifying their
contents of individual machines.* There is only one way of defining each re-
source element. The saine rigid description is applied to the manufacture of
products: there is only one resource-element combination for the manufacture
of each produet.

In order to facilitate the subsequent generalization of this model, the con-
cept of “task” has been introduced as a formal intermediate stage between
products and resource elements. As seen in Table 1-B, each resource element
has been associated with the output of a unique task. This task is quantified
in terms of the output of semifabricate from a given resource element: thus,
for example, a forge of a given size and seriality class performs the unique
task of producing a specified number of yearly tons of its own class of forgings,
assumed to be homogeneous.

This concept of a task is entirely analogous to the Markowitz-Rowe con-
cept. The fact that a resource element, as mentioned earlier, at times appears
as a generalization of the task concept, and at other times as a “universal
machine,” becomes now understandable considering that in the University of
North Carolina study there is a one-to-one correspondence between resource
elements and tasks. Thus, speaking of units of task inputs into the produc-
tion-of given products comes to the same thing in this model as speaking of
units of resource element inputs. In generalized versions of the model, how-
ever, this will no longer be necessarily so.

As there are no joint cutputs in the original version of the model, the latter
is equivalent to & simple Leontief input-output model as long as there is no
more than one restriction on primary inputs (machine availabilities).* In
fact, the original approach ignores maximization and starts with preseribed
levels of all product demands (which at once determine the levels of produc-
tion activities). This allows the derivation of resource element inputs, and,
by a subsequent matrix multiplication, the computation of the levels of in-
dividual machine requirements. No limits are set on the latter.

In Table 1-C, a generalized model is given with four commodity classes:
machines, resource elements, tasks, and products; and four classes of activi-
ties: the definition of resource elements the generation of tasks by individual
machines, the generation of tasks by resource elements, and the manufacture
of products based on task inputs. The sets of activities are, however, gen-
erally more comprehensive than in the Markowitz-Rowe or the University of

‘Floorspace and flow inputs, not shown in Table 1-B, are likewise rigidly specified.
*8ee Dorfman, Samuelson, and Solow (1958), Chapter 9.
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North Carolina models. Thus, alternative definitions of each resource ele-
ment are permitted, in order to take into account the variations in the machine
parks of typical shops, either in response to different proportions of semi-
fabricates, or in response to differing local conditions. Likewise, each resource
element is assigned several alternative combinations of task outputs, in order
to allow for variations in the proportions of different kinds of fabricates falling
into the same general size, seriality, or other classification. Finally, the
manufacture of each product is represented not by one activity, but by several
activities specifying alternative task combinations.

The Markowitz-Rowe model ean be dertved from this more general model
by suppressing resource elements and eliminating alternative production ac-
tivities, This leaves only the substitution of machines in task generation as
an element of flexibility in the model. The University of North Carolina
model can be derived by ruling out task generation by individual machines,
eliminating alternative resource element definitions, and cuiting down the
generation of tasks from resource elements to one task per resource element.

The general model itself, representing a synthesis between the two ap-
proaches, can be used in the following fashion:

1. All simple, common and usual-sized machines are grouped into resource
elements, leaving only the special, outsize, or otherwise scarce machines as
individual entities. Even in the latter cases, it appears desirable to group all
ancillary eguipment used with such machines into a single resource unit.

2. Preferably, one definition of each resource element is adopted as a stand-
ard; alternative definitions are best handled by means of a sensitivity analysis
in the form of joint changes in groups of parameters. Such joint changes
might be used, for example, to represent a systematie shift of the definition of
all resource elements in the direction of greater self-sufficiency.” If desired,
nevertheless, alternative definitions may be left explicitly in the model.

3. In the case of individual machines, coefficients for the generation of al-
ternative tasks are specified by the general model in the same way as by the
Markowitz-Rowe model.

4. In the case of task generation by resource elements two alternative ap-
proaches are possible: First, a few typical alternative tasks may be associated
with each resource element on the basis of common types of alternative fabri-
cates falling into the same weight, size, or seriality class; subsequently, sev-
eral alternative task generation activities may be specified for each resource
element. These altérnative activities differ in regard to the proportions of
tasks generated by the resource element. Second, the one-to-one correspond-
ence between tasks and resource elements may be retained. In this case, the
task is regarded as a standard task in the sense of Markowitz-Rowe; it is
taken to correspond to a given average composition of typical fabricates.
Subsequently, requirements of fabricates in other proportions can be expressed
in units of standard tasks, similarly to the Markowitz-Rowe formulation,

A comparison of typical shops in the U. 8. A. and the USSR. shows that the latter
typically comprise a higher proportion of large and specialized equipment and machines
needed for internal repairs and maintenance (A. D. Little, 1961).
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5. Whichever way the generation of tasks by resource elements is handled,
the effect of the lack of homogeneity in semifabricate outputs from resource
elements is only partially overcome. Tt has been mentioned earlier that the
machine park of a resource element may vary in response to different propor-
tions of typical semifabricates. When a process analysis model comprises an
ample range of alternatives in regard to resource element definitions as well as
in regard to variations in the proportions of typical semifabricates produced by
individual resource elements, the model itself ean be expected to determine the
optimal definitions of resource elements and the optimal proportions in the
outputs of semifabricates. In practice, however, it is hard enough to find the
empirical information for specifying even a single alternative in regard to
each one of these dimensions of variation: thus, the issues of resource element;
definition and the average composition of semifabricate outputs generally have
to be decided before the medel is constructed, on the basis of whatever in-
formation, often of & qualitative nature, happens to be available concerning
the particular problem in hand.

6. It is a matter of detail, without effect on the structure of the model,
whether there is an overlap between the tasks capable of being generated by
individual machines and those capable of being generated by resource ele-
ments. Whenever a given machine or resource element does not lend itself to
the generation of a specific task, the corresponding input coefficient can be
set at a prohibitive level without a loss of generality.

7. For the manufacture of each product {or for several products jointly)
alternative activities comprising alternative task combinations are given.

The generalized model, when used according to the above observations, will
concentrafe the analysis on the identification of bottlenecks that may exist in
specialized, outsize, or otherwise scarce machinery; on the substitution of dif-
ferent kinds of resource elements (forge, foundry, machining) in the manu-
facture of products; on the substitution of shops with different size, weight,
precision, or seriality characteristics; and on the distribution of typical semi-
fabricates produced by each resource element. By the techniques of sensi-
tivity analysis, the effects of systematie shifts in resource element eomposition
on the optimal solution of the model can also be explored; and when the data
permit doing so, the model can determine optimal machine parks and optimal
proportions of semifabricate outputs for resource elements. At the same time,
substitutions between simple, common and standard-sized metalworking ma-
chines; e.g., between different kinds of machine tools in a machine shop, are
handled implicitly by the definition of aggregative concepts: the concept of a
resource element and the concept of a task generated by a resource element.
Since in most practical studies the overwhelming majority of substitutions are
of the latter type, the resulting economy of effort is considerable.
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CHAPTER 16

KEY SECTORS OF THE MEXICAN ECONOMY, 1960-197¢
Alan 8. Manne

During the summer of 1961, a small group within Nacional Finaneiera, S.A.,
constructed a model dealing with the interdependence between investment de-
cisions in certain basic sectors of the Mexican economy.! It was the author’s
privilege to be associated with that group, and this chapter is intended as a
summary of what was done—and what was left undone—in attempting to
apply process analysis over a major segment of a rapidly changing economy.

The particular study was intended as an experiment to see what would
be possible with a minimal expenditure of effort, less than a man-year alto-
gether. In view of the time and manpower limitations, it would be rash to
place much faith in the detailed numerical results with respect to investment
requirements, foreign aid, imports, capacity expansions, ete. Far more check-
ing and testing are needed before a eautious investigator would be able o con-
clude that the results of the model were fully dependable. :

Perhaps the primary lesson to be learned from this work is that it is not
only theoretically desirable but also quite practical to construet multisector.
aggregate investrnent planning models on the basis of a considerable amount
of technological process detail. In addition to proving out the general feasi-
bility of this approach, certain specific ideas have emerged—ways of reducing
complexity without sacrificing too much information. (a) An interindustry
model does not need to embrace all productive sectors of the economy, but
only those that are most closely interdependent. (b) Without going through
the effort invelved in a multi-time-period model, there is a tolerably good
shorteut method to allow for endogenous generation of demand for capital
equipment. And (¢), much of the information needed for endogenous gen-
eration of demand for transport services can be included without an excessive
amount of locational detail. Altogether, the linear programming model in-
cluded 92 constraint equations and 156 nonslack activities.

'Dr. Alfredo Navarrete R. initiated this study. The work was carried out within a
group headed by Lic. Ignacio Navarro G. and Victor Navarrete R., and consisting of Lie.
Pedro Galicia Estrada, Alfonso Garcia Macias, Raul Gardufie G., Fernando Torres V.,
and Tulio Espinosa Cabrera. The views presented here are those of the author, and do
not necessarily represent the official policy of Nacional Finaneciera, 3.A.
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INsTITUTIONAL BACKGROUND

In order to understand some of the institutional {actors that underlie the
mathematical abstractions to be deseribed below, the English-language reader
would do well to turn to some such historical source as Simpson (1959), In
the pages of Simpson—or better yet, in the murals of Diego Rivera—the non-
Mexican will begin to understand how much of the post-Cortés history of the
country is a history of exploitation. Many, but by no means all of the ex-
ploiters have been foreigners—Spaniards, Frenchmen, and Yankees. Against
this background of social diseontent and of genuine grievanees against for-
eigners, it is not too difficult to understand why there is widespread popular
support for the post-1911 Revolution policy of direct government ownership
of a large percentage of the basic industries—electricity, railreads, oil, and
steel—together with a considerable amount of public intervention in all other
sectors of the economy. In 1960, investment in the public seetor (exeluding
direet investment expenditures by the federal, state, and local governments)
amounted to 5.6 billion pesos, in comparison with 12.3 for the private sector®
(Banco de Mexico, 1960, pp. 15 and 69).

One of the several agencies concerned with long-term investment planning
in Mexico is Nacional Financiera, S.A., hereafter abbreviated as Financiera.
This official industrial development bank, founded in 1934, serves as the prin-
cipal source from which public enterprises obtain long-term finaneing for
amounts in excess of their own internal cash flow. In turn, Financiera obtains
funds through the sale of its securities to banks, private individuals, and
foreign institutions, and alse through its own retained earnings.

One of Financiera’s principal functions is to make recommendations with
respect to investment project proposals submitted by individual enterprises.
(Financiera recommends and persuades, but does not impose its decisions upon
other governmental agencies.) In addition to specific projects, Financiera
is often asked to submit its opinions with respeet to establishing a new indus-
try or expanding the aggregate capacity of an existing industry. These are
the types of broad questions to which our model is addressed—not the more
detailed short-run equipment scheduling problems which more properly lie
within the domain of the individual decentralized enterprises.

There exist a variety of reasons for attempting to coordinate investment
plans in different branches of the Mexican economy. Because of substantial
economies of scale in plant construction, it is desirable for individual! new
installations to be large in relation to the rate of growth of the internal mar-
ket. With long construction lead times for these plants, reliance upon decen-
tralized trial and error becomes particularly dubious. It is worthwhile, for
example, to attempt to coordinate the eapacity expansion plans for aromatie
chemicals which are produced in both the petroleum refining and the metal-
lurgical coke industry.

*During 1960, the exchange rate was 12.5 Mexican pesos per U. 8. dollar. This will be
the exchange rate utilized throughout the remainder of this paper.
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Investment coordination is also regarded as a means of overcoming the ir-
rationality of prices charged by individual enterprises and, in particular, the
irrationality of the foreign exchange rate. For example, there is not great
confidence that the price of residual fuel oil seld by the petroleum industry
will lead to the socially optimal choice between hydroeleetric and thermal
plants by the electric power sector, There is even less confidence that the
foreign exchange rate provides a sufficient stimulus to diversify Mexieo’s
economy and to insulate it from outside disturbances. Many project pro-
posals are premised upon the assumption that the official rate undervalues the
advantages of economizing upon foreign exchange. Even those who advocate
& minimum degree of coordination would agree that individual enterprises
should evaluate their investment alternatives on the basis of similar “shadow
prices.”

In addition to these general reasons for being concerned with an interindus-
try model, there was one particularly urgent question in 1961: estimating how
much foreign loans and aid it would be justifiable for Mexico to request for
economic development under the “Alliance for Progress” program. More
specifically, what would be the possible tradeoffs between foreign loans and
aid, domestic savings, and the rate of growth of national product under condi-
tions of full-capacity utilization in the industrial branches of the economy?

Score oF MobEL

The model is eoncerned only with sectors that are of primary interest to
Financiera: electricity, rail freight, heavy chemicals, paper, oil, steel, alumi-
num, copper, cement, and selected metsl fabricated products, including capital
equipment for these industries. For short, we shall hereafter refer to these as
the “key sectors.” An mmportant amount of activity within these industries
is carried out by private enterprise. However, we shall not be concerned with
distinctions on the basis of ownership, and will suppose that similar eriteria for
investment planning are applied throughout the key sectors.

The reader would do well to note some of the more important sectors that
are not included within the model: extractive industries, agriculture, food
processing, textiles, wholesale and retail distribution, and housing. Demands
from these excluded industries are regarded as exogenous—in much the same
fashion as “final demand” by households and government. In retrospect, it
was felt that some of the omissions were unfortunate—particularly those
within the extractive industries. For example, there is no analysis of the pro-
duetion of raw sulfur used in the manufacture of sulfuric aeid; nor of coal
mining associated with the production of coke; nor of wood or bagasse for the
manufacture of pulp. Several of the more important extractive sectors are,
however, included within this matrix: iron and copper ore mining, limestone,
crude petroleum, and natural gas. In subsequent work along these lines, it is
hoped to inelude more branches of the extractive industry, but to continue to
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regard agriculture and the processing of agricultural raw materials as exog-
enous areas to be analyzed separately.

In all likelihood, the most important input omitted from the present anal-
ysis has been that of labor. A number of choices seemed open to us with
respect to this item. It would have been possible to stipulate some minimum
amount of new employment to be created within the key sectors. (This would
have led to the possibility that the model would plan for the production of
labor-intensive goods, and then throw away those goods.) Some upper limit
might have been imposed upon the tetal work foree avaiiable to the key sec-
tors. (In view of Mexico’s disguised unemployment—both urban and rural—
this upper limit would almost surely have been redundant.) Perhaps the
ideal procedure would have been to suppose that individual categories of
skilled industrial workers could be created through the appropriate investment
in education and in social overhead capital. Rather than devote the effort
needed to handle this one aspect of the interindustry problem, labor inputs
were entirely neglected. It is perfectly possible that the neglect of labor in-
puts has led to particular types of bias in the model’s results, e.g., to an ex-
cessive emphasis upon the labor-intensive metal fabricating industries.

MobEL ForMULATION

The linear programming analysis has been focused upon a target year of
1870, with the implied changes in the structure of Mexico’s economy taking
place over the decade of 1960-1970. The analysis is intended to aid in the
formulation of a rolling plan of investment projects, and is not intended as a
once-for-all program. On the centrary, as time passes and new data become
available, such a mode] should be brought up to date, and the target year
should recede further into the future.

It can never be- altogether satisfactory to construct a finite-horizon eco-
nomic model. Here we followed the practice of Chenery and Kretschmer
(1956) for southern Italy and of Sandee (1960) for India in choosing a decade
as the time span. A decade seemed preferable to either a muck closer or a
more distant cutoff date. A five-year mode! would not have permitted us to
ignore the lags between investment and output. There would be inadequate
lead time to make major changes in the currently projected plant expansions,
On the other hand, a 20-year or even more distant time horizon—although
more representative of the service life of these investment projects—was re-
jected because of doubts that our group had the time to make reasonable esti-
mates of tfechnological change over such a long horizon. A decade was
adopted as a pragmatic compromise, and not because the more distant future
is of negligible interest.

The model is designed to predict on a simultaneous and consistent basis
within the key sectors: {a) capacity expansions over the decade 1960-1970;
(b) investment requirements; (¢) individual imports; and (d) the require-
ments for foreign loans and aid. Largely because of the Alliance for Progress
program, the model was intended to explore the likely offects of an increase in
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foreign ald upon the growth rate of gross national product (GNP). Foreign
aid was regarded as a flexible item, and the calculations were phrased in terms
of minimizing the total loans and aid necessary to enable the key sectors to
expand so as to satisfy the demands associated with two alternative growth
rates of GNP: 5.5% and 8.0% compounded annually over the entire decade.?
(In order to allow for nonproportionality between GNP and the demands for
individual goods and services, this formulation seemed slightly more conven-
lent to compute than the alternative: maximize the rate of growth of GNP,
given a fixed availability of foreign loans and aid.) Domestic savings avail-
able to the key sectors were regarded as an additional financial constraint that
would have to be satisfied in order to avoid generating excessive domestic
inflationary pressure.

With respect to foreign trade, imports and exports were treated in a dis-
tinctly nonsymmetrical fashion. Export demands for the key sectors’ outputs
were regarded as exogenous, and not dependent upon decisions taken within
Mexico. (This seemed to be a particularly plausible assumption with respect
to the country’s major raw material exports: cotton, coffee, copper, sugar, and
petroleum.) Since the key sectors produce industrial goods, there were nu-
merous projections of zero for their growth in export demand over the 1960-
1970 period* As for imports, these were taken to be available in unlimited
individual quantities at their prevailing price in U. S. dollars. The only re-
striction upon imports was of a global nature, dealing with the overall avail-
ability of foreign exchange.

ExnpocEnoUs GENERATION OF DEMAND FokR CaPITAL EQUIPMENT

In describing the algebraic formulation of the model, it is convenient to be-
gin with the shorteut method adopted to allow for endogenous generation of
demand for capital equipment. Like the formulations of Frisch (1957, p. 20)
and of Sandee (1960, p. 22) this one is intended to avoid the “edge effects”
that are often to be found in finite-horizon models, where there is no rationale
for investment activity toward the cutoff date. Unlike Sandee’s formulation
involving quadratic time paths, this one remains independent of the arbitrarily
given initial growth rate at the beginning of the decade. And unlike Frisch’s
asymptotic growth model, this one avoids the supposition of proportional
growth among all sectors during the years subsequent to the target date. In
order to do away with the unpalatable assumption of proportional growth,

*The rate of 55% was approximately equal fo Mexico’s actual performance in real
terms over the decade 1950-1960, whereas 8.0% was regarded as a highlv optimistic esti-
mate of what could be achieved from 1960-1970. Since the countr¥'s population had
been increasing at a 3% compound rate, the 8.0% growth rate for GNP would represent
a doubling of the per capita growth rate from the previous decade.

*Mexico's brightest prospects for industrial exports seemed to be in the direction of
other Latin American nations. It was doubted, however, that this trade would lead to
nel industrial exports. A more likely pattern would be for each of the Latin American
eountries toc concentrate upon some particular range of industrial goods, and to give
preferential import treatment to other members of the trading bloc.
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this model makes a somewhat more modest claim than Frisch’s. There is no
longer any guarantee that the economy’s material flows will be balaneed during
the post-cutoff years, but only during the eutoff year itself.

Each restraint equation within this model ensures the balancing of individ-
ual flows as of the year 1970, The shorteut for generating investment de-
mands by the key sectors has consisted of supposing that 155 of the ten-year
expansion of each process takes place during the target year. Thus, the 1970
gross investment demand for good i is caleulated as follows, neglecting equip-
ment replacement: '

key sector gross investment demand for good ¢, 1970 = E (.15b;)z; (1)
.

where x; denotes the ten-year increase in annual flow rate for process j from
1960 to 1970, and where b,, represents the stock of capital good 7 required per
unit of annual flow rate for process j, This investment equation is based
upon the assumption that in the base year of 1960, the key sectors of the
Mexican economy were working close to full capacity, and that any further
increase in output over the 1960 levels would be dependent upon plant capacity
expansions.

What is the rationale for using the 15% factor in equation (1) to convert
stocks of investment goods into flows? Note that if process j grew by a.
constant absolute amount during each year between 1960 and 1970, the invest-
ment flow in 1970 would be only 10% of the cumulative total for the decade.
However, instead of a constant absolute amount of growth, it is more reasona-
ble to forecast the target year demand for capital good 1 as though the time
path for installed capacity in process j were accumulating at a compound
annual rate somewhere in the range of 5.0% to 10.0% per annum. Within
this general range—but without any commitment to a specific growth rate
for process j—the coefficient of 15% of the ten-year capacity increment yields
a convenient linear approximation for estimating the demand for expansion
during the target year. The closeness of this approximation may be judged
from the following comparison, using three alternative growth rates within
the range of 5.0% to 10.0% per annum, and letting the symbol X ¢ denote the
1960 level of capacity for process 7.

Annual percentage growth rate of capacity, g 5.0% 7.5% 10.0%

1970 capacity = z; + X, = (1 + ¢g}!°X,° 1.63X;° 2.06X,° 2.59X,
linear
1970 approxi-

_cfpa‘?' mation = .15z; = .15{(1 +¢)'* - 1]1X;% .004X;* .159X,;" .239X,°
ity

growth | Precise
rate caleu-
lation = g(1 4 ¢)!°X° .081Xx;" .155X," .259X)°

*In a more refined version of this model, the 1960-1970 decade could be divided into
several subperiode, each with its individual balancing restraints. However, with sub-
periods of five years or less, construction lags would become tmportant, and would have
to be estimated individually.
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One side-effect is involved in using the 15% factor for stock-flow conversion,
an effect that is reminiseent of von Newmann’s theorem that under conditions
of balanced growth, the rate of physical expansion will be identical to the rate
of return on capital. (For an introduction to this theorem, see Kemeny,
Snell, and Thompson, 1957, pp. 353-359.) The constraints of the dual of our
linear programming calculation stipulate that the sum of the prices imputed
to the outputs of each process must not exceed the prices imputed to the inputs.
Since capital inputs are converted into annual flows at the 15% rate, these
dual constraints stipulate, in effect, that the marginal productivity of capital
goods be 15% per annum, neglecting depreciation, This rate has the virtue
of being reasonably close to the estimates of capital productivity actually used
by Financiera for purposes of project evaluation within the key sectors.

DzerFINITIONS AND RESTRICTIONS OF THE LINEAR PROGRAMMING MoODEL

z; = ten-year increase in annual flow rate for domestic process 3, .
1960-1970 (usually normalized in terms of principal output)

g:ﬁmtions y; = 1970 annual flow rate of imports of commodity ¢ (units of
unknowns commodity )

1970 annual flow rate of foreign loans and gifts required by
the key sectors (U. 8. dollars, 1960 prices)

I

[[a;; = input (—) or output (+) of ecommeodity 7 on current aceount
per unit of process j :

b;; = stoek of capital good 7 required per unit of annual capacity

of process j

stock of miscellaneous imported capital equipment required

per unit of annual capacity of process 7 (U. 8. dollars, 1960

prices)

e
,
]

d;zﬁmtlons ¢; = total value of stock of eapital goods required per unit of
garam eters annual capacity of process j (Mexican pesos, 1960 prices)

= foreign exchange ecost per unit imported of good i, (U. 8.
dollars, 1960 prices)
g; = ten-year increase in annual rate of final demand for good <,
1960-1970
r; = ten-year increase in annual rate of availability of resouree ¢,
1960-1970
| ¢ = annual growth rate of GNP, 1960-1970

In order to make some rough allowance for anticipated technological
changes over the decade, it appeared desirable to interpret the parameters a, i
b, k;, and c¢; as incremental or “best-practice” coeflicients, rather than
average-practice coefficients for the base year, 1960.* For this reason, most

P;

“In working exclusively with “best-practice” coefficients, we neglected the possibility
that it would be desirable to decrease any domestic production process below its 1960
level. That is, the capacity inereazes over the decade, T;, are constrained to be nonnega-
tive,
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of the constraint equations are stated in ferms of balancing the growth in
annual supply and demand flows, rather than in terms of the absolute value
of these flows. Thus, in order to calculate the decade’s growth in domestic
availability of good 7, we have:

1960~1970 ten-year increase in domestic production rate of , net of key

sector current demands = E a;;x;.  (2)
r

In aceordance with the two alternative growth rates postulated for GNP,
there were two separate projections made for the final demands., One of these
projections is based upon the GNP growth rate g = 5.5% and the other upon
g = 8.0% per annum.” The particular definition adopted for the parameter g,
stems from the fact that equation (1) defines the imvestment demand for
good @ in terms of the absolute flow rate for 1970, that the import variables y,
are also defined in terms of their 1970 ahsolute flow rate, but that the domestic
availability of good 1, net of key sector current demands, is defined through
equation (2) in terms of the ten-year increase in flow rate;

[ ten-year increase ten-year increase in
in household, industrial demand
g: = | government, and | 4+ { for good ¢ outside
export demandg for key sectors, 1960~
| good 7, 1960-1970 1970
: (3)
[ imports of good ¢, key sector gross
+ { 1960 — | investment demand
for good ¢, 1960

With definitions (1}, (2), and (3), the following general restriction covers
the material balance for the 1970 flow of commodity 1:

ten-year increase key sector absolute

in domestie pro- gross level of

duction rate of | | investment n imports | 2 ¢;

%, net of key demand for of 7,

sector current z, 1970 1970

demands {4)
Z (a:; — .15b;;)x; + i 2 @
3

Simildrly, in order to make sure that the economy does not exceed the
availability of three items utilized as current inputs (northern iron ore, ferrous
serap, and copper scrap)

" Most of *he final demand extrapolations wers based upon the extremely crude assump-
tion that the 1950-1960 change in final demand provided an estimate of the income
elasticity for the particular item. This method resulted in income elasticity estimates be-
tween .5 and 43.2, with typical values in the range of +1.0 to 4+20.
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ten-year increase absolute maximum in- absolute

in key sector level of crease in level of

current demand | | imports < rate of ex- __{ imports

for 7, net of of 7, — | ploitation of 7,

domestic 1970 of resource 1960

production 1, 1960-1970 (3)
E — By - ¥ < g

J

In addition to restrictions of types (4] and (5), there are two overall
economic restraints: one dealing with foreign exchange and the other with the
supply and demand for savings. These restrictions are both written in terms
of the absolute flows for 1970, rather than in terms of the 1960-1970 incre-
ments.

According to restriction (6), there is no allowance for the foreign exchange
available to the key sectors from any of Mexico’s carnings on current aceount.
Rather, it is supposed that the entire supply of foreign exchange to the key
sectors will come from foreign loans and aid. (An alternative interpretation
of restraint (6) is to say that the variable z measures the total foreign ex-
change required by the key sectors—regardless of whether these funds are
provided by current account earnings or by capital transactions.)

The foreign exchange balance for 1970 is written as follows:

[foreign exchange| [ foreign 1 [foreign
required by key exchange exchange
sectors for required by available
miscellaneous + | key sectors | — | fromaid [ £ 0
imported for and loans
capital merchandise to key
_equipment 4 Limports J  Lsectors | (6)
Y (15kjz; + Y pas -z <0
J

Note that in restriction (6), one component of the demand for imports
consists of the broad category “miscellaneous imported capital equipment.”
The complementary ecapital input coefficients k; are not technologically deter-
mined, but are intended to account for those types of capital equipment
neglected as candidates for domestic production in 1970. The importance of
possible errors in the coefficients k; is underscored by the results of the linear
programming caleulations. According to these calculations, over 55% of the
1970 key sector requirements for foreign exchange would consist of miscel-
laneous capital equipment, and less than 45% would be required for raw
material imports such as ferrous serap.

The final restriction concerns the supply and demand for savings by the
key sectors. It is expressed in terms of millions of Mexican pesos at 1960
prices, converting foreign gifts and loans into the supply of savings at the rate
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of 12.5 pesos per dollar. The gross domestic savings available to the key
sectors is based upon the estimate that the 1960 domestic savings invested in
these sectors amounted to 4,600 million pesos, and that the 1970 domestic
availability would increase at the same annual rate, g, as the GNP from the
base-year 1960 level:

key sector foreign gross domestic
gross invest- sources of savings available
ment expendi- | — | savings, £ | for investment,
tures, 1970 1970 in key sectors,
1970 {7)
Y (15¢)m; — 12,52 < (1 + 9)™(4,600)
2

Note that the foreign loans and aid variable z enters into two distinct
restrictions, (8} and (7). Thus, each additional dollar of foreign aid is viewed
as performing two distinct functions: it adds one dollar to the supply of
foreign exchange, and it also adds 12.5 pesos to the supply of domestie savings.
Alternatively, this means that in order to eliminate one dollar’s worth of
foreign loans and aid, it would be necessary for Mexico to earn an additional
dollar on current account exports and alse to increase domestic savings by
12.5 pesos.

The objective assumed for the linear programming ealculation is that of
finding the minimum value of z. This means finding the minimum inflow
rate of foreign loans and aid required by the key sectors in order to satisfy
the final demands confronting them, and also to remain within the resources
available, ie, to satisfy restrictions (4)—(7), together with nonnegativity of
the unknowns x,, y,, and z.

RESULTS OoF THE (CALCULATIONS

If we are to believe the linear programming results summarized in Table 1,
a comparatively small change in foreign loans and aid could make a large dif-
ference in Mexico's growth between 1960 and 1970. In order to accelerate the
country’s annual growth rate from 5.5% to 8.0%, this table indicates that the
1970 rate of foreign loans and aid would have to be increased from $172 to
only $245 millions.®

If foreign loans and aid are regarded simply as a substitute for domestic
savings, it becomes quite difficult to explain why a comparatively small in-
crease in foreign funds would help make it possible to achieve a difference in
1970 GNP of virtually $5 billions. The two linear programming solutions
yield a clue to this puzzle, The role of foreign aid appears as a complement,
rather than as a substitute for domestic savings. At both growth rates, the

*In order to make a rough estimate of both lower and upper bounds for the cumulstive
total of foreign loans and aid required over the decade, the 1970 figure could be multiplied
by (1/.15) and by (1/.10) respectively.
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program of key sector investments is estimated to absorb less than the gross
savings available to these sectors, and accordingly the implicit price assigned
to gross savings is zero.® Although a dollar’s worth of foreign loans and sid
performs two funections—first, providing a one dollar increase in the supply
of foreign exchange, and second, substituting for 12.5 pesos of domestic sav-
ings-~it appears that the first function is the crucial one. To the extent that
Mexico’s supply of foreign exchange could be augmented through increased
export earnings on current account, it might be possible to achieve a sub-
stantial reduction in the volume of foreign aid requirements.

TABLE 1
SUMMARY OF LINEAR PROGRAMMING RESULTS

Miilions of U. 8. Dollars,
Mexican Currency Converted at 12.5 pesos per dollar

Gross
Parameters of Linear Domestie
Programming Calculation plus Foreign  Foreign
Bavings Loans
Domestic Available, and
Bavings but Aid
Gross Available Unutilized Required
National to Key by Key by Key
Product Sectors Sectors Sectors
1960 actual 10,750 368 - 100°
5.5% annual
1970 growth 18,400 630 181¢ 172¢
projections §8.09, annual
growth 23,200 795 714 245«

* Source: Banco de Mexico (1961), p. 73.

* Equivalent to estimate of 4.6 billion pesos for 1960; see right-hand constant of
restriction (7) in text.

¢ Author’s estimate based upon figure of $156 millions for 1960 long-term capital
inflow into all sectors of the Mexican economy. Source: Banco de Mexico (1961),
p- 83. .

4 Result of linear programming calculation; value of slack activity for restrietion (7)
in text.

* Result of linear programming caleulstion; value of minimand variable z.

Admittedly, this particular matrix may have understated the capital coef-
ficients ¢, and thereby understated the domestic investment requirements of
the capacity expansion program. Alternatively, these results may be attribut-
able to overestimates of the coefficients k,, the miscellaneous imported capital
equipment required per unit of domestic production process j. However, be-

*The model does not inevitably predict a zero implicit value for gross savings. In sev-
eral preliminary calculations utilizing other final demand vectors, gross savings had a low
implicit price but were nevertheless valued positively.
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fore jumping to this latter conclusion, the reader should note that the model
allows for explicit choice between imports and domestic production of many
types of heavy capital goods, e.g., machine tools, steam engines and turbines,
transformers, pumps and compressors, locomotives, ete. According to the op-
timal linear programming solutions, all of these items are to be produced
domestically in 1970—a major structural change for the decade. It is difficuit
to escape from the conclusion that the country’s low volume of doinestic de-
mand will lead Mexico to continue importing & considerable volume of spe-
cialized equipment and technical serviees, even after the major struetural
changes that are hoped for during the decade 1960-1970. Foreign loans and
aid should be viewed as relieving a critical foreign exchange bottleneck, rather
than as just a substitute for domestic savings.

STRUCTURE OF THE MATRIX

Within Financiera’s files, detailed numerical values are available for the
approximately 1,900 individual coefficients that entered into the linear pro-
gramming calculation. In part because of the confidentiality of eertain co-
officients and in part because of the unreliability of others, the matrix is not
being reproduced here. Instead, the appendix contains two tables—one to
identify the rows and the second to identify the columns of the matrix. Al-
though there are only 92 rows within this matrix, the data availability per-
mitted considerably more detail for individual seetors than is shown within the
190-equation U. 8. input-output table for 1947. (Even within the machinery
sectors where the U. 8. input-output classification was taken over directly, the
machine tool products were disaggregated into five individual categories.)
The row classification may be summarized as follows:

Row Number of
Identification Sector Rows
5, 6 Electricity 2
8 Rail freight 1
911 Inorganic chemicals 3
12-18 Pulp and paper 7
7, 19-30 0il and gas 13
31-42 Petrochemicals 12
43-50, 6164 Iron and steel 12
51-53, 69 Aluminum 4
54-58, 70 Copper 6
59, 60 Limestone and cement 2
65-68 Metal castings 4
71-94 Metal fabricated products 24
95 Foreign exchange 1
96 Gross savings and investment 1

Tatal 92
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There was considerable variation in the number of activities specified as
alternative sources of supply of each commodity. In most instances, only a
single domestie production activity was specified. However, several alterna-
tive activities were included in such sectors as electricity, oil, and steel, where
there exist major tradeoffs between domestic investment, foreign exchange,
and current account inputs from other sectors. In the case of 60 commodities,
importation was considered as an explicit alternative to domestic production.*
The matrix alse includes a number of instances of joint product relationships,
e.g., electric energy as a co-product with peak electric power, natural gas as a
co-product with erude oil, and ferrous scrap as a eo-product with metal fabri-
cated products, '

No explicit allowance was made for handling economies of scale. Integer
programming computer codes might have been employed to cope with this
feature, but seemed too experimental to be applied as of 1961. Data were
available for estimating economies of seale in investment in a number of the
process-type industries, but not for metalworking, In several of these in-
dustries, the capital coefficients were predicated upon a typieal Mexican plant
size, e.g., 50,000 barrels per day for crude oil pipelines and for primary atmos-
pheric distillation of petroleum. Whenever the investment coefficients were
based upon some such specific plant size, this fact was noted in the group’s
worksheets as the “reference scaie” for this process, and these scales were then
available for subsequent checks of consistency with the aggregate capacity
expansions projected over the decade.

Computing considerations did not preclude the case of diseconomies of scale.
One important possibility of this type oceurs in connection with the country’s
iron ore deposits. Once the northern deposits are utilized to their full
eapacity, additional social overhead investment will be needed in order to de-
velop the southern deposits: (This limitation on the availability of northern
ore is specified in row 44 of the matrix.) Other instances of diseconomies of
seale oceur in connection with ferrous and copper serap (rows 49 and 55).

It is also believed that the country will run into diminishing returns in the
exploitation of its oil and natural gas deposits. Since no reliable numerieal
estimates of cost increases were.readily available in this sector, a sensitivity
analysis was conducted. Even after doubling the investment cost per addi-
tional barrel of crude oil available, the aggregate results were affected by a
comparatively small amount. The 1970 requirements for foreign exchange
were increased from $172 to $181 millions. However, the 1970 rate of un-
utilized domestic savings dropped from $181 to $44 millions. Interestingly
enough, even with the increase in crude oil investment costs, the model still
indicates that it would be optimal for Mexico to invest in thermal rather than
in hydroelectric power plants. This same result would not necessarily hold

*Import possibilities were neglected in the case of certain commodities with high
transport costs, eg., cement and electricity; in the case of items where Mexico has tradi-
tionally been an exporter, eg., residual fuel oil and copper ore; and in the case of certain
intermediate materials that are ordirarily integrated with other stages of production, eg.,
catalytic cracked gasoline, styrene, and sponge iron.
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true if the model were extended so as to include geographical details with
respect to the loeation of oil and gas deposits and hydroelectric sites.

For the most part, locational details were introduced through assuming a
“typical” locational pattern of production and sales. For example, electric
power tranemission investments were estimated separately on the basis of a
thermal plant in the immediate vicinity of Mexico City, and a hydroelectric
plant located at Temazeal. Similarly, the investment costs for crude oil and
natural gas pipelines were based upon a typical distance: 800 kilometers be-
tween Ciudad Pemex and Mexico City.

Only in the case of the iron and steel industry was there an attempt made
to relate rail transport inputs to the location of the proeessing and consuming
plants. Ton-kilometer rail freight inputs for coke, limestone, iron ore, serap,
and mill produects were derived individually, depending upon whether the iron
ore originated in the north or in the south. For all other key sectors, rail
freight inputs were regarded as exogenous, and were aggregated into the final
demand.

Sources oF Data

The work of gathering data for this matrix was considerably facilitated by
the previous accumulation of experience with process analysis for individual
sectors. This previous experience was used—not primarily as a direct source
from which to transeribe coefficients—but rather to suggest an orderly frame-
work within which to analyze the specific problems of the Mexican economy.
For example, the work of Massé and Gibrat (1957) suggested the importance
of analyzing the electric power sector in terms of joint product categories such
as peak electric power and annual electrical energy. The work of Vietorisz
(1961) provided the basic categories for the petrochemicals analysis. And
similarly, the work of Fabian (Chapter 9 of this book) called attention to the
possibility of alternative ratios of hot iron and ferrous scrap in the open
hearth steel process. None of these technological features are novelties to
engineers familiar with electric power, petrochemicals, or steel. The process
analysis work consists of integrating these technological considerations to form
a maero-economic investment decision model.

With the exception of the metalworking industries, Mexican sources were
available for estimating the current account flow ecoefficients a;;}* In the
case of the metalworking industry, the current inputs of metals, fuel, and
electricity were copied directly from the U. S. Census of Manufactures (1954) 2
Mexican industry has had only a limited range of experience with the metal
fabricating industries, and it seemed preferable to extrapolate from U. 8.
material inputs rather than rely upon Mexican census data in this area.

Capital equipment investment coefficients for metalworking were also based

"Certain of the current flow coefficients for petroleum and petrochemicals were also
based upon U. 8. sources: Manne (1961) and Vietorisz (1961} respectively.

* Also taken directly from the U. 8. Census were the current inputs of certain complex
assembled components produced by other metalworking industries: electrie motors, gen-
erators, and internal combustion engines.
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directly upon U. 8. sources. The machine tool stocks per unit of output were
taken from the 1953 American Machinist survey cited by Markowitz and Rowe
(Chapters 10-14 of this book}, and the miscellaneous equipment investment
coefficients from H. Markowitz (1953). In turn, on the basis of a sample of
just four Mexican metalworking plants, total construction costs were estimated
at 33% of equipment costs. Finally, the coefficients for structural steel, rein-
forcing rods, and cement were extrapolated in relation to total construction
costs on the basis of a detailed examination of the blueprints for a single
Mexican plant. Whatever be the merits of such small-sample extrapolation
procedures for an experimental effort, there is little doubt that further research
could lead to a substantial improvement in the quality of the coefficients
utilized in the metalworking industries,

Capital coefficients for other sectors of the. Mexican economy—although
difficult to estimate—did not present quite such a serious obstacle as those for
metalworking. In certain sectors, capital coefficients were obtained directly
from special analyses of expenditures upon recently constructed plants. In
many cases, however, the plant construction cost data were available only in
the form of total expenditures per unit of capacity instalied. Here, the
Mexican source was taken as a control total, and the U, 8. capital coefficients
published by Grosse (1953) were utilized to estimate the percentage break-
down of this total into detailed categories such as pumps and compressors,
cranes and conveyors, ete.!®

In the absence of a source such as Grosse (1953), it would have been virtu-
ally impossible to estimate detailed capital coefficients by branch of industrial
origin, given the brief time available for this project. Om the other hand,
because Grosse’s capital coefficients were stated in terms of money value units
per unit of plant capacity, the output of most of the eapital goods producing
industries also had to be measured in money terms rather than in physical
units. Altogether, 20 of the 92 rows are measured in terms of money units, .
and the remainder in physieal units.

Incidentally, the general reliance upon diverse physical and technological
units led to clerical difficulties. If all the engineering estimates of inputs
and outputs had subsequently been converted into money values, this uniform
yardstick would have served to detect a number of gross elerical errors such
as misplaced decimal points, reversals of algebraie sign, and incorrect conver-
sions between cubic feet of natural gas and kilocalories of industrial fuel.
Only after painful experience was it realized that money value check totals
could play a useful role in data processing, and in detecting major errors in
the technologieal estimates,

CoNCLUSIONS

The reader would do well to remain skeptical about the specific conelusions
reported here, e.g., the highly complementary relaticnship between domestie

¥ Grosse's capital coefficients were based upon engineering extrapolations as well as
upon historical construction costs for balanced and unbalanced plant additions during
World War II and during the Korean War.
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savings and foreign loans and aid to Mexico. Results of this type are illustra-
tive, but cannot be taken too literally. &ny one of the 1,900 coefficients in the
linear programming matrix could be in serious error, and each of these coef-
ficients ought to be reexamined with care.

Despite many reservations, this work represents another step in the evolu-
tion of aggregate investment programming. Admittedly, from the viewpoint
of overall economic development, a one-resource GNP model is more managea-
ble than a multi-resource analysis of the type suggested here. It is also true
that from the viewpoint of the individual enterprise, a specific investment
projeet can be evaluated in far greater detail than is practical within an inter-
industry framework. The role of a multisector model is to bridge the gap
between the formulation of overall economic strategy and the implementation
of that strategy in terms of specific investinent projects. Process analysis—
which relies heavily upon engineering estimates of alternative production
methods—appears particularly well suited to aid in bridging this gap.

The importance of perfecting such analytical techniques represents more
than the ability to generate a monolithic, consistent official program for eco-
nomie development. Programming methods can be sufficiently flexible to
permit planning experts to present not just one—but several alfernative paths
of development for consideration by other governmental officials and by the
voters at large. If the assumptions and results are appropriately presented,
mathematical models can serve to dispel some of the mystery that often sur-
rounds central planning, and should make it possible for the electorate to be
better informed with respeet to the inherently difficult and subjective choices
confronting their country.

APPENDIX

Key to Row Numbering

Row
Identifi- Exponent Tnit of
cation Item Identification of Ten® Measyrement
5 Electric energy 6 kilowatt-hours
6 Peak electric power 0 kilowatts
7 Industrial fuel 9 kilocalories
8 Rail freight ] ton-kilometers
9 Sulfuric acid 0 tons
10 Sodium hydroxide o tons
11 Chlorine 0 tons
12 Crude pulp 3 tons
13 Bleached pulp 3 tons
14 Mechanical pulp 3 tons
15 Sulfite pulp 3 tons
16 White paper 3 tons
17 Newsprint 3 tons
18 Other paper 3 tons
19 Crude oil and condensates 3 barrels
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Key to Eow Numbering

Row
Identifi- Exponent Unit of
cation Item Identification of Ten* Measurement

20 Natural gas 3 cubic meters
21 Dry gases 3 tons
22 Propane, propylene (liquid gas) 3 barrels
23 Butanes, butylenes 3 barrels
24 Naphtha (solvents) 3 barrels
25 Middle distiliates (jet fuel, kerosene,

diesel oil) 3 barrels
26 Vacuum gas oil (lubrieating oils) 3 barrels
27 Vacuum bottoms (asphalt) 3 barrels
28 Catalytic cracked gasoline 3 barrels
29 Moter gasoline, 87 octane 3 barrels
30 Residual fuel oil 3 barrels
31 Benzene, toluene, xylenes 3 barrels
32 Tetraethyl lezd 0 liters
33 Ammonium nitrate 3 tons
34 Ammonium sulfate 3 tons
35 Nitrie acid 3 tons
36 Ammonia, anhydrous 3 tons
37 Polyethylene 3 tons
38 Polystyrene 3 tons
38 959 ethylene 3 tons
40 Styrene 3 tons
41 Synthetic rubber 3 ‘tons
42 Butadiene 3 tons
43 Coke 0 tong
44 Northern deposit limitation® 0 tons
45 Northern iron ore 0 tons
48 Southern iron ore 0 tons
47 Pig iron 0 tons
48 Sponge iron 0 fons
49 Ferrous scrap* 0 tons
50 Carbon steel ingots 0 tons
51 Bauxite Q0 tons
52 Alumina 0 tons
53 Aluminum ingots 0 tons
54 Copper ore 0 tons
55 Copper scrap® 0 tons
56 Mata 0 tons
57 Blister copper 0 tons
58 Electrolytic copper 0 tons
59 Limestone 3 tons
60 Cement 3 tons
61 Carbon steel, reinforcing rods 0 tons
62 Carbon steel, flat produets 0 tons
63 Carbon steel, other nonflat products o tons
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Key to Row Numbering

Row
1dentifi- Exponent Unit of

cation Item Identification of Tens Measurement
64 Alloy and stainless steel 0 tons
65 - Iron castings 0 tons
66 Steel castings 0 tons
67 Aluminum castings 0 tons
68 Copper castings 0 tons
69 Aluminum mill shapes 0 tons
70 Copper mill shapes 0 tons
71 Fabricated structural steel 0 tons
72 Boiler shop products 3 U. 8. 1960 dollars
73 Metal stampings 3 U. 8. 1960 dollars
74 Steam engines, turbines 3 U. 8. 1960 dollars
75 Internal combustion engines, excluding

automotive 3 TU. 8. 1960 dollars

76 Farm tractors 3 U. 8. 1960 dollars
77 Farm equipment, excluding tractors 3 TU. 8. 1960 doliars
78 Construction and mining machinery 3 T. 8. 1960 dollars
79 0Oil field machinery 3 U. 8. 1960 dollars
80 Drilling machines 0 units
81 Grinding machines 0 units
82 Lathes 0 units
83 Milling machines 0 units
84 All other machine tools 0 units
85 Pumps and compressors 3 U. 8. 1960 dollars
86 Cranes and conveyors 3 U. 8. 1960 dollars
87 Blowers and fans 3 U. 8. 1960. dollars
88 Motors and generators 3 T. 8. 1960 doliars
89 Transformers 3 U. 8. 1960 dollars
90 Electrical control apparatus 3 U. 5. 1960 dollars
01 Motor vehicles and parts 3 U. 8. 1980 dollars
92 Truck trailers 3 U. 8. 1960 dollars
93 Locomotives and parts 3 U. 8. 1960 dollars
94 Railroad cars 3 U. 8. 1960 dollars
95 Foreign exchange* 3 U. 8. 1960 dollars
96 QGross savings and investment? 6 Mexican 1960 pesos

N.B.: All rows—unless otherwise indicated—refer to restrictions of type {(4) in text.

* Exponent of ten is to be read as follows: The unit of measurement in row 5 is
1,000,000 kilowatt-hours. The unit of measurement in row 6 is 1 kilowatt.

¢ Restriction of type (5) in text.

¢ Restriction (6) in text.

4 Restriction (7) in text.
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Key to Column Numbering

Column
Identifi- Exponent Unit of
cation Activitye of Ten Measurement

UPxxx Positive unit vector for row xxx; 5 activities of this type

NUxxx  Negative unit vector for row xxx; 87 activities of this type

YYxxx  Importation of one unit of commodity specified in row xxx;
60 activities of this type

Z2727  Foreign loans and aid 3 U. 8. 1960 dollars
ELOOI Thermal electricity, 909 power factor 0 kilowatts
E1002  Thermal electricity, 40 % power factor V] kilowatts
EL003 Hydroelectricity 0 kilowatts
RR001  Rail freight 6 ton-kilometers
INCO1  Caustic soda 3 tons
INCO02  Sulfuric acid 3 tons
PAPO1  Crude pulp 3 tons
PAP02  Blesched pulp 3 tons
PAP03  Mechanical pulp 3 tons
PAPO4  White paper 3 tons
PAP0O5  Newsprint 3 tons
PAP0O6  Other paper 3 tons
PETO1  Production of crude petroleum and natural gas;

pipeline transportation of crude petroleum 3 barrels
PET02  Pipeline transportation of natural gas 3 tons of dry gases
PET03  Crude petroleum to stilis* 3 barreis '
PET04  Vacuum bottoms fo coking* 3 barrels
PET05 Middle distillates to catalytic cracking,

259, recycle* 3 barrels
PET06  Middle distillates to catalytic cracking,

1009 recycle* 3 barrels
PET07  Vacuum gas oil to catalytic cracking,

259% recycle* 3 barrels
PET08 Vacuum gas oil o catalytic cracking,

100 %, recycle* 3 barrels
PET®9 Tetraethyl lead 3 liters
PET10  Motor gaseline blend, reformate 3 barrels
PET11  Motor gasoline blend, catalytic cracked +

paphtha, 1 e¢ TEL 3 barrels
PETI2 motor gasoline blend, catalytic cracked +

naphtha, 3 cc TEL 3 barrels
PET13  Residual fuel blend, vacuum bottoms + gasoil 3 barrels
PET14  Residual fuel blend, middle distillates 3 barrels
PET15 Input of dry gases into industrial fuel* 3 tons
PET16 Input of propane, propylene into industrial fuel* 3 barrels
PET17  Input of butanes, butylenes into industrial fuel* 3 barrels
PET18 Input of residual fuel oil into industrial fuel® 3 barrels
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Key to Column Numbering

Column
Identifi- Exponent Unit of
cation Activity® of Ten Measurement
PET19  Benzene, toluene, xylenes 0 330 barrels
PET20  Input of butanes into laquld gas* 3 barrels
PCM(O1 Ammonium nitrate 3 tons
PCM02 Ammonium sulfate 3 tons
PCM0O3 Nitrice acid 3 tons
PCM04 Ammonia, anhydrous 3 tons
PCMO0O5 Polyethylene 3 tons
PCMO06 Polystyrene 3 tons
PCMO7 959 ethylene 3 tons
PCM08 Styrene 3 tons
PCMO08 Synthetic rubber 3 tons
PCMI10 Butadiene 3 tons
STLO1 Northern iron ore 3 tons
STLO2 Scuthern iron ore 3 tons
STLO03 Coke 3 tons
STLO4 Pig iron from northern ore, hlast furnace 3 tons
STLO5 Pig iron from southern ore, electric process 3 tons
ST1L06 Sponge iron 3 tons
STLO7 Carbon steel ingots, open hearth, minimum

scrap 3 tons
STLO8 Carbon steel ingots, open hearth, maximum

scrap tons

STL09  Carbon steel ingots, electric furnace
STL1O Carbon steel ingots, sponge iron
STLit Carbon steel, flat products

8T112  Carbon steel, reinforeing rods
8TL13 Carbon steel, other nonflat products
STLi14 Alloy and stamless steel, rolled products
ALOG Alumina

ALoo2 Aluminum ingots

ALDO3 Aluminum mill shapes

CPRO1  Copper ore

CPR02 Mata

CPRO3  Blister copper

CPRO4  Substitution of blister for serap
CPR0O5  Electrolytic eopper

CPR0O6  Copper mill shapes

CEMO01 Limestone

CEMO02 Cement

MWIi01 Iron castings

MW102 Steel castings

MWI103 Aluminum castings

MW104 Copper castings

MW201 Fabricated structural steel

2L TV L L L I L L L LT R L L TR U U U L U R U
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Key lo Column Numbering

Column
Identifi- Exponent Unit of
cation Activitye of Ten Measurement
MW202 Boiler shop products 6 U. 8. 1960 dollars
MW203 Metal stampings 6 U. 8. 1960 dollars
MW204 Steam engines, turbines 6 . 8. 1960 dollars
MW205 Internal combustion engines, excluding

automotive 6 U. 8. 1960 dollars
MW206 Farm tractors 6 U. 8. 1960 dollars
MW207 Farm equipment, excluding tractors ] U. S. 1960 doilars
MW301 Construction and mining machinery 6 U. 8. 1960 dollars
MW302 0il field machinery 6 U. 8. 1960 dollars
MW303 Drilling machines 6 T. 8. 1960 dollars
MW304 Grinding machines 6 U. 8. 1960 dollars
MW305 Lathes 8 0. 8. 1960 dollars
MW306 Milling machines 6 U. 8. 1980 dollars
MW307 All other machine tools 6 1. 8. 1960 dolars
MW401 Pumps and compressors 6 U. 8. 1960 dollars
MW402 Cranes and conveyors 6 U. 8. 1960 dollars
MW403 Blowers and fans . 6 . 8. 1960 doilars
MW404 Motors and generators 6 . 8. 1980 dollars
MW405 Transformers 6 U. 8. 1960 dollars
MW406 Electrical control apparatus 6 U. 8. 1960 dollars
MW501 Motor vehieles and parts 6 U. 8. 1960 dollars
MW502 Truek trailers 6 U. 8. 1960 dollars
MW503 Locomotives and parts 6 U. 5. 1960 dollars
MW504 Railroad cars 6 U. 8. 1960 dollars

s All activities are normalized in terms of principal annual output except those

indicated with an asterisk. These latter are normalized in terms of their principal
input. Thus, activity ELOO1 refers to the produetion of one kilowatt of electric power
with a thermal plant operated at a 909 power factor. In this case, there is also a -
co-product: .007,884 millions of kilowatt-hours per year. Activity PETO3 refers to
the input of 1,000 barrels per year of erude petroleum into stills.
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CHAPTER 17

SECTOR STUDIES IN ECONOMIC DEVELOPMENT
PLANNING BY MEANS OF PROCESS
ANALYSIS MODELS

Thomas Vietorisz

This volume contains a number of sector studies, both in manufacturing and
in agriculture, which have been prepared by means of process analysis models.
While most of these studies refer to the United States, they strongly suggest
that the method of process analysis can also be applied to the formulation of
sectoral development plans in underdeveloped countries. In what follows, the
practical problems which arise in attempting such an extension will be dis-
cussed. It is convenient to hegin by considering the manner in which sectoral
planning problems present themselves to the economist in the field.

In a country where no significant amount of economic development plan-
ning has been undertaken previously, there is generally a lack of insight into
the magnitude of the task of preparing a sector study. It is often hoped that
an effort of a few weeks can show what the advantageous lines of new invest-
ment are in one or more sectors; at the same time, no adequate statistics exist,
there is no overall development plan, and there are no sources of technical
information. In such countries, it is indispensable to start out with a diag-
nosis of the position of the sector in the context of the entire economy, followed
by a first-approximation trend projection, In other countries which have had
more experience with planning, many elements of the diagnosis and the trend
projection may be found ready at hand, and need perhaps only some comple-
mentation and systematization. In any event, the two preliminary phases
of diagnosis and trend projection are a necessary foundation for the applica-
tion of more sophisticated techniques, such as process analysis, to the prepara-
tion of sectoral development plans,

Diacrosis

The process of diagnosis has to determine, first, what has been happening
within the sector, how, and why; and second, what the relationship of the
sector is to the rest of the economy.

In a country with little previous planning experience, the first question
typically overloads the data system available. Censuses may not exist, and
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if they do, they are almost always out of date and of dubious reliability.
Import and export statistics are generally better than other kinds of economic
statistics, but they are seldom classified consistently with each other and with
whatever production statistics may exist. The latter often cover only a few
large products. Thus, the first task is to correet, to update, and to reclassify
the statistical information relating to the sector. Sample surveys of domestic
production, stratified by establishment size and by traditional versus com-
mereial production methods, are among the most useful tools in these stages.
Following the construction of an adequate statistical base, historie trends
pertaining to the sector are identified and their causes, both economie and
institutional, are analyzed.

The second question, concerning the relationship of the sector to the rest of
the economy, may in turn overload the planning apparatus. Perhaps no
overall plan has ever been formulated. In this case, the sector study must
necessarily be expanded to include the preparation of at least a first-cut
overall plan. The key questions to be answered by this phase of the diagnosis
are the following:

How much import substitution must the sector contribute to the economy
as a whole?

How much investment capital can be allocated to the sector?

How much must the sector contribute to the generation of employment op-
portunities? It should be noted that the economic context is typically one of
rural-urban population shift, coupled with a rapid growth of the labor force.

What is the role of the sector in lending flexibility to the economy, and in
reducing its vulnerability to outside shocks? The context here is mostly one
of structural imbalance: a one-crop or menoexport economy, which is to be
steered in the direction of a better structural equilibrium.

© On the basis of the diagnosis, a first-approximation plan of the seetor ean
be prepared by the simple method of trend projection. Both the overall
analysis and the sectoral trend projection have to be revised successively as
improved information becomes available in later stages of the planning process.

TrEND PROJECTION

Sectoral trend projections are based on the assumption of a given overall
growth rate for the economy. The sector is broken down into commodity
classes, and the major eomponents of supply and demand for each class are
related to the overall growth rate, using to this end principally the historieal
trends identified in the course of the disgnosis. In certain regards, these
trends may have to be modified: for example, a straight continuation of import
and export trends generally leads to an intolerable foreign-exchange gap. The
identification and resohition of such contradictions is one of the purposes of
the projection.
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The principal components of demand are: household consumption, projected
by income (or total-consumption) elasticities; government expenditures, pro-
jected on the basis of historic trends and anticipated pelicy changes; exports,
analyzed individually in their principal markets; investment requirements,
derived from whatever is known about investments elsewhere in the economy,
together with investments projected for the sector; and intermediate demands.
The last may initially be projected by income elasticities, in order to arrive at
a rough approximation. This can be improved greatly in a second step by
allowing for key interactions with other sectors; for example, cement needs
can be revised by reference to activity in the construction sector. The identi-
fication of such key interactions is a far simpler matter than a complete,
formal interindustry analysis, yet, if judiciously applied, it may lead to close
approximations. The identification of key interactions is especially important,
but also especially convenient, in regard to interactions that arise between
commodities within the sector itself. )

The components of supply are national production and imports. The com-
modity-by-commodity breakdown of total supply into these components is
the weakest point of the trend projection method, since it involves considera-
tions of comparative efficiency in addition to the usual requirement of consist~
ency. Coneretely, the question is: where to substitute imports, and by how
much? This guestion must be answered in every development plan; more-
over, the plan as a whole is particularly sensitive to the kind of answer pro-
vided, sinece import substitution is the principal means for managing the ever-
present foreign-exchange gap.

Export alternatives and technological choices in production ean be expected
to raise similar problems of comparative efficiency, but the practical signifi-
cance of these is less in the formulation of sectoral development plans for
underdeveloped countries. The bulk of the exports of these countries is of the
traditional kind where no choice between alternatives arises (even though the
instability of such exports may lead to difficult short-run policy problems of a
different type) ; whereas the choice between new, nontraditional export oppor-
tunities, which raises a genuine efficiency problem, is reduced in significance
by the relatively small volume of such potential exports when compared with
traditional ones. In regard to technological alternatives, the ones which affect
the plan most are precisely those which arise in conneetion with import substi-
tution, where they appear as alternative new lines of national produetion.
Elsewhere, the inertia of the economic system reduces substantially the degree
of freedom of technological choice. As a country is progressively developing,
however, both of these efficiency problems acquire increasing importance, and
eventually they overshadow the problem of import substitution.

Process analysis models are particularly well suited to the exploration of
efficiency problems. For this reason, they are a natural extension of the trend
projection method in the formulation of sectoral plans. Before turning to a
discussion of these models, it is nevertheless of interest to inquire how import
substitution can be handled at all within the trend projection method.
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Although this method offers no systematic approach to the problem, sectoral
plans are, in fact, being formulated within its framework, and, in the hands of
persons of intelligence and judgment, it appears to yield acceptable results.

There are two reasons why this should be so. First, plans which are defec-
tive under the criterion of efficiency may not appear unreasonable, sinee missed
opportunities are inherently harder to perceive than obvious inconsistencies.

. Secondly, there are a number of practical considerations which are often
used to restrict the range of variability, and which generally lead to an ae-
ceptable, if not necessarily to a highly efficient, import substitution plan.
Thus, lines of production not customarily encountered in underdeveloped
countries with a similar or slightly higher level of development, may be left
out of consideration; import substitution ratios suggested by pre-existing
isolated investment studies may be aceepted without further appraisal; and it
may be postulated that there will be no decline in the market share of any
existing national produciion activity. For the ranges of variation of indi-
vidual commodities remaining after the application of these limits, an average
ratio of import substitution is derived on the basis of the total import substitu-
tion allotted to the sector in the overall plan. This average is then used as a
benchmark in the final upward or downward adjustment of the substitution
ratio for individual commodities-~based, first, on interviews with knowledgea-
ble persons and other local intelligence; secondly, on miscellaneous useful
criteria including market size and growth in relation to usual production scales,
differences between import prices and raw material costs, complexity of tech-
nology, and others; and finally, on un-useful but prevalent criteria, such as
political and military factors.

A final note on trend projections: these can be made more sophisticated by
applying formal input-output techniques to the determination of intermediate
demands and investment needs. These techniques resolve consistency prob-
lems without the need for trial-and-error solutions, but they leave the entire
problem of efficiency comparisons untouched. (The one-factor pricing scheme
implied by input-output models is too grossly unrealistic even for a first ap-
proximation.) Thus, when using these techniques, import substitution and
other problems of choice still have to be resolved by the same largely intuitive
methods which have been discussed in the preceding paragraph.

Process ANavLysis MopELs: GeENERAL ProBLEMS

Process analysis models are to be used for a second approrimation in the
formulation of sectoral development plans: for the extension and refinement,
not the replacement, of trend projections. In order to ensure that process
analysis medels stay in close contact with reality, they should be checked
constantly against the simpler models which, by virtue of being more intuitive,
are less likely to lead inadvertently to gross distortions. Conversely, the
initial version of a sector plan, defined by trend projection, is subject to major
improvements of efficiency, because process analysis models ean generally
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identify attractive aiternatives which would otherwise almost surely remain
hidden. This task, the upgrading of a feasible plan, is held to be the central
objective of process analysis as applied to the sectoral planning of economic
development,

The notion of efficiency implies two types of decision problems: the setting
of goals and the selection of means. In the formulation of sectoral plans, the
selection of means usually receives the major emphasis, since the definition of
goals is more properly handled at the economy-wide planning level. Never-
theless, certain subsidiary goals which have escaped attention in the original
formulation of the overall plan may be discovered as the initial versions of the
sector plan are being inspected. For example, the optimal locational pattern
of a major industry as determined on the basis of the originally stated develop-
ment goals, may turn out to have unaeceptable implieations for regional de-
velopment. Thus, a new constraint or a new weighting factor in the objec-
tive function may have to be added to the model, representing a social objec-
tive which has been discovered as a result of the formulation of the sectoral
plan. '

At times it is suggested that simulation models are preferable to optimiza-
tion models as planning instruments. Such models are descriptive rather than
normative, and they can incorporate a large amount of detail which is hard to
analyze by formal methods (random elements, nonconvexities, time lags, ete.).
In practical applications, however, the differences between the two methods
tend to narrow down considerably. First, the more recent tools of optimiza-
tion, including such techniques as integer programming, have greatly increased
the complexity of particular cases that ean be incorporated into formal models.
Second, sensitivity analysis reduces the purely normative nature of optimiza-
tion models, while conversely, the sequencing of simulation runs tends to be
directed at the goal of improving the resulting trial solutions. Thus, the two
approaches tend to converge,

When applied to the formulation of second-approximation sectoral develop-
raent plans, simulation has the virtue of being able to stay close to the initial
trend projections, while enriching them with large amounts of detail; on the
other hand, optimization models are inherently more convenient, for analyzing
efficiency problems, since they have the ability of cutting across the enormous
combinatorial range of alternatives. Perhaps the best way of integrating the
two approaches would be to use optimization for identifying a narrow range
of efficient solutions, and thereafter to explore the implications of these in
more detail by means of a simulation model. Of particular interest in the
process of exploration is the detailed tracing of the effect of policy instru-
ments which can be used for the execution and control of sectoral development
plans, ineluding incentives and deterrents, direct quantitative eontrols, and
various types of institutional regulation.

Turning next to a comparison of the sectoral process analysiz models of this
volume, most of them set in the context of the United States economy, with
the kind of model required for sectoral planning in underdeveloped countries,
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an important difference in focus emerges. The two differing applications will
be referred to as capability analysis on the one hand and structural analysis
on the other. The contrasting features of these applications are summarized
in the tabulation below.

STUDIES IN PROCESS ANALYSIS

Capability Analysis Structural Analysis

Find “advantageous’” new lines of
investment; interrelate social
objectives in defining advan-
tage.

Struetural imbalance; rapid strue-
tural change with strong social
impact; rapid discontinuous
growth.

Imporfs vs. national production;

Explore limitations on shifts
in demand composition;
explore effects of structural
ghocks.

Approximate structural bal-
ance; given fixed capital
or slow balanced growth,

Aim:

Typical structure
of economy:

Principal alterna- Demand shifts; raw material

tives explored: changes; production sched-
- uling; technological and
locational alternatives.

Determination of character-
istic averages based on
broad product classes and
broadly defined activity
concepts.

Classification
focused on:

alternative locations for new
plants; alternative markets for
new exports; alternative sched-
uling of new investment;
alternative social objectives.

Identification of individual prod-
uets and production activities
with desired characteristics;
focus on narrowly defined prod-
ucts which can be taken as

typical of a wide range of prod-
ucts with similar characteristics.

The change of focus required for the application of process analysis models
to sectorsl planning in underdeveloped countries introduces some new prob-
lems. First, nonlinearities and especially nonconverities become considerably
more troublesome, because in structural analysis, the scales of planis are
variable, whereas in capability analysis they are generally fixed. Moreover,
new investments in underdeveloped countries, especially the smaller ones,
often introduce discontinuities, since in such countries the addition of, say, a
single steel mill will often radically change the basic industrial structure,
whereas in a more highly industrialized economy, the addition of the same
plant represents merely a marginal change. For this reason, planning applica-
tions of process analysis stand to benefit greatly from advances in integer
and nonconvex programming and related techniques.

Secondly, the description of the universe of technological choices introduces
a major problem in information processing. Evidently, most of this informa-
tion eannot be derived from statistical or other sources within the country
itgelf, since the lines of production or export which are to be deseribed do not
yet exist there, This problem has sufficient ramifications to merit separate
discussion in the next section.
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InvorMATION PROCESSING

Technological and related information for the purposes of sectoral, especially
industrial, planning in developing economies has never been compiled. The
economist in the field would have an urgent need for a reference manual com-
parable to such manuals in their respective fields as the Chemical Engineers’
Handbook (Perry, 1950} or other engineering and technical reference works.
Such a volume would have to contain condensed outlines of the prineipal sec-
toral planning techniques, together with extensive tables describing the physi-
eal inputs and outputs and other important parameters of alternative produc-
tion processes in all industries and industrial branches of interest.

While many of the conceptual problems of technological process description
are discussed in the sectoral studies of this volume, some additional ones would
require further analysis. The principal problem of constructing a reference
manual, nevertheless, is a different one. It consists in the tremendous disper-
sion of the relevant information in thousands of technical journals, in a flood
of company production paper, engineering reports, production norms, designers’
manuals, cost estimating reference works, industrial statistics, and many other
potential sources. The compilation poses a problem in information processing
which is quite similar to the problem of the extraction of political and military
intelligence from material collected by agencies for this purpose: the meticu-
lous description of the exact information wanted, the development of leads on
where to find it, the piecing together from various sources, the task of cross
checking, organization, condensation, and presentation, are analogous in both
cases.

Unfortunately, the most obvious sources are the most difficult of access. In
the United States and Europe, many of the technical data which would be
most vitally needed are treated as confidential business information and are’
not reflected in censuses and most other published material. To obtain them,
personal contacts must be developed in individual companies and the process
of data collection takes on the character of a confidential investigation. Soviet
and related publications, on the other hand, reveal considerably more data of
direct interest, in technical norms, designers’ manuals, and industry reports;
however, some of this material reflects desired rather than actual practice and
is inherently difficult to double check.

From whatever source the information is compiled, it has to be updated
constantly due to rapid technical progress in many industries.

The data collected in developed countries may not be fully transferable to
underdeveloped ones. Productivity, for example, varies strongly between
countries, and often in a way which is difficult to prediet. Productivity
measurements as customarily taken suffer from the deficiency of mixing the
effect of factors charascteristic of the labor force itself (educational level,
health, ete.} with extraneous factors, such as capital intensity and the quality
of management. If data are to be made more transferable between countries,
these factors must be separated. A study of this problem exists for the textile
sector {United Nations, 1951).
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A related consideration is the variation of best technology between countries
in response to climate, the availability and quality of local raw materials, and
relative [actor prices, primarily those of eapital, labor, and skills, A deserip-
tion of eurrent technology in highly industrialized countries will not comprise
the alternatives which might be of the greatest interest to many underde-
veloped areas. Thus, labor-intensive production processes are generally
archaic in the advanced countries; a complete choice of alternatives, however,
would have to extend to labor-intensive processes incorporating the most
recent advanees of modern technology. Many auxiliary operations such as
materials handling, loading, packaging, ete., can be designed either with a high
or a low degrec of mechanization and automation, without affecting the core
process which they serve. A compilation of technological alternatives for use
in sectoral planning in underdeveloped countries would be severely deficient
if 1t left this range of variability out of consideration. On the other hand, it
is evident that eovering such aspeets goes beyond the mere compilation of in-
formation, into the area of technological research and development.

The above discussion indicates that the compilation of technological infor-
mation in & planner’s manual cannot hope to exhaust the universe of available
choices. Such an aim would, in any case, not be a reasonable one, since there
is a limit to the amount of information that is worth incorporating in a process
analysis model. Even with unlimited computing abilty, it would make no
sense to analyze in a single step hundreds of thousands of individually specified
alternatives, since the formulation of such a monster model would be extrav-
agantly wasteful of the limited resources available for planning.

The problem then arises: what to include in a process analysis model and
what to leave out? Instead of attempting a direct answer, it is better to re-
phrase the question. How can the closest approximation to the ideal optimum
solution of the “monster” model be obtained with a given effort?

Actual planning practice points the way to an answer. The selection of
alternatives is usually earried through several stages, even though the sophisti-
cation with which each stage is handled varies widely. Three typical stages
are: preselection, {easibility studies, and project engineering. From each stage
to the next, the range of alternatives under aetive consideration is narrowed
down, but the precision of evaluation is inereased. Thus, the channeling of
information into the planning process is not complete prior to the inception of
analysis, but rather, information feed-in and analysis are alternated. Specifi-
cally, the analysis performed at cach stage determines the information to be
provided for the next stage.

This formulation opens up some questions of more general interest. What
is the best number of stages in a given problems? What is the desirable degree
of approximation at each stage? What are the ecriteria for resolving the
dilemma between providing too much information at each stage, thus incurring
excessive costs, and providing too little, thus increasing the danger of the
premature exclusion of attractive alternatives?

While these issues cannot be further explored here, it is clear that process
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analysis models must be adapted to the stage-by-stage handling of information
in the formulation of sectoral plans.

At the stage of preselection, the universe of alternatives should be as com-
prehensive as possible. At this stage, there is often a temptation to restrict
the universe of selection io pre-existing project studies and to ideas current in
the business and governmental circles of the country in question, or else, to
apply mechanically the experience of industrialized countries in discarding
certain alternatives from consideration. Both courses may result in over-
looking attractive possibilities. For example, captive heavy forge capacity
customarily found in certain lines of production in metropolitan countries,
with high annual production rates, may lead to the mistaken assumption that
these production rates are necessary for efficient operation; the possibility of a
different institutional arrangement, i.e., the sharing of the forge ecapacity
between different kinds of production, is being overlooked. Similarly, the
scale of efficient operation of certain chemical processes may be overestimated
if no allowance is made for the fact that a number of ancillary processes may
be shared between different processes which are seldom found together in more
developed countries.

The evaluation of alternative choices at the stage of preselection is custom-
arily undertaken by reference to eriteria such as market size, production scales
required, skill and capital requirements, ete., which are applied to each alterna-
tive in isolation. It would be very useful to compile more technological in-
formation, of the semiquantitative nature needed for preselection, for & wide
variety of processes, because the choices made at this stage affect critically the
later stages. It does not appear attractive, however, to apply process analysis
to the preselection stage, because it is too precise a tool for the degree of
approximsation desired here.

The technical alternatives which survive preselection are defined more closely
during the subsequent stage of feasibility studies. Process analysis models
come into their own during this stage. In addition to their other advantages,
discussed elsewhere, such models have the virtue of permitting a further sub-
division of the stages of information handling by means of the alternation of
sensitivity analysis and progressively improved technological deseriptions.
More precisely, all technological alternatives received from preselection are
initiaily described with a given (not too close) degree of approximation for
inclusion in the process analysis model. An optimal solution is then derived
and the sensitivity of this solution to the technical coefficients of the model is
investigated. Those activities to the coefficients of which the optimal solution
is most sensitive are described more closely and, if necessary, further dis-
aggregated or subdivided; this is followed by anothér round of sensitivity
analysis and a further improvement of the technological description, ete.
Thus, the effort expended on the description of technology is concentrated on
those activities to which the optimal solution proves to be most sensitive.

The same strategy can be carried over from the stage of feasibility studies
also into the final stage of concrete project engineering. The bulk of effort in
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the exploration of alternatives, including whatever research and development,
may be undertaken in connection with this stage, should be concentrated on
those activities or other technological decision units which have been singled
out by earlier analysis as likely to have the greatest effect on the objectives of
the sectoral plan. Process analysis may be one of the tools employed at this
stage, but it is likely to be subordinate in importance to conventional tech-
niques of engineering analysis and design.

.The above discussion concerning the stages of information handling in the
course of the sectoral planning process also suggests a convenient strategy for
the problem of compiling reference manuals for sectoral planning. These
manuals should be aimed primarily at the preselection stage and at the initial
phases of the feasibility-study stage during which the early versions of process
analysis modeis are being formulated. Instead of attempting to exhaust the
finer detail needed during the later phases of feasibility analysis and a fortiori
during project engineering, the manuals should be desighed for more and more
heavy reliance on complementation by technical specialists as the technological
deseription is progressively narrowed and improved. The stage of final project
engineering, in any event, must always be primarily the responsibility of sucli
technieal specialists.

SecroraL MobpeLs 1x 4 WipER CONTEXT

In the present section, the relationship of a sectoral model to the overall
plan and to other sectoral plans will be discussed.

The economy-wide context of sectoral models is taken into account to a
first approximation while preparing sectoral trend projections. In the course
of these, import substitution allotments, employment objectives, capital alioca-
tions and structural (flexibility) requirements for the sector are specified.
With the exception of the flexihility requirement, the ties of the sector to the
overall plan represent resource quantity constraints which can be assigned to a
sectoral process analysis model in the form of quantity parameters. The
sectoral model will determine shadow prices corresponding to each of these
constraints, which can be interpreted as the opportunity costs of foreign ex-
change and capital and the subsidy for labor (assuming a prescribed mini-
mum employment).

The procedure of setting resource quantity constraints {or the sectors on the
hasis of economy-wide considerations has the drawback that the shadow prices
of basic resources calculated within distinet sectoral models will generally not
coincide. An alternative approach is to estimate common opportunity costs
for the basic resources from economy-wide considerations, and to assign these
to the sectoral models in the form of valuation parameters (coefficients of the
objective function). Opportunity costs may be approximated by means of
simple considerations, such as the marginal resource use in import substitution
or export activities; or else they may he derived from an economy-wide, aggre-
gated process analysis model. This approach will generally result in an in-
consistency between the sums of sectoral resource balances and the economy-
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wide requirements or availabilities of the basie resources. Thus, either of the
above two approaches will lead to a conflict between overall and sectoral plans
which needs to be resolved.

In addition to the basic resources, the consistency requirement between sec-
toral and overall plans extends to all other resources which appear in more
than one sector. In practice, overall plans and the plans for different sectors
are prepared separately and are subjected to revisions, in order to eliminate the
more troublesome inconsistencies between them. In many cases, however,
plans are not prepared for all sectors; moreover, the commodity classification
scheme and the planning procedure may be inconsistent between the different
planning units. In such cases, the most that can be hoped for is the elimina-
tion of obvious conflicts between the partial plans, and this is often done in an
arbitrary and inefficient manner: e.g., when a resource (capital, foreign ex-
change) is overdrawn, all sectoral planning units may be instructed to cut their
requirements of the resource by a given percentage.

Evidently, a great improvement in planning ean be expected when a plan-
ning organization is conceived as a unit and the interrelations between its parts
are carefully adjusted. One way of analyzing an efficient scheme of inter-
relations between different planning units is to study the interrelations between
process analysis models defined for different sectors and for the economy as a
whole, While these interrelations cannot be developed in detail here, it is
interesting to note that the decomposition method of solving linear program-
ming problems (Dantzig and Wolfe, 1961) offers a convenient analogue of
these interrelations for a simplified case. For one application of this method,
the technology matrix of a problem may consist of blocks of coefficients which
correspond exactly to independent individual sectors connected only by a num-
ber of basie resources. An optimal solution to the system as a whole is derived
by the alternation of two steps: first, the derivation of shadow prices for the
common resources in an “interconnecting subproblem” in which only the fotal
resource requirements of each sector appear as variables; and second, the
derivation of resource requirements in isolated sectoral subproblems in which
the shadow prices of the common resources become valuation parameters
inserted in the sectoral objective functions. The interconnecting solution is
always pieced together from weighted averages of the successive sectoral sub-
optima. TFhe process of weighting in the interconnecting problem eonfrives to
eliminate conflicts between the independent sectoral resource requirements by
means of allowing each sector to go only part of the way in the direction of its
latest adjustment to current resource prices.

The similarity between the formulation of the problem of sectoral interrela-
tions in the decomposition method and the form in which this problem is
encountered in practice is striking. In fact, the practical recommendations
of a United Nations working party (ECAFE, 1961) dealing with the
problem of interrelations between overall and sectoral plans follow quite
closely the iteration procedure of the decomposition method, except for the
fact that they substitute a trial-and-error adjustment of common resopuree
prices for the weighting of successive sectoral solutions.
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The decomposition method serves not only as a model of the interrelations
between sectoral and overall plans, but also raises the gquestion of whether
such plans need to be prepared separately at all, since it offers a workahle
approach to the solution of very large programming problems. In other words,
if the decomposition method, or some modified version of it, is capable of
interrelating and solving systems of sectoral models, then why not formulate
the planning problem for the entire economy as a single process analysis model,
incorporating in it all the detail which would otherwise be included in the
individual sectoral models?

The answer to this question is twofold. First, the above-mentioned version
of the decomposition method postulates that the seetors be independent, except
for a limited number of common resources. This excludes inputs of the
products of one sector into another as intermediate commodities, and also
excludes secondary products cutting aeross sector classifications. More
general versions of the decomposition method, for example, a version applicable
to block triangular systems, require a much larger number of iterations. Thus,
some form of aggregation hecomes more attractive as an alternative to the
analysis of a system by the decomposition method whenever the size and the
complexity of the system increases beyond a certain point.

Secondly, it is an illusion to assume that a giant model for the economy can
be formulated in one step and then solved in another subsequent step. As
discussed in the foregoing section, the only reasonable way of handling the
problem of information processing in connection with sectoral process analysis
models is to alternate the channeling of information into the model with analy-
sis performed on the model. The analysis at each stage determines the kind of
information needed at the next stage. Moreover, especially in the later stages,
much of the refinement of the technological information incorporated in the
model has to be undertaken with the direct participation of technical specialists
in the reformulation of the model. The model must also be updated con-
tinually as new information concerning technology or eperating data within
the sector becomes available. All of this clearly indicates the tremendous
advantages inherent in the decentralization of the planning process sector
by sector.

The problem, then, is to preserve the advantages of decentralization offered
by the preparation of separate sector plans, while reducing the burden of
making these plans consistent. A convenient approach is to allow the sacrifice
of some consistency in order to reduce the effort and the cost involved in the
revisions. This can be achieved by aggregative methods.

There is a considerable economy of effort in working with an aggregated
overall planning model. In addition to its advantage in offering an easy-to-
grasp, intuitive description of the workings of the economy, an aggregative
overall model permits each seetor to face a much smaller number of environ-
mental variables than would appear to the sector if it were placed directly in
touch with all other seetors. In order to formulate an overall model and to
permit each sector to make its adjustment to this simplified environment, it is
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necessary to define a number of aggregation and disaggregation rules, First,
the seales of aggregated activities and the shadow prices of aggregated re-
sources have to be related to the detailed sectoral activity scales and com-
modity shadow prices by means of summing or averaging rules. Second,
each sector must, be given rules for deriving its quantity parameters (demands
for sectoral products, supplies of sectoral inputs) from the aggregated activity
levels of other sectors: for example, the chemical sector must be able to relate
sulfuric acid demand by the steel sector directly to the aggregate level of steel
production, without reference to the level of detailed individual activities, such
as individual rolling operations, within this sector.® Third, each sector must
be given rules for deriving its valuation parameters (prices of resource inputs
from outside the sector) from the shadow prices of aggregated resources
corresponding to other sectors and from the shadow prices of common basic
resources: for example, the chemical sector must be able to relate its purchase
price of a certain grade of reforming naphtha to the shadow price of the
corresponding aggregated class of petroleum produets, without reference to
the variations of the relative shadow prices of detailed commodity classes
within this sector. Fourth, a rule must be provided for revising the aggre-
gated coefficiénts of the overall model on the basis of the commodity quantities
and the value totals derived from the detailed sectoral models,

The convergence of the successive revisions of this system consisting of the
sectora]l models and the aggregated overall model, as well as the closeness of
the consistency achieved, depend on the particular aggregation and disaggre-
gation rules chosen. While  the impression generally exists that under any
reasonable set of rules, a fair degree of consistency may be achieved between
the sectoral models and the overall model by means of a modest number of
iterative revisions, this entire problem area requires a more definitive analysis.
In practice, however, even & few rudimentary revisions would mean an im-
portant advance over sectoral planning as currently undertaken in many
underdeveloped countries. _

A discussion of the problem of flexibility has previously been deferred. It
has been indicated that individual sectors may be allotted some portion of
carrying the burden of structural fexibility within the overall plan. The term
“flexibility,” however, does not refer to a commodity like any other; it is,
rather, a shorthand expression for summarizing the potential adaptation of a
plan to eertain disturbanees in the underlying assumptions. A plan is flexible
if it can be adjusted, with a relatively small loss in terms of its basic objec-
tives, to a changed set of circumstances. Flexibility is especially important
with regard to changes in export forecasts and with regard to changes in the
supplies of strategic inputs, such as capital goods, replacement parts for ma-
chinery, or intermediate inputs needed by domestic production activities.

In the course of planning by means of process analysis models, a larger

*If the steel sector is broken down into a few major aggregated activities in the overall
model, coefficienis of sulfuric acid consumption have to be defined separately for each of
these.
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degree of flexibility can generally be achieved at the cost of aceepting a reduc-
tion in the value of the objective function below its optimal value for stable
parameters; in other words, by accepting some combination of activities which
yield a lower than optimal payoff if conditions turn out as forecast, but do not
lead to a catastrophic fall in payoff if conditions should vary from those
predicted. Thus, for example, the flexibility of a plan for an underdeveloped
country can usually be increased by raising import substitution beyond the
proportion found in the opthmum solution which has heen computed for stable
exports. Some simple numerical examples of planning under uncertainty by
means of an economy-wide process analysis model may be found in a paper
by Sandee (1960).

A sector can be said to carry a part of the burden of flexibility if its opti-
mum solution is modified in order to guard against an economy-wide risk, such
as the export or supply risks-mentioned above. Evidently, it is efficient to
allot the major share of the burden of flexibility to those sectors whieh have
a favorable tradeoff between added flexibility and the saerifice needed for
achieving if. While this statement of the problem is intuitively eclear, it is
difficult to add a flexibility constrant (prescribed minimum flexibility) to &
process analysis model, since such a constraint anticipates a knowledge of the
gensitivity of the optimum solution to variations in eertain parameters.

Notwithstanding the analytieal difficulties, a revision of the optimal solution
will usually be adequate for handling this problem in the concrete formulation
of sectoral plans. Thus, the problem of flexibility is simply merged with the
many other practical considerations which intervene fo modify the conclusions
derived from a process analysis model in the course of arriving at final plan-
ning decisions. Among the other practical considerations which have so far
eluded adequate analytical treatment is the choice of certain policy instru-
ments: thus, there is much doubt about the best way of bridging the gap
between the shadow prices determined in a process analysis model and the
market prices given by institutional conditions. The practical limit on the
payment of public subsidies to socially attraciive activities is an example of &
constraint which is similar to the flexibility constraint in that it anticipates
the optimal solution of a conventional process analysis model: in this case, it
anticipates the knowledge of shadow prices. For the time being, these and
similar problems must be handled by intuitive revisions of the results derived
from forma! proeess analysis models,

CoNcLusioN

Process analysis models undoubtedly show great promise in their applica-
tion to problems of sectoral development planning. In order to bring this
promise to fruition, it will be necessary to advance along three distinet lines,
First, a number of analytical problems which have been referred to during the
eourse of this discussion will have to be explored in more depth. Secondly, it
will be indispensable to devote considerable time and effort to the eompilation
of a satisfactory store of technological information for use in the rapid formula-
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tion of such models. Finally, more experience will have to be sought, by
means of pilot studies; in regard to the praetical problems which arise in
conerete planning situations.
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APPENDIX

BASIC CONCEPTS OF ACTIVITY ANALYSIS
Alan 8. Manne

For numerical analysis of the classical problem of production economics—
allocation of limited resources among alternative uses—activity analysis is
uniquely powerful. The aectivity analysis approach—and in particular, the
simplex technique for linear programming calculations—can be applied to
systems involving literally hundreds or even thousands of commodities.
Activity analysis permits us to consider substitution and eomplementarity, as
well as diminishing returns to scale in production processes. OQptimization
and economic choice are recognized explicity within this model. Moreover—
unlike classical caleulus methods—activity analysis will handle cases where
“kinks,” inequalities, and nonnegativity restrictions are important. Within
an activity analysis framework, there is no need for production functions to
be differentiable at all points.

It is needless to remind economists that this is a world in which every good
thing has its price. The price of using the activity analysis and linear pro-
gramming framework is this: that all production functions and all economic
choices must be formulated in terms of linear relationship among the un-
knowns. At first glance this requirement of linearization appears highly
restrictive. However, after examining the variety of empirieal cases that can
be handled within this framework, most readers will probably agree that
linearization is not in itself an onerous requirement. The features that are
likely to appear as more serious shortcomings in activity analysis are precisely
those which are also troublesome in the more conventional models of produc-
tion processes: the absence of economies of scale and the absence of stochastic
elements, As of this date, the inclusion of stochastic elements within a many-
commodity optimization model appears to be a formidable challenge to the
mathematician.? Fortunately, economies of scale no longer appear as forbid-
ding as they did prior to the discovery of integer programming,

AN ActiviTy A8 A “BlLack Box”

Central to the models utilized throughout this volume is the concept of an
“activity”: a process for transforming inputs of goods and services into out-
! Computer simulation often enables us to find good solutions—although not necessarily

optimal ones—even in cases involving many commodities, stochastic elements, and econ-
omies of scale. See the bibliography on simulation ecompiled by Shubik (19603,

417
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puts. If, for example, & coal-burning electric power plant were being analyzed
from this viewpoint, we might be coneerned with how much capital investment,
how much coal, and how much labor would be required in order to produce the
plant’s rated output.? Suppose that in a plant capable of producing 100 mega-
watts of peak power, the required initial capital investment will be $20 mil-
lions; the annual rate of coal consumption will be 100,000 tons; and the annual
labor imputs will amount to 200,000 man-hours. Then—assuming that thesc
arc the appropriate input and output categories for our purposes—the entire
operation of the thermal clectrie plant can be summarized in terios of the black
box shown in Figure 1.

According to this diagram, we note that the activity analysis viewpoint iz
onc in which the producing sector of the cconomy is described in terms of: (a)
“eommodities” such as electric power, lahor, eoal, and capital equipment; and
(b} “activities” such as the “thermal clectric process” for transforming one
group of eeonomic commoditics into another. Starting with these definitions,
two axioms and one maxim are introduced: the axioms of proportionality and
of additivity, and the maxim of economic efficieney.”

Beside these formal axioms, there is a further major assumption that is
implicit here, Conventional activity analysis models are characterized by the
absenec of random eclements and uncertainties. Randomness is regarded as
a second-order effeet, and is supposedly allowed for through converting all
parameters into “certainty equivalents.” TUnfortunately, it is all too easy to
cite cases where sueh deterministie shortcuts ean be misleading. Both in the
theory of inventory control and of waiting lines, the random nature of inputs
and of outputs plays an essential role.

* A pioneering application of process aralvsis in the electric power industry is to be
found in Masse and Gibrat (1957).

*For an axiomatization of activity analysis that is both precise and readable, see T. C.
Koopmans (1957).
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Tae Two AxioMs aND THE MaxiM or EcoNomic EFFICIENCY

AX1oM 1. proPORTIONALITY. By “proportionality,’ we mean that if an
activity can be operated at its base level, it can also be operated at any non-
negative fraction or multiple of that level, with all inputs and outputs varying
proportionately. Figure I already provides a listing of the inputs and outputs
corresponding to the installation of 100 megawatts of peak power output. The
axiom of divisibility says that if we wish to depart from this base level and
build a 50 megawatt plant, all the inputs will be halved; that if we build a 300
megawatt plant, all the inputs will be tripled; and that if we install  hundreds
of megawatts, all of the inputs will be multiplied by x. (The quantity = is
known as the “intensity” or “level” at which the thermal power process is
operated.)

Activity analysis—in its conventional form—is incompatible with what
the economist terms ‘‘increasing returns to scale.” (By increasing returns we
mean that if, say, the inputs into an activity are tripled, the output will exceed
triple its base level.) The real world abounds with cases of increasing returns
—including, in particular, some cases of investment in thermal electric power
generating stations. Despite the real world, the usual activity analysis model
is one in which the possibility of increasing returns is completely ignored.
There is, however, an extenszion of activity analysis—an extension known as
“integer programiing”—through which it is possible to obtain numerical solu-
tions in cases that involve increasing returns. For the numerical technique
itsclf, see Gomory (1958) ; and for a discussion of increasing and of decreasing
returns within activity analysis models, see Markowitz and Manne (1957).

axioM 2. apprmivity. The axiom of additivity rules out most cases of what
an economist would call “external economies.” In terms of the power in-
dustry, this axioin implies that if there are two processes utilized together for
producing electricity—the first one operated at an intensity of x, and the
second at an intensity of x,—the inputs required and the outputs produced
will consist of the sum of the inputs and outputs corresponding to the opera-
tion of the two individual activities at levels of z, and z, respectively.

Additivity rules out certain possibilites for interactions between the indi-
vidual processes. Suppose that we are constructing a model in which process
1 refers to the installation of a hydroelectric power plant at a downstream
site, and process 2 to the instaliation of a hydroeleetric plant and reservoir at
an upstream site. It does not take a profound knowledge of hydrology to
recognize the importanec of a nonmarketable service produced by the upstream
plant and consumed below, namely streamflow regularization. This by-
product of the upstream reservoir will have a major influence upon the value
of the downstream plant. The axiom of additivity implies that any physical
interactions between processes have already becen allowed for—e.g., through
defining the activities in terms of integrated upstream and downstream plants.
Additivity implies that the net output of the entire system be equal to the
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sum of what is independently produced {(or consumed) by the individual
activities—no more and no less.

THE MAXIM OF ECONOMIC EFFICIENCY. By “economic efficiency,” we mean
much the same thing that the economist ordinarily takes for granted about his
“production function”: Whatever activity levels are selected, there exists no
other set of activity levels which generates a greater amount of net output (or
a smaller net input) of one commodity from the system without reducing the
net output (or increasing the met input} of some other commodity. This
maxim of efficiency provides a partial ordering over all possible combinations
of inputs and outputs.

Traditionally, the economist has taken it for granted that the responsibility
for constructing such a partial ordering falls exclusively within the domain
of the industrial engineer. ¥or his own part, the industrial engineer has
usually been kept busy providing optimal solutions geared to the particular
needs of his employer, and has had no incentive to spell out the set of all posst-
ble efficient allocations of inputs and outputs. It is the aim of process analysis
to explore some of the territory that lies between the domain of the economist
and the industrial engineer—to exploit the latter’s detailed knowledge of pro-
duction processes in order to provide the economist with a better characteriza-
tion of the set of efficient production possibilities,

Linzar ProGRAMMING

“Linear programming” represents one particular form of activity analysis—
a form which has proved particularly well suited for numerical calculations.
In the ease of linear programming, instead of attempting to construct a partial
ordering over all possible combinations of inputs and outputs, we pose & much
less ambitious question: Given the net input availabilities of certain commodi-
ties and the net output requirements of certain others, what is the maximum
possible output of some item defined as the “maximand”? Or alternatively,
what is the minimum possible input of the “minimand”?

It is typical for a linear programming model of an entire economy to be
phrased in terms of maximizing some such physical quantity as the amount ot
a specific produet mix or, alternatively, maximizing some such financial
quantity as “national income” subject to possible side econditions on the product
mix. An economy-wide model may also be phrased in terms of minimizing the
input of investment or of foreign aid required to reach a predetermined na-
tional income and/or product mix target. If the system represents a single
enterprise or an industry, the linear programming objective will often be
phrased in terms of maximizing the output of a specific mix of commeodities;
or in terms of maximizing money profits; or minimizing the money costs of
producing s certain product mix; or sometimes of minimizing the time elapsed
before certain commedities have been produced.

For a concise introduction to linear programming computational methods,
the reader should consult Gass (1958) ; or for a more comprehensive treatment,
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Dantzig (1963). A summary of the more important industrial applica-
tions is to be found in Vajda (1958). For economy-wide applications, see
Chenery and Clark (1959); also Sandee (1960). For analogies between
market mechanisms and linear programming computations, the economist will
want to consult Koopmans (1951} and Dorfman, Samuelson, and Solow (1958).

The art of electronic computations is progressing altogether too rapidly for
it to be safe to predict future developments in the numerical analysis of linear
programs. In 1953, the IBM Card Programmed Caleulator required eight
hours to solve systems involving 27 equations. Inside the span of just four
years—in 1957—the IBM 704 succeeded in solving a 195-equation system
within a few hours (Orchard-Hays, 1958). By 1961, the IBM 704 system was
already superseded by still' more powerful machines and programs. By some
date within the 1960, it should be possible to handle systems involving up-
wards of 10,000 distinet equations. Note that success in computing large-
scale models is not dependent solely upon improvements in computing ma-
chinery, but can also be achieved through improvements in the mathematical
techniques that are employed. The “decomposition prineciple” represents one
of the first practical attempts to take advantage of specialized matrix strue-
tures (Dantzig and Wolfe, 1961).

In planning linear programming computations, one further possibility should
be borne in mind: Through the technique known as parametrie programming,
it is comparatively inexpensive to engage in sensitiviiy tests of a linear pro-
gramming solution, to see what happens to the maximand or to the minimand
as the availabilities of individual inputs or the requirements for individual
outputs are varied. This makes it possible to end up with much the same
result as activity analysis, a numerical description of the set of efficient com-
binations of inputs and outputs. Parametric programming is quite practical
from a computational viewpoint, provided that the analysis is restricted to two
or perhaps three dimensions, i.e., to the tradeoffs between just two or three
groups of commodities® Examples of parametric programming are to be
found throughout the activity analysis chapters of this monograph.
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